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ABSTRACT
In open settings, the participants are autonomous and there is no
central authority to ensure the felicity of their interactions. When
agents interact in such settings, each relies upon being able to model
the trustworthiness of the agents with whom it interacts. Funda-
mentally, such models must consider the past behavior of the other
parties in order to predict their future behavior. Further, it is sensi-
ble for the agents to share information via referrals to trustworthy
agents. Much progress has recently been made on probabilistic
trust models including those that support the aggregation of infor-
mation from multiple sources. However, current models do not
support trust updates, leaving updates to be handled in an ad hoc
manner.

This paper proposes a trust representation that combines proba-
bilities and certainty (defined as a function of a probability-certainty
density function). Further, it offers a trust update mechanism to
estimate the trustworthiness of referrers. This paper describes a
testbed that goes beyond existing testbeds to enable the evaluation
of a composite probability-certainty model. It then evaluates the
proposed trust model showing that the trust model can (a) estimate
trustworthiness of damping and capricious agents correctly, (b) up-
date trust values of referrers accurately, and (c) resolve the conflicts
in referral networks by certainty discounting.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
multiagent systems

General Terms
Algorithm, Experimentation

Keywords
Trust, Probabilistic Model, Adaptive Model

1. INTRODUCTION
Two key characteristics of open environments are that agents act

independently, and may join and leave freely. Interactions among
autonomous agents are based on a notion of trust. Here we take
a narrow characterization of trust that considers it from a proba-
bilistic standpoint. Trust in this view is a prediction of the quality
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of the future behavior of another party (whose trustworthiness is
being evaluated).

Intuitively, agent A’s trust of agent B can be estimated by a
probability, namely, the probability of A getting a positive outcome
from an interaction with B. However, a naive representation cannot
distinguish getting 1 positive outcome out of 2 interactions, from
getting 100 positive outcomes out of 200 interactions, because in
both cases, the probability is equal to 0.5. Therefore, some trust
models [4, 6] introduce certainty, interpreted as a confidence mea-
sure about the probability. Wang and Singh (W&S) motivate that
certainty as applied in trust modeling should support following fea-
tures [6]: (1) certainty increases as the number of interactions in-
creases (if the ratio of positive and negative outcomes is fixed), and
(2) certainty decreases as the conflict increases in the interaction
experience (if the total number of interactions is fixed).

In open environments, an agent would often need to interact with
a stranger, i.e., a party with whom the agent has had limited or no
prior experience. The notion of referrals addresses this situation.
An agent may ask its acquaintances about a stranger. An acquain-
tance may reply if it has prior experience with the stranger, or refer
to others. This results in the so-called referral networks. To apply
in referral networks, trust models should provide mechanisms for
agents to aggregate trust values from multiple sources. The chal-
lenges of trust aggregation are (1) how to make use of the trust
values provided by unreliable acquaintances, (2) how to combine
the trust values from direct experience and referrals, and (3) how
to update the trust placed in referrers based on the referrals they
provide.

W&S propose a trust model based on a probability-certainty den-
sity function (PCDF) [6]. In their model, a trust value is composed
of the probability of a positive outcome, and the certainty placed
in the probability. They define two operators, aggregation and con-
catenation, for combining the trust values from multiple sources
[5]. This paper extends W&S’s model, providing an efficient al-
gorithm for updating the trust values of agents based on the re-
ferrals they provide. We design an empirical evaluation testbed
and perform experiments, which suggest that our model can iden-
tity good and bad agents efficiently, with limited prior experience.
The experiments show that our model can adapt to agents’ behavior
changes over time, which is a common challenge in open systems.

2. RELATED WORK
In recent years, many trust models have been developed. How-

ever, a general trust evaluation testbed does not exist. The most crit-
ical reason is that the models instantiate different theories, taking
in different inputs (e.g., number of experience, probability and con-
fidence, and so on), generating different outputs (e.g., continuous
versus discrete outputs), and exhibiting different standards (e.g.,



different interpretations of good experience). This makes design-
ing an ideal open trust evaluation testbed infeasible.

For instance, one of the famous trust evaluation testbeds, ART [1],
aims to provide trust research community a unified platform for
evaluation and competition. In ART, agents use trust strategies to
exchange expertise with others to appraise paintings. Agents make
money by providing accurate appraisals to receive more paintings
to appraise in the next time step. However, agents’ expertise is lim-
ited to appraising some of the paintings. They are required to ex-
change expertise with trustworthy others. They can also exchange
trust values with others. The agent who has the most money at the
end wins the game.

Gómez et al. [2] represent trust as the discrepancy between the
information received and one’s own experience. Trust values are
collected from four kinds of information sources: direct experi-
ence, advertisement, recommendation, and global trust. Gómez et
al. introduce two measures to handle certainty: intimacy (i.e., the
number of experiences) and predictability (i.e., the dispersion of
the data). They use ART to evaluate their model, but they have
to take certain liberties with the concepts involved. Specifically,
Gómez et al. [2] map advertisements in their model to the certainty
of opinions in ART. However, advertisements, which mean the rec-
ommendations from the providers themselves, cannot perfectly be
translated into certainty in ART, which means the confidence of
opinion providers about their opinions.

Harbers et al.’s trust model uses maximum entropy inference
and minimum relative entropy to find and update the most prob-
able probability distribution [3]. They point out that to evaluate
their model in ART, they have to consider many variables that are
not covered in their model. Besides, some features of their model
cannot be verified in ART. They also observe that the performance
of the trust model in ART depends too much on the opponents.

We face a similar challenge in evaluating our model using ART.
First, in our model, trust values are built from either probability and
certainty, or numbers of positive and negative outcomes. Unfortu-
nately, agents can exchange only a probability in ART. Second,
the goodness of a trust model according to ART depends on the
agent’s bank balance, which involves many variables not covered
in our model. For example, in ART, an agent may say the paint-
ing is worth 1,000, while the actual value of the painting is 1,010.
It is difficult to determine if this is a good estimate. Lastly, one
of our main contributions is that our model provides aggregation
and concatenation operators for agents to collect trust from mul-
tiple sources in a referral network. ART does not support agents
providing referrals. Therefore, in order to evaluate our model, we
design our own trust evaluation testbed.

3. SYSTEM ARCHITECTURE
We design a trust evaluation testbed where agents estimate the

trustworthiness of other agents without preexisting knowledge. We
define four kinds of agents:

Clients estimate the trust value of a provider with whom they have
had no prior direct experience. A client asks witnesses who
have direct experience with the provider. Clients find the wit-
nesses via the recommenders who are their neighbors. Each
client may also estimate trust placed in witnesses and recom-
menders.

Recommenders are agents who can provide referrals to witnesses
or to other recommenders. Each recommender has other rec-
ommenders as its neighbors, and stores trust values of these
neighbors. When a recommender receives a referral request
from a client, it may (a) refer to witnesses, (b) refer to other

recommenders, or (c) not provide any information. Each re-
ferral carries a trust value (a probability and certainty pair).

Witnesses are agents who have direct experience with providers.
Each witness knows the sole provider in the system and cal-
culates the expertise of the provider based on its past experi-
ence. The expertise is represented as a trust value.

(Service) Providers are agents with whom a client transacts. Each
provider has a fixed expertise p. When a client has a trans-
action with the provider, the probability of a good outcome
is p. The goal of the experiment is to show how accurately
the client can estimate the trust value of the provider. For
simplicity, we consider exactly one provider.

4. EVIDENCE-BASED TRUST MODEL
This paper extends W&S’s model [5, 6] based on a PCDF [4].

We provide a mechanism to update the trust values of agents, based
on the referrals they provide (Section 5).

In this experiment, an agent A estimates the trustworthiness of
agent B by maintaining trust values of B. The trust value of B
comes from both agent A’s direct experience with agent B, and
any referrals provided by a third-party, say, agent C. We model
trust values in both the evidence space and the belief space. In
evidence space, a trust value of an agent B is in the form 〈r, s〉,
where r ≥ 0 is the number of positive evidences with the agent B
and s ≥ 0 is the number of negative experiences with the agent B
(r + s ≥ 0). We define the probability α = r

r+s
, the expected

value of the probability of a positive outcome. In the belief space,
a trust value is modeled as a triple 〈b, d, u〉, where b, d, u ≥ 0
and b + d + u = 1. The values of 〈b, d, u〉 can be interpreted as
the weights of belief, disbelief, and uncertainty, respectively. The
certainty c = 1 − u represents the confidence of the probability.
A bijective trust transformation from evidence to belief space is
defined in [6].

W&S provide aggregation and concatenation operators (similar
to Jøsang’s consensus and recommendation operators [4]) that en-
able agent A to combine the trust values of B from different sources
(e.g., direct experience with B and a referral provided by agent C).

The concatenation operator⊗ is used when agent A collects a re-
ferral of agent B from agent C. The aggregation operator⊕ is used
when agent A combines trust values from different sources [5].

5. ADAPTIVE TRUST MODEL
In a referral network, agents evaluate trust values of the referrers

by comparing the referrals they receive with their actual experience.
For example, client C receives a referral of provider S from referrer
R. Let C’s current trust value of R be MR = 〈rR, sR〉, and the
trust value of S referred by R be MS = 〈rS , sS〉. Suppose C’s
independent trust value of S is M = 〈r, s〉. C can update the trust
value MR of R, based on MS and M . C’s updated trust value
M ′

R = 〈r′
R, s′

R〉 of R can be defined as

q =
αr

S(1− αS)s

αr(1− α)s
(1)

r′
R = cSq + (1− β)rR (2)

s′
R = cS(1− q) + (1− β)sR (3)

The key intuition behind the above trust update rule is that C
updates the trust value of referrer R by how close R’s referred trust
is to C’s actual experience, discounted by R’s certainty. Given the
trust value 〈r, s〉, the PCDF is defined as xr(1−x)s. The maximum
of the distribution occurs when x is equal to α = r

r+s
. Besides, if

R’s referred trust 〈rS , sS〉 is consistent with C’s actual experience,



αS = rS
rS+sS

should be α = r
r+s

. Then we can define the accuracy
of the referred trust as the ratio q of the value of the probability αS

of the referred trust in the PCDF to the value of the probability α of
the actual trust in the PCDF. We update the trust value 〈rR, sR〉 by
concatenating the old 〈rR, sR〉 and 〈cSq, cS(1− q)〉. Note that the
〈cSq, cS(1−q)〉 is discounted by certainty cS , because the referrers
should be penalized (or rewarded) less if they provide referrals with
low certainty.

The previous experience 〈rR, sR〉 is discounted by a time dis-
counting rate β ∈ [0, 1]. With a high discount rate, the influence of
agents’ past behavior becomes less important, such that the updated
trust values can reflect more on the current behavior. However, with
a low discount rate, the updated trust values reflect the overall be-
havior of the target. Section 6.3 compares different discount rates,
showing how discounting rate affects the agents’ ability to deal with
agents that change behavior over time.

6. EXPERIMENTAL RESULTS
In the experiment, each agent has two neighbors. For simplicity,

there is only one client in this experiment. We compare the trust
value of the provider estimated by clients with different trust mod-
els. In this experiment, each recommender can have two neighbors,
and at most one witness.

At each simulation cycle, clients can ask their neighbors for rec-
ommendations. After receiving the recommendation requests from
client agents, recommenders may refer to witnesses or other rec-
ommenders, or not reply at all. Clients can then build a referral tree
by asking referred recommenders in advance, until the depth limit
of the referral tree is reached or they find witnesses. At the end of
each simulation cycle, clients’ trust values of recommenders and
witnesses are updated.

The experiment is initialized with one client, one provider, ten
recommenders, and eight witnesses. Half of these recommenders
are malicious, and half are honest. Four of the witnesses are honest,
four are malicious. Honest agents provide referrals along with an
accurate trust value, and malicious agents provide referrals along
with an opposite trust value. For example, an honest recommender
refers to an honest witness along with a trust value 〈19± 1, 1± 1〉,
and a malicious witness refers to the good provider (p = 1) along
with a trust value 〈1 ± 1, 19 ± 1〉. The neighbors of all agents are
randomly assigned. Each recommender can refer to at most two
other recommenders, or refer to one witness if the recommender
knows one. The provider provides good service based on a fixed
probability p. We define two providers: damping provider, which
has p = 1 at the beginning and turns bad with p = 0 in the middle
of the simulation, and capricious provider, which changes behavior
alternating between p = 1 and p = 0 every two cycles. There are
total 20 simulation cycles in one round. All results are the average
of five rounds.

6.1 Comparing Update Models
To enable comparison, we extend Jøsang’s model with a linear

trust update method. The reason that the max-certainty trust update
method cannot be applied in Jøsang’s model is that Jøsang uses a
different certainty definition from ours, which is the basis of our
trust update method. The linear model represents trust as ours, but
updates trust using the linear trust update, which defines q in equa-
tion 1 as q = 1− |α− αS |.

We define three types of clients: max-certainty, linear, and Jøsang,
as shown in Table 1. The max-certainty model is the model de-
scribed in Section 4. The Jøsang model uses the trust representation
described in [4].

Model Trust representation Trust update

Max-certainty Wang & Singh [6, 5] Max-certainty
Linear Wang & Singh [6, 5] Linear
Jøsang Jøsang [4] Linear

Table 1: Models compared for collected trust values

6.2 Capricious Service Provider
In our first simulation, we evaluate our approach by the accuracy

of the trust value of the capricious provider, honest agents (rec-
ommenders and witnesses), and malicious agents. The provider is
capricious, which changes behavior between good and bad every
two simulation cycles. There are five honest and five malicious
recommenders. Four witnesses are honest, and four are malicious.
The discount rate β of the trust update is 0.

Figure 1 shows the average probability α of the referred trust
value (i.e., not direct experience) of the capricious provider over
five simulation rounds. The max-certainty model provides the best
estimate, which reaches 0.51 ± 0.01 after three cycles. The max-
certainty model performs better than the linear and Jøsang mod-
els. The accuracy of referred trust value depends on the trust rep-
resentation, combination operators, and the trust update method.
The max-certainty uses different definition of the certainty and the
trust update from the Jøsang model, and different definition of the
trust update method from the linear model. Table 2 shows the last,
the mean, and the standard deviation of the referred probability α,
showing that the certainty definition and the max-certainty trust up-
date method provide better trust estimation of the capricious agent.

Model Final Mean Deviation

Actual 0.50 0.48 0.12
Max-certainty 0.52 0.51 0.01

Linear 0.56 0.54 0.02
Jøsang 0.65 0.76 0.11

Table 2: Comparing the probability α of the referred trust
value of the capricious agent with three trust models

Figure 1: Comparing the probability α of the referred trust
value of the capricious provider

6.3 Damping Provider
Damping agents are those who behave in a trustworthy manner

at the beginning, and then turn to be malicious after their repu-
tation has been built-up. One the most common ways of dealing
with damping agents is to discount the trust value by time. In our
max-certainty trust update method described in Section 5, β is the
discount rate, which makes the update rule weigh past behavior less
and current behavior more.



To show that our trust model has this property in dealing with
damping agents, we construct a scenario where four of the eight
recommenders are those who are honest during the first half of
simulation, but turn to be malicious during the second half. These
agents are damping recommenders. The rest four of the recom-
menders are always honest. Besides, we have four honest witnesses
and a provider always providing good service (p = 1.0). We use
different discount rates, 0.0, 0.4, 0.8, to show our model’s flexibil-
ity of adjusting how fast reputation is destroyed.

Figure 2 shows the probability α = r
r+s

and the certainty c of
the trust value of a damping recommender with discount rate of
β = 0.0, 0.4, and 0.8. With the discount rate β = 0, the probabil-
ity α remains high while the certainty c grows slowly, as our client
collects more positive evidence. But the probability α decreases at
the middle of the simulation when the damping agent turns mali-
cious. Note that the certainty c increases during the first half of the
simulation as our client receives more evidence. When the damp-
ing recommender turns malicious, the certainty c drops, although
the total evidence increases. This is because the evidence shows
conflicts of the damping agent’s behavior, which means the behav-
ior of damping recommender is unstable. During the later half of
the simulation, the certainty c grows slowly as our client collects
more negative evidence of the damping recommender. At the end
of the simulation, the probability α converges to 0.5, since half of
the evidence is positive and the other half is negative.

When the discount rate β is 0.4, our trust model behaves similar
to the result with discount rate β = 0.0, except the probability α
drops faster when the damping recommender changes side. More-
over, the α converges to much lower than 0.5, because discount
rate β = 0.4 makes the trust value reflect recent negative behavior
more than previous positive behavior. On the other hand, when the
discount rate β is 0.8, our trust model focuses on recent behavior
even more, leading the probability α to drop even faster than dis-
count rate β = 0.4. The certainty c, in this case, remains low, since
we discount old evidence, and keep only new evidence.

Figure 2: Comparing different discount rates β. The upper
and lower plots show the probability α and certainty c of the
referred trust value of a damping recommender, respectively.

6.4 Damping Provider with Different Models
Now we compare the three trust models with the same discount

rate β = 0.4. Figure 3 shows that both the max-certainty and linear
model provide good trust estimation of the damping provider. The
difference of these two models is related to the trust update method.
Although the linear trust update method helps the linear model have
better correlation with the actual experience, the max-certainty trust
update method provides more reasonable contrast of trust values
between honest and malicious agents.

Figure 3: The averaged probability α and certainty c of trust
value of a honest recommender

7. DISCUSSION
This paper presents an adaptive approach for probabilistic trust

modeling for multiagent systems. Our model provides a probability-
certainty representation of trust, trust collecting operators in refer-
ral networks, and the max-certainty trust update method for updat-
ing referrers. We design a simulation testbed to examine our model.
Our results show that our model can estimate trust of agents well,
even if those agents change behavior during the simulation. We
also show that, by adjusting the discount rate, our approach can
reflect the change of agents’ behavior quickly.

However, our trust model does not show too much experimental
advantage dealing with conflicts, even though it can handle con-
flicts theoretically. In future work, we plan to simplify the exper-
iments, reducing the number of variables, for example, reducing
the length of the referral chains in referral networks. Besides, we
will seek a closed form for the optimal discount rate to facilitate
applying our model in new domains.
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