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ABSTRACT

In this paper, we propose a flexible dialogue mechanism girou
which a set of agents can establish a coherent set of public be
liefs. Flexibility and coherence are achieved by decommpsie
dialogue mechanism into two parts, a backbone protocol @ a
of conversation policies. The backbone protocol maintttiesset

of arguments put forward by the agents, and each agent uses a p
agreed argumentation theory to extract the set of publiefsdom

the context. The flexibility is achieved by distributing théher
functions of the dialogue mechanism among a set of convensat
policies, some of which are public and some of which are pgiva
to each agent.
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mechanism through which the agents can establish a cohmrent

lic belief set. Flexibility and public coherence is achigtegether

by decomposing the mechanism into two parts — a backbone pro-
tocol and a set of conversation policies. The backbone pobto
maintains a shared context of messages that have been gechan
between agents in the form of arguments and defeats, and each
agent uses a pre-agreed argumentation theory to extragiuthe

lic belief set from this set of messages. Flexibility is zsieid

by distributing the remaining functions of the dialogue fmegism
among a set of conversation policies. Some of these pobiés
need to be obeyed publicly to regulate the kinds of argumedt a
defeat that can be asserted into the dialogue context, aed moli-

cies will be private to each individual agent and be used tidade
which arguments and defeats should be generated out ofénésag
own private information base. The public aspect of contansa

Multiagent systems need a mechanism by they can communicatepolicies is to have the agents cooperate together to acttieveet

in order to coordinate their efforts to achieve tasks thaasigned

to the system [31]. Furthermore this mechanism should béféex
enough to enable a human designer to incrementally add mdre a
more building blocks to the mechanism as understandinged&sk
evolves and the task itself changes. For the communicaterhm

of public beliefs. The private aspect of conversation pesids to
offer freedom and flexibility for individual agents to soltree prob-
lems from different perspectives.

anism, many approaches have been proposed — see [18, 25] fo2. RELATED WORK

surveys. Argumentation based dialogues [4, 23, 25] haveeprtd

be a general approach to agent communication in which thetsige
exchange not only statements of what they believe and wigt th
want but also the reason why. In this approacpraocolor acon-
versation policyis used to govern the valid sequences of dialogue
moves and then argumentation-based reasoning is useditiglind
ual agents to resolve the conflicts arising from the inforomathat
they hold privately and the messages they receive.

The set of beliefs held by the agent society as a whole can-be im
plicitly induced from the common beliefs that all the agemise
obtained by their own private argumentation. However, ¢hisses
two interrelated problems. Firstly, the specification @ grotocol
is not independent of the agent’s internal specificatiotherit is
hard-wired into the agents. Secondly, it is hard to see tipaainof
the compositions of dialogue protocols on each individggra's
beliefs as well as on the implicit public belief set [18]. Flkerob-
lems will prevent the dialogues from achieving the desitdeaad
criteria of a good dialogue as suggested in [18] and [20]has
flexibility and verifiability.

Argumentation theory, which is used to establish the pusgic
of beliefs in our mechanism, has been used in a range of ways in
artificial intelligence in general [11, 10] and multiageot@muni-
cations in particular [4, 23, 25]. In artificial intelligeadn general,
argumentation-based reasoning has been used to unify aenafnb
approaches to nonmonotonic reasoning [11], to reason alncet-
tainty [17], to reason coherently from inconsistency [@]perform
decision making and practical reasoning [8], to handle aify
desires [1] and so on [5].

These applications of argumentation based reasoning stige
the approach is a solution for resolving conflicts arisirgnfragent
communication about issues involving uncertainty, inéstesacy,
decision making, practical reasoning and so on — all thegthin
that researchers have shown that can be handled using argume
tation. However, the most interesting property of arguragon
based reasoning to us is the concept of “external stabifity]
through which a set of coherent beliefs is characterizedhbéyela-
tions between the arguments “internally” supporting thiesfeand
the arguments “externally” supporting the contradictoglidfs. In

In response to these problems, we propose a flexible dialoguean agent society, because of the diversity and the dynarhite o
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just looking at consecutive messages in a dilaogue. Therefiost

dialogue protocols — for example [23] — spend a lot of effort
in making rules about asserting statements into and rétcatiie



statements from the set of public beliefs in terms of comnaitta to
maintain coherency of those beliefs. In contrast, in ouragagh,
argumentation, with the “external stability” property,senes the
coherence of the public belief set almost for free by justosimg
different semantics and different computation methodslifterent
applications.

Furthermore, there are many recent advances in argunantati
based reasoning such as the work of Cayrol and LagasquiexSch
[9] , Jakobovits and Vermeir [15], Besnard and Hunter [7]]dd
[22], which have expanded our understanding of what argtenen
tion can be used for, and have created a bridge to possithittyry
and plausibility theory in the field of reasoning about utaiaty
[13]. The new systems that have emerged from this reseaech ar
not usable in existing argumentation-based dialogue sysstse-
cause of the way that the latter tightly couple the dialogugqzol
with the underlying argumentation theory. The dialogue maec

form of argument as long as there is a process to generategihre a
ments and check their validity.

Definition 2. (H’, h’) is a subargument of the argumeht, h)
iff H' C H.

Definition 3. Let (H1, 1), (Hz, h2) be two arguments ofl(X).
1. (M, hy) rebuts(Hz, hy) iff hy = —h,.
2. (H1, hy) undercutgHa, hy) iff 3h € Ha such that = —hs.

3. (H1, hy) contradicts(Hz, hy) iff (Hi, hy) rebuts a subargu-
ment of (Hz, h2).

The binary relationsebut undercuf andcontradictgather all pairs
of arguments satisfying conditions (1), (2) and (3) respelt

nism proposed in this paper paves the way to use these new ar-

gumentation reasoning theories freely in dialogues by dglany
dialogue from the underlying argumentation.

3. AN ARGUMENTATION FRAMEWORK

An argumentation frameworls a pair(A, R) where A is a set
of arguments, an® is a binary defeat relation over the set of argu-
ments. The set of arguments are induced from an informater,b
denoted by>.. ¥ is represented in a logical languagewith the
standard connectives, V, -, =. An entailment relationship is
required to be defined ofi. Inconsistent information is allowed in
¥ to accommodate conflicting information in the informatiasb.
The defeat relatiorkR will be induced fromX to recapture the in-
consistency of the information base at the level of argumedhce
we have the set of arguments and the set of defeats, we adept a s
of principles, principles drawn from the philosophical dimgjuis-
tic study of human argumentation and fallacious reasongj, [
that we can use to analyze the outcome of the argument sefhand t
defeat set.

The rest of this section will be devoted to describe the fraank
and its components formally. The framework is mostly dravemf
the work of Amgoud and her colleagues [2, 3] with some slight
modifications.

Definition 1. An argument based a1 is pair (H, h) whereH C
3 such that

1. H is consistent with respect 10,
2. HEh,
3. His minimal (for set inclusion).

H is called the support anldis called the conclusion of the argu-
ment. A(X) denotes the set of all arguments which can be con-
structed fromX.

This definition of argument can be understood as constraimts
how pieces of coherence information can be clustered ages.
Condition (1) is to ensure that an argument is a coherent. The co-
herence of an agent’s information is defined in terms of thesice
tency of the languagg in which the information is written. Con-
dition (2) can be understood as insisting that the conclusion of an
argument should be supported by a set of information in theese
of inference in the languagé. Condition(3) can be understood
as saying that no redundant information should appear ir@nr a
ment. This definition of argument is chosen from Amgoud’skvor
because its form is simple. Our proposed dialogue mechaimsm
Section 4 doesn’t prevent the application from choosingttearo
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The relationsrebut, undercut and contradictwill be collectively
referred to aslefeatif no distinction is necessary.

The definition of these forms of defeat can be viewed as recap-
turing the inconsistency of the original information inteanflict
relation among the arguments in terms of the fallaciousordag
recorded in the argumentsebut means that the two arguments
leads to conflicting conclusions in the senseCofundercutmeans
that the one argument’s conclusion is conflicting with aro#irgu-
ment’s premise contradictmeans that one argument’s conclusion
is conflicting with a conclusion which can be extended, ushey
inferences inC, from one or many segments of another argument’s
support. In contrast teebut and undercut contradict penetrates
into arguments and explores various parts of the argumertds-t
tect conflicting points with respect t0.

These notions of defeat are close, but none is equivalemrto,
subsumes, the other in general. If we define arguments obthe f
({a}, a), where the conclusion is also the support, talbgenerate
then we can easily show that:

Proposition 1. Let (Hy, hy) and(Hz, h2) be two arguments.

1. If (H1, hy) rebuts(Hz, he) then it also undercutéHs, hy ) iff
(Hz, ho) is degenerate.

2. If (H1, hy) undercutgHa, hy) then it contradictgH2, hy) iff
(Hz, h2) is degenerate,

PROOF We can easily see the equivalence of rebut, contradict
and undercut on a degenerate argument from an exaitple—a),
rebuts, undercuts and contradi¢{si}, a). In general, for rebuttal
to entail undercut, the conclusion has to be in the suppnod,by
the minimality condition on arguments, the undercut/regaliirgu-
ment must therefore be degenerate. Similarly, for undeccemtail
contradiction, the element of the support that is attacketthé un-
dercutter must also be the conclusion of the undercut argume
Hence it must be degeneratel]

[2] gives a detailed discussion on how these definitions &éate
will affect the behaviors of an argumentation frameworkil@/[28,
29] provide a more detailed discussion on the concepts amnasfo
of defeat. In later sections we will only us@dercut

Following Dung’s work [11], we have the following component
definitions of the theory.

Definition 4. An argumentation frameworks a pair, Args =
(A, R), whereA is a set of arguments, arid is a binary defeat
relation over the arguments.



Definition 5. Let (4, R) be an argumentation framework, and
SC A. An argumentA is defended biff VB € Aif (B,A) e R
then3C € Ssuch tha{C, B) € R.

Definition 6. SC A. Fr(S) = {A € AJAis defended by
with respect taR }.

Now, for a functionF : D — D whereD is the domain and the
range of the function, a fixed point &f is anx € D such that
x = F(x). When theD is associated with an orderirigy— for
example P can be set inclusion over the power Beof arguments
— xis aleast fixpointof F if x is a least element dd with respect
to P andx s a fixed point.

Definition 7. Let (A, R) be an argumentation framework. The
set of acceptable arguments, denotedibgy, is the least fixpoint
of the functionFx with respect to set inclusion.

The least fixpoint semantics can be viewed as a mathematioatt
lation of the principle such that an argument survives ifib de-
fend itself and be defended by a set of arguments which can als
survive all the attacks made upon them.

It is possible to provide alternative sematics for arguratomn
systems. For example we have the numerical characterizatio
[7], the string (or tree) characterization in [9], a chaesiztation
based on Dempster-Shafer theory [16], and the algebra lchsed
acterization [22]. Others are surveyed in [9].

In terms of engineering the reasoning system, given theukzge
L it should be sufficient to describe the application domaihe T
concept of argument and defeat that are selected shouldche su
that the logical property of arguments and the defeat defored
them should be strong enough to capture sufficient conftjqtat-
terns of information in the application at the level of argnts.
In addition, the argumentation semantics that are selesttedld
have an appropriate power to produce a set of acceptablmargs
which corresponds to the set of correct answers in the aijuit
domains. In the following sections, we propose a mechanidayt
out the backbone of a shared argumentation reasoning systém
build different conversation policies on top of it.

4. A DIALOGUE MECHANISM
4.1 The backbone protocol

In this section, we define a flexible dialogue mechanism teat d

composes a dialogue into a backbone protocol and a set of con

versation policies. This dialogue mechanism serves a sajarits
T = {Ti,..., Tn} where each agefT; is equipped with an infor-
mation bas&:(T;). The set of conversation policies is a set of facil-
ities, some of which are interrelated, to produce argumamdisde-
feats out of the information base and feed them into the hmwkb
protocol. The job of the backbone protocol is then to mamtai
unified dialogue context of arguments and defeats betwéeheal
agents, and to provide an interface for the agents to querpub-
lic beliefs drawn from the context using a pre-agreed arquaze
tion semantics. In contrast to the existing protocols, Whinforce
all the requirements on the structure of a conversation esemgy
the backbone protocol only assures the integrity and \mlafiar-
guments and defeats exchanged and leaves the other reqoteem
of the dialogue to conversation policies. As shown in Figurthe
components of the mechanism can be divided into two layerse— t
public layer and the private layer — from the view of whethwes t
components can be accessed and verified publicly by the gmsag
and whether they require public cooperation among the agent
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Agent 1

Information Base

Agent 2

Conversation Policy Conversation Policy

Public Layer

Arguments
Defeats

Backbone Protocol

[Arguments
Defeats

Backbone Protocol

Dialogue Context

Figure 1: A dialogue between two agents

maintain their functions. The public layer is composed obhakh
bone protocol and a set of public conversation polfgitee private
layer is composed of the agents’ information bases and & pet 0
vate conversation policies. We will discuss conversatialicjes in
section 4.2.

The backbone protocol organizes the messages exchanged by
agents as a shared set of valid arguments and defeats, andgste
some agreed argumentation semantics to draw public beligsf
the messages. The prerequisites for using the protocohatell
the agents share the same langudgshare the same definition of
arguments and defeats, and share the same argumentatian-sem
tics. The central notion in the backbone protocol is diedogue
context denoted byC, the shared set of arguments and defeats as
well as their supportsC is triple

(Cs,C4,Cr)

whereCsy is the set of formulae that have been exchang&dis

the set of arguments that have been identified;@nds the set of
defeat relations that have been identified. For convenjene&lso
writeC = Cs UC4 UCgr.

The implementation of the dialogue context will depend figav
on how conversations between the agents are organized. wéere
assume that the configuration only allows pair-wise agemtnoo-
nication. Under this assumption, one of many ways to impleme
the dialogue context distributively is to have each agefitmain-
tain a copyC' = Cy, U C'y U C of the contextC, and regulate

“the agents to access and modify the context only through ef set

pairwise communication locutions:
Definition 8. Basic pairwise communication locutions:
sendTi, Tj, )
e Precondition: none.
e T updateCk, = Ci, U {p}.
e T, updateC), = Cl, U {¢0}.
sendT;, Tj, (H, h))

e PreconditionH C Ci;, h € C\;, and(H, h) is an argu-
ment according to Definition 1.

1We use the term, protocol, to name the set of rules that gevemoverall structure
of a dialogue instance, and use the term, conversationyptdicmame the set of rules
that governs, possibly partially, the local structure ansexgt of a dialogue instance
following [19]. However, it is common to use the two termseirthangeably in the
literature. See [18, 19] for more discussions.



e T updatesC’, = C\, U {(H,h)}. Protocol 4.1A Backbone Protocol

: i A Require: (1) each ageri; is equipped with a dialogue contet, (2) each
e T Updatei:f‘ =CuU {(H,m}. agentT; is equipped with a conversation poliGP (3) all the agents
re-agree on a languadk an argumentation reasoning systaand
sendT,, T;, (H, h) defeat(H’, ) pre-agree on alanguags an arg g sy

1: repeat

e Precondition:(H, h) € C)y and(H’, i) € C'4, namely 2 QueryCP for an argumentH. h)

the arguments should already exist in the communica-

tion context, andH, h) defeat(H’, h")) is a defeat ac- e Check whethe(H, h) is a valid argument according %S
cording to Definition 3. if not go to next step
e Tirecords updateG, = CiU{(H, h) defeat(H’ , h'))}. e  Check whethetH, h) € C',, if yes go to next step
e T updateCl, = CJ; U {(H, h) defeat(H’,h"))}. e InvokeSendTj, p) for eachp € H U {h}
query(Ti, Tj, h) e  InvokeSendTi, (H, h))
e Precondition: None 3. QueryCP for a defeaty; defeats A
e T; asks himself and; to stop sending formulae, argu- e  Check whethe”; and Ay are valid arguments ant}, A, €
ments, and defeats into the context. C!, if not continue the loop
e The agents Compgte simultaneously whether there is e  Check whethed defeats Ais a valid defeat, if not continue
an argumentH, h) in the set of acceptable arguments the loop
Acci o according to the argumentation framework
D e InvokesendT;, A defeats f)
) 4: until query(T, h) is posted to the dialogue by some ag@&pt after
Proposition 2. The contents of' fori € {1,...,n} are iden- every agent gets the answer, resume the loop
tical if the context is only manipulated by the locutions defi in
Definition 8 .

sure that it is new to the context, and then sent it into theéecaiy
sending its explicit structure using the locutiph, A; defeats A).

The loop can be stopped at any time by any agent that needs the
argument status of a belief represented by a forrhuthen every
agent will compute this status based on its own copy of the dia
logue context. In this way, the protocol can guarantee thertye
agent will have the same answer for

PrROOF Immediate by construction.[]

The following are a set of macro locutions constructed frowe t
pairwise locutions in Definition 8 and invoked as primitive®.

no other pairwise locutions can be invoked by any agent durin
each macro):

sendT;, ¢): Invoke SendT;, Tj, ) for every agent;, j # i. 4.2 Conversation policies
sendT;, (H, h)): Invoke SendT;, T, (H, h)) for every agenf;, In [12], the authors defined the concept of conversatiorcigsli
j#I as declarative specifications that govern communicatietsden
sendT;, (H, h) defeat(H’, ")): InvokeSendT;, T;, (H, h) defeat sc_)ftwar_e age_nts using an age_nt com_mu_nication languagegi¥e a
(H', 1)) for every agent, j # i. with this nothn of cpr!versatlon policy in general, but as uge
the conversation policies on top of the backbone protoctihelé
query(Ti, h): Invoke Query(T;, T;, h) for every agentj, j # i. in the previous section (which is actually also a conveosgpiolicy
in this general definition), we will define conversation pi@s as

Proposition 3. For each querguery(Ti, h), all the participating declarative or procedural specifications that govern toeymtion
agents will obtain the same status for of arguments and defeats to feed into the backbone protatiol w
respect to different perspectives of the public argumeguraenta-
tion and the applications on top of it.

There are several dimensions to look at the conversatiocigs|
on top of the backbone protocol: 1) the source and mecham@am f
which the arguments and defeats are generated; 2) whetisea it
private policy which only requires an individual effort othether
it is a public policy which requires cooperation among ageB)
whether it is verifiable; 4) whether it is concerned with gahe
public argumentation, or with application-specific prablsolving;
and 5) some other considerations. In this paper, we only e
to deal with some of these dimensions.

Given two policiesCP; and CP, we can combine them in the
following ways, reminiscent of those suggested for diatbgame
protocols in [18, 19].

PrRoOOF. The status foh evaluated byT; solely depends of'.
Foralli € {1,...,n}, C'is the same according to Proposition 2,
and allT;s share the same semantics of argumentation, therefore all
the agents will obtain the same statuslior ]

With these locutions, we get the backbone Protocol 4.1. digis
fines a set of prerequisites that all participating agentstreatisfy
before the execution of the protocol, and a loop of two exenut
steps: one to handle arguments and another one to handktsiefe
The set of prerequisites is that all the agents must maiataopy

of the context, have a conversation poli€y (which will be de-
fined below in section 4.2) plugged in, and pre-agree on alagg
L, an argumentation systeASand its semantics. In the body, the
protocol loops through two steps: 1) query the conversai@ity

for an argument, check its validity, make sure it is new todbe- e sequential: return the arguments (respectively, defeats)
text, and then send it into the context by sending its compicioe- duced byCP; first; when no more arguments (defeats) can
mulae and the (argument) structure explicitly over thesmitae be produced bZP;, then return those &P,

using locutionssendT;, ¢) and sendT;, (H, h)) respectively; 2)

query the conversation policy for a defeat, check its vijlidhake e alternate: one argument or defeat fr@®,, then one from
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Policy 5.1A basic conversation policy Policy 5.2An iterative deepening dialogue policy
Require: (1) a set of topics of interesth;} shared by all the agents or Require: (1) A set of topics:S = {h;}, (2) a set of agent$; each with

held by individual agent, (2) each agdhtis equipped with a dialogue dialogue contextC!, (3) a pre-agreed reasoning depth incremégt

contextC' and an information basg(T;), (3) all the agents pre-agree (4) apre-agreed defeat depth incremany, (4) a pre-agreed reasoning

on a common languag€ and an argumentation systefi and its breadth incremenf\g.

semantics, 1: Initially set reasoning deptRp = 1, reasoning breadtRg = 1, defeat
1: Initialize | = {h;} and maintain a memory d¢fduring the dialogue depthDg = 1,
2: On request for an argument, 2: Initially set interest point$ = {h; }

L . 3: Initially set defeat point® =
o if I is empty, returmil 4: On request for an argument

e select a formuld from1, o if | is empty, returmil

e construct an argumert= (H, h) ¢ C', based orE(T;) U Cl; o select a formuldn from |
according to the proof theory @. If such an argument exists, '
then return it; otherwise retumil e construct an argumert = (H, h) based or(T;) U Cy, such
that
e if all possible arguments fon have been exhausted, let=
I {h ~AgC,
3: Internally decide the defeating points: Select an arguresnt (H, h) .
in X 4, select a formulae ip € HU {h}, letl =1 U {-p}if —pis — Auses atmosRp of the inference rules of
notinl.
' — Other thanA, there are less th arguments support-
4. On request for a defeat, look for two argumefis A € C, such that ing h R arg PP
A; defeats A ¢ C',, if such a defeat exists then return it; otherwise
returnnil

e if all possible arguments fon have been exhausted, let=
I — {h} if such an argument exists, then return it; otherwise
returnnil

CP, continuing to alternate until no further arguments or 5

: On request for a defeat, look for two argumefis A; € C, such that
defeats can be produced. a g isA2 € Cy

. ) o A defeats A ¢ C',, and
o filtering: filter the arguments and defeats fr@®; andCP-
with respect to some criteria e the length of any defeat path ended withis less tharDy,

L if such a defeat exists then return it; otherwise retuitn
» preference selection: compare two arguments or defeats ob- g |ntemally decide the defeating points: Select an argument (H, h)

tained fromCP; and CP; respectively, then select one of in X 4 such that the length of any defeat path ending Witk less than
them according to some preference Dy, select aformulae ip € HU {h}, letl =1 U {-p} if —pis notin
l.
7: If all the agents can not produce more arguments and defibeg,
5. EXAMPLE POLICIES cooperatively increase the parameters: (1) reasonindy éRapt— Ry+
AR, (2) reasoning breadtRg — Rg + Ag, (3) defeat deptiDy —
5.1 A basic pOIICy Dq + Ap, (4) setinterest points back to= {h; }

Policy 5.1 is a basic policy, concerned with the general gseof
public argumentation. It generates arguments and defsaitg the ) ) )
reasoning mechanism df, and it requires no cooperation among reasoning breadtRs, which controls the maximum number of ar-

agents. It is not possible to verify whether an agent congowith guments an agent can provide for a conclusion. To apply tlieypo
this policy by analyzing what the agent puts into the diatogan- we will need the agents to synchronize these parameterrop
text. Since the criteria to select a formuidrom | is unspecified, tively (if not, this will become a specific case of Policy 5.This
there is no guarantee that the arguments and defeats puthimto ~ means that this conversation policy is a public one.
dialogue are complete enough to generate a stable arguvent o The advantage of this policy is that, since it is an exhaestiv
all for the topic of interest in terms of the selected argutagon search through the arguments and defeats that the set dbagen
semantics and certainly no guarantee that this will occtiimia generate, then if there is a set of acceptable argumentsahdie
given amount of time. We can, however, improve on the badic po distilled from the set of all arguments that each agent castcoct
icy. on its own (namelyi A(X(T:)), the iterative deepening search pol-
icy will reach this set after a finite number of iterations.
5.2 Iterative deepening dialogue Using a similar scheme of maintaining some shared paraseter

Policy 5.2 is an improvement on the basic policy. It will st & more efficient policy than Policy 5.2 can be created based on
generate arguments and defeats based on the informatigeritsa AND-OR tree evaluation to deC|d_e w_hether an argument ispiece
information bases and using the reasoning mechanism ofithe | ~ @ble. If Dung's grounded semantics is used, and the arguatiemt
guagec, but it does this by generating arguments and defeats in a System s finitary —for every argument there are only finitember
specific order in the spirit of iterative deepening seardte fiolicy of defeat arguments —then we have the same policy as usef.in [3
uses three search parameters to limit the resources thagémes This policy is of polynomial complexity in terms of the nunmtm
can use to generate arguments and defeats: (1) reasonithgRgep argumentd Alternatively, if we employ the argument schgmes and
which controls the maximum number of inference rules thattea defeat schemes approach of [26], we may be able to tailoathe |
used in building arguments, (2) defeat depth which controls the

3This does not imply that the whole argumentation is polyradrm the size of the

maximum number of defeats that may be chained tOQéthé) information basey; the overall time complexity being dependent on checkirgy th
2 validity of an argument which, unless formulaedhand the reasoning mechanism are
A defeat chain takes the form of argumént defeatsAs which defeats\s. restricted in some way, will not in general be polynomial.
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Policy 5.3A policy to construct arguments cooperatively

Require: Requirements are those in Policy 5.1 or those in the Poli2y 5.

and in addition that all the agents cooperatively main@in

Function as Policy 5.1 or Policy 5.2, with the additional tsteps:

For a formulah € 1, for which the agent cannot construct an argu-

ment, use backward chaining to obtain a proof liptthen select an

open formulay (i.e. not inCy U X(T;)) in the proof, and invoke

ask_help(Ti, )

. Select ap € Cg such thaty € X(Tj) but ¢ ¢ Cg, invoke
offer_help(Ti, )

1:
2:

guage to generate a polynomial number of arguments for afiepec
domain, and then in total we will have a polynomial policyénrhs
of the number argument schemes and defeat schemes.

5.3 Constructing arguments cooperatively

If we use Policies 5.1 and 5.2 then there will be some argusnent
and defeats which can not be constructed. These are argaithant
are constructed using information that is held by differagents,
and so is not all available to any single agent. Some of thege a
mentsmight be constructed by Policies 5.1 and 5.2 — the neces-
sary information being revealed by other arguments thaagemts
put forward — but there is no guarantee that this will be theeca
In general we will need some mechanism to help the agents con-
struct arguments cooperatively, especially in the infdromaseek-
ing, inquiry and deliberation dialogues [30]. The followiare the
basic constructs for this purpose. To better organize thieypo
we decompose some primitive functions of the policy as those
the backbone Protocol 4.1. We need the agents to coopéyative
maintain a set of goal€g, the set of goals waiting for additional
information (we can think of this as part of the dialogue eatit
The content ofC; is different fromCs in the sense that it is not
the information held by any participating agents, but rathset of
symbols indicating the intention of asking agents to previtfor-
mation.Cg is maintained by the following locutions:

e ask help(T, )

— precondition:p ¢ X(T) andy ¢ Cs,
— T updateCe = Co U {p}.

o offer_help(T, ¢)

— precondition:p € Cg, andp € X(T)
— T updateCs = Cs U {¢}
— T updateCe = Cs — {p}

With this set of locutions we can define Policy 5.3. This ppian
be used to gain and provide help in constructing arguments$, a
works by delegating all the other functions to policies likese we
discussed above. In Policy 5.3, we do not specify the camditun-
der which the agents can ask for help and should offer helph Su
conditions will be application specific, and will result ipecializa-
tions of Policy 5.3 that are used in specific situations.

5.4 A policy for multiagent planning

Our final example, Policy 5.4, is a conversation policy teatp-
plication specific, and deals with multiagent planning. Ploéicy
handles part of the generation of the arguments and defeiatgpits
knowledge about specific problem — formalised in terms dfesta
transitions, plans, resource conflicts and resource repoafion
— and delegates the other functions to Policy 5.1 or 5.2.

To demonstrate the policy, we consider a simple multiagkem-p
ning problem, concerning two agents and T.. Making com-
mon assumptions from the Al planning literature [21], bdtthem
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characterize the world as a set of precisely observables$at

andT- are capable of performing two sets of actioAsandA; re-

spectively. The evolution of the world is modeled as threéually
exclusive state transition functions

~v1: Sx A}

2 1 Sx A

Y3t Sx (Al —A{) X (A2 —A;)

— S
— S
— Sn

where A7 C A; andA; C Az, v1 models the state transitions
which can be totally controlled by:, v models the state transi-
tions which can be totally controlled By, andys models the state
transitions which can only be controlled cooperatively by two
agents. Two sets of stat€& C SandG, C Sexpress the goals
of T; and T respectively. We denote the set of all possible state
transitions as

I'={(sa9)|i(sa) =s withi=1,2}
U {(sa,s,s)|s(sa,a)=s}

A planp is a pair(I'p, mp) whereI'y, C T is a set of interesting
state transitions and, C S x Ais a set of state-actions pairs.
mp is a policy, in the planning sense, prescribing what actmn t
take in each state encountered. We assume that there is-a care
fully designed languag® such that one argument type is a pair
((Tp, mp), G) wherel', andnp together characterize a planand

G characterizes the set of states that can be experiencee pplth

icy mp. Another argument type is pair of the for(hl, —(s,a)) or

(H, —(s,a1,a2)) which means thaH is a set of formulae in the
language that characterize the resource conflicts whicleptehe
actiona or cooperative action paifa:, az) from being performed

in the states, and one more argument type is a pair of the form
(H, (s,a)) or (H, (s,a1,a2)) which means thaH characterizes a
configuration of resources which enables the actiar (ai, az)

in the states. Therefore we have two types of defeat: (1) an ar-
gument(H, —(s, a)) defeats another argumef(ty, 7p), G) when
(s,a) € mp, and (2) an argumenH, (s,a)) or (H, (s,ai,az)) de-
feats another argumerH, —(s,a)). For simplicity, we assume
that nothing can defeat the argument of the foffh (s, a)) or

<H1 (57 a, a2)>'

We further assume that the set of all possible arguments is
There is a set of argumemtg C A such that all the arguments in
A have the same conclusio@sUG,. For every argumerd € Ag,
there is an argument in € Ac with conclusions saying that some
action ina is not performable because of resource conflict; there
is subsetAz C Ac such that for every argumeat € A there is
an argumenb € Ar saying there is a resource configuration which
will make sure that the action ia's conclusion can be performed.
Therefore the set of acceptable arguméits is the set of ala €
Ac such that if there is some € Ac that defeats then another
¢ € Az defeatd. In this settingAacc COrresponds to the set of plans
that can achieve the two agents’ go@s andG, simultaneously.
Assume thafl; (i = 1,2) can constructs four nonempty sets of
argumentsAg i, Ac,i, Aci, Ari (it is possible that two sets of the
same argument type from different agents intersect) where-
A1 UAcz2, Ac = Aci UAc2, Ac = Acy UAC,, andAr =
Ar1 UAR2.

If all the arguments only use a finite number of inferences in
the language’, then the backbone protocol 4.1 and the deepening
search conversation policy 5.2 can collect the sét.gfin the dia-
logue at some point. After that point, the two agents entestable
state in which no matter what the two agents say the set op&cce
able arguments, and in turn the acceptable plans, will nabgé.
With this kind of domain knowledge, the agent can employ ®oli



Policy 5.4A planning policy
Require: Requirements are those of Policy 5.1 or 5.2
1. Function as Policy 5.1 or 5.2, with the following modified vest han-
dler:
2: Onrequest for an argument

o ifthere is an argumerstfrom Ar; (assume there is an additional
mechanism to detect this with errors), retarn

o if there is an argumerth from Ag; (assume there is an addi-
tional mechanism to detect this with errors), retbrn

e otherwise function as Policy 5.1 or 5.2.

5.4. In the policy, two additional mechanisms are used t@eggn
the arguments from\r; andAg,; as early as possible so that the

the semantics. 8) In response to rule-consistency, our amésiin
in practice allows any conversation policy, but the bacldproto-
col will rule out invalid arguments and defeats, and the argnuta-
tion semantics will further rule out ultimately defeateguaments
to maintain the consistency of the public belief set. 9) kpmse
to encouragement of resolution, our mechanism can outputtse
at any time. Whether the status of the public belief benefifisen
agent at that time will depend on the quality of the arguméhtas
put into the dialogue context. This can be viewed as an ineetd
encourage agents to provide the best arguments to resaiflet
10) In response to discouragement of disruption, the argtatien
semantics prevent behaviors such as repeatedly utteringatime
argument from having effect on the public belief. 11) In @e to
the enablement of self-transformation, there are two dspEcom
the view of how an agent influences the public belief, all agen
are allowed to change their opinions or preference usirfgrdifit

system can reach the stable state as soon as possible. Asiwe cagrguments, whether these changes will be sanctioned byutsiie p

see in the policy, we allow errors in the policy for generatinese
arguments, but it won't greatly affect the outcome of thdatjae
for two reasons: 1) the argumentation semantics will skifirac-
terize the major part of the acceptable arguments as attepma
the fly if the errors are restricted to a small range, and 2)tdre
ative deepening conversation policy will eventually geteithese
arguments using the inference poweralthough it may take a
long time for the dialogue to reach the stable stage.

As we can see, the major efforts in coming up with the dialogue
for multiagent planning are: 1) to represent the problemaiarim
the languageC and the problem solving schemes in terms of the
argumentation system chosen, 2) to figure out shortcutstergee
the most important arguments to have the dialogue reachahkes
stage as soon as possible. In this way, the dialogue beconngs m
easier to engineer than the other dialogue approachesniiasi
problems [6, 14, 27] in which the problem domain, the problem
solving schemes, the underlying logic, the dialogue matresdi-
alogue protocols, and the dialogue conversation policesito be
considered all together.

6. RESPONSES TO DESIGN DESIDERATA

This section briefly compares our framework against the et o
13 desiderata for argumentation protocols proposed by [20]n
response to stated dialogue purpose, our mechanism do@s-not
pose any restriction on the purpose of the dialogue, diffeap-
plications can choose their purposes freely by agreeingsst af
interest points represented in the language. 2) In responde
need for diversity of individual purposes, different agecan have
different points of interest and these will be subjectech® pub-
lic argumentation to resolve conflicts. 3) In response tortbed
for inclusiveness, our mechanism allows any agent to ppatie
into the dialogue, and how new agents contribute to the glisdo
will depend on the quality of the arguments they can make with
respect to the public argumentation semantics. 4) In respom
transparency, our mechanism decomposes the functionasagh
many components as possible are public. An agents’ commime
to the external world should be represented in the languade a
subjected to public argumentation. 5) In response to fagneur
mechanism advocates fairness in terms of the public argiatiem
semantics: every agent can influence the outcome if it caviggo
a good arguments. 6) In response to the clarity of argumientat
theory, most of the argumentation theory is captured eitiglioy
the shared public argumentation semantics. 7) In respantdeet
separation of syntax and semantics, the semantics of thegdia
is mainly defined by the public argumentation semantics. ciime
versation policies and the backbone protocols are indeperaf
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beliefs will depend on how good an argument the agent can make
for its most recent interest. From the view of how an agenhgba

its views to fit in with the new public belief, we leave this fature
work. 12) In response to system simplicity, the decompmsitf

the dialogue mechanism helps to modularize and thus siyripléf
major components. 13) In response to computational siitylic
our mechanism allows the private and public conversatiditg®

to be made efficient in order to have public argumentationh¢ae
stable state as early as possible.

7. CONCLUSIONS

In this paper, we propose a flexible dialogue mechanism built
on top of a public argumentation system. In this mechanism, w
decompose the functions of dialogue into two parts — a bawibo
protocol which maintains the dialogue context regardirgysét of
public beliefs, and a set of conversation policies whichdhathe
other aspects of the dialogue regarding the applicatiorfantider
regulation of the public argumentation. In this way, we aeef
to choose different argumentation theories to maintainstteof
public beliefs, we can incrementally construct and comliios-
versation policies for the computation of argumentatiomaetics
as well as making effective arguments for the specific appbios
without concerning the other parts of the dialogue. Theiplyhc-
cessible part of the dialogue, that is the backbone protaedlthe
public conversation policies, are in general verifiabledose they
are using only publicly available information. The privaart of
the dialogue is open for an individual agent to choose wigipeet
to their individual needs. In this way, we balance betweemied
for public specification and verification and the need forifigity.

There are a number of ways to extend this work. One future di-
rection is to complete the mechanism with another set ofapeiv
conversation polices which revise the agent’s individuébima-
tion base in the light of the set of public beliefs. The modstadi
in [4] is a candidate for this set of revision conversatiotigies,

a model that decides how to revise by looking at the statubeof t
arguments in an argumentation system that uses a combirgftio
public and private information. As the maintenance of thbligu
dialogue context is costly, another future direction isewide dis-
tributed algorithms and data structures to efficiently remthe
public beliefs especially in a cooperative society of agesat that
we can extend the dialogue mechanism to be a general muitiage
coordination mechanism. A third direction that we want to-pu
sue is to formally verify the properties of the backbone @rot
and the conversation policies. In addition, more formadtiments
of how to combine conversation policies similar to the apito
of dialogue game protocols (e.g. those mentioned in [19]) e
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