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ABSTRACT
It becomes critical to address human adversaries’ bounded
rationality in security games as the real-world deployment
of such games spreads. To that end, the key contributions of
this paper include: (i) new efficient algorithms for comput-
ing optimal strategic solutions using Prospect Theory and
Quantal Response Equilibrium; (ii) the most comprehen-
sive experiment to date studying the effectiveness of differ-
ent models against human subjects for security games. Our
new techniques outperform the leading contender for mod-
elling human behavior in security games in experiment with
human subjects.

Categories and Subject Descriptors
H.4 [Computing Methodology]: Game Theory

General Terms
Algorithms, Security

Keywords
Human Behavior, Stackelberg Games, Decision-making

1. INTRODUCTION
Security games refer to a special class of attacker-defender

Stackelberg games. In these non zero-sum games, the at-
tacker’s utility of attacking a target decreases as the defender
allocates more resources to protect it (and vice versa for the
defender). The defender (leader) first commits to a mixed
strategy, assuming the attacker (follower) decides on a pure
strategy after observing the defender’s strategy. This mod-
els the situation where an attacker conducts surveillance to
learn the defender’s mixed strategy and then launches an
attack on a single target. Given that the defender has lim-
ited resources, she must design her mixed-strategy optimally
against the adversaries’ response to maximize effectiveness.

One leading family of algorithms to compute such mixed
strategies are DOBSS and its successors [3, 5], which are
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used in the deployed ARMOR [5] and IRIS [8] applications.
Typically, such systems apply the standard game-theoretic
assumption that attackers are perfectly rational. This is a
reasonable proxy for the worst case of a highly intelligent
attacker, but it can lead to a defense strategy that is not
robust against attackers using different decision procedures,
and it fails to exploit known weaknesses in human decision-
making. Indeed, it is widely accepted that the perfect ratio-
nality assumptions are not ideal for predicting the behavior
of humans in multi-agent decision problems [1].

The current leading contender accounting for human be-
havior in security games is COBRA [6], which assumes that
adversaries can deviate to ε−optimal strategies and that
they have an anchoring bias when interpreting a probabil-
ity distribution. It remains an open question whether other
models yield better solutions than COBRA against human
adversaries. We address such open question by developing
three new algorithms to generate defender strategies in se-
curity games, based on using two fundamental theories of
human behavior to predict an attacker’s decision: Prospect
Theory (PT) [2] and Quantal Response Equilibrium (QRE)
[4]. PT describes human decision making as a process of
maximizing ‘prospect’: the weighted sum of the benefit of all
possible outcomes for an action. QRE suggests that instead
of strictly maximizing utility, individuals respond stochasti-
cally in games: the chance of selecting a non-optimal strat-
egy increases as the associated cost decreases.

2. METHODOLOGY
Methods for computing PT: Best Response to Prospect

Theory (BRPT) is a a mixed integer programming formu-
lation for the optimal leader strategy against players whose
response follows a PT model. Only the adversary is modeled
using PT in this case, since the defender’s actions are rec-
ommended by the decision aid. The defender has a limited
number of resources to protect the set of targets. BRPT
maximizes the defender’s expected utility by selecting the
optimal mixed strategy, which describes the probability that
each target will be protected by a resource. The attacker
chooses a target to attack after observing such mixed strat-
egy. PT comes into the algorithm by adjusting the weighting
and value functions that are used by adversary to decide the
benefit (‘prospect’) of attacking each target. We use a piece-
wise linear function to approximate the non-linear weighting
function. BRPT enforces the adversary to select the target
which yields the highest prospect.
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Figure 1: Game Interface

Robust-PT (RPT) modifies the base BRPT method to
account for uncertainty about the adversaries choice, caused
(for example) by imprecise computations [7]. RPT assumes
that the adversary may choose any strategy within ε of
the best choice (i.e. attacking the target with the high-
est prospect). It optimizes the worst-case outcome for the
defender among this ε−optimal set of strategies, so the min-
imum expected utility of the defender against the ε−optimal
strategies of the adversary is maximized.

Methods for computing QRE: In applying the QRE
model to our domain, we only add noise to the response
function for the adversary, so the defender computes an op-
timal strategy assuming the attacker responses with a noisy
best-response. The parameter λ represents the amount of
noise in the attacker’s response. We estimate λ using the
standard Maximum Likelihood Estimation method based on
the data collected by Pita et al. [6]. Given λ and the de-
fender’s mixed-strategy x, the adversary’s quantal response
qi (i.e. probability of i) can be represented by a logit func-
tion [4]. The goal is to maximize the defender’s expected
utility given qi, i.e.

∑
i qiU

d
i (x), where Udi (x) is the ex-

pected defender’s utility if she plays mixed strategy x and
the subject selects target i. Essentially, we need to solve a
non-linear optimization problem to find the optimal mixed
strategy for the defender. However, the objective function is
non-linear and non-convex in its most general form, so find-
ing the global optimum is extremely difficult. Therefore,
we focus on methods to find local optima. We develop the
Best Response to Quantal Response (BRQR) heuristic to
compute an approximately optimal QRE strategy efficiently.

3. EVALUATION
We conducted empirical tests with human subjects play-

ing an web-based game to evaluate the performances of leader
strategies generated using five candidate algorithms: BRPT,
RPT, BRQR, DOBSS and COBRA. The game was designed
to simulate a security scenario similar to the one analyzed
by ARMOR [5] for the LAX airport. Fig. 1 shows the in-
terface of the game. Players were introduced to the game
through a series of explanatory screens describing how the
game is played. In each game instance, the subjects played
as the attackers and were asked to choose one of the eight
gates to open (attack). They were rewarded based on the
reward/penalty shown for each gate and the probability of
winning/losing on each choice. To motivate the subjects,
they would earn or lose money based on whether or not
they succeed in attacking a gate.

We tested seven different payoff structures (four new, three

from Pita et al. [6]). For each payoff structure, we gener-
ated the mixed strategies for the defender using the five al-
gorithms. There are a total of 35 payoff structure/strategy
combinations and each subject played all 35 combinations.
The order of the 35 game instances played by each sub-
jects was randomized to mitigate the order effect on their
response. Besides, no feedback on success or failure was
given to the subjects until the end of the experiment to mit-
igate learning. A total of 40 human subjects played the
game. The experiment results will be available on http:

//teamcore.usc.edu/yangrong/experiment.htm.

4. CONCLUSIONS
The unrealistic assumptions of perfect rationality made

by existing algorithms applying game-theoretic techniques
to real-world security games need to be addressed due to
their limitation in facing human adversaries. This paper suc-
cessfully integrates two important human behavior theories,
PT and QRE, into building more realistic decision-support
tool. To that end, the main contributions of this paper are,
(i) Developing efficient new algorithms based on PT and
QRE models of human behavior; (ii) Conducting the most
comprehensive experiments to date with human subjects for
security games (40 subjects, 5 strategies, 7 game structures).
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