Introduction

The Autonomous Agents and MultiAgent Systems (AAMAS) conference series brings together researchers from around the world to share the latest advances in the field. It provides a marquee, high-profile forum for research in the theory and practice of autonomous agents and multiagent systems. AAMAS 2002, the first of the series, was held in Bologna, followed by Melbourne (2003), New York (2004), Utrecht (2005), Hakodate (2006), Honolulu (2007), Estoril (2008), Budapest (2009) and Toronto (2010). You are now about to enter the proceedings of AAMAS 2011, held in Taipei, Taiwan, as AAMAS celebrates its 10th anniversary as the successful merger of three related events that had run for some years previously.

In addition to the general track for the AAMAS 2011 conference, submissions were invited to three special tracks: a Robotics track, a Virtual Agents track and an Innovative Applications track. The aims of these special tracks were to give researchers from these areas a strong focus, to provide a forum for discussion and debate within the encompassing structure of AAMAS, and to ensure that the impact of both theoretical contributions and innovative applications were recognized. Each track was chaired by a leader in the field: Maria Gini for the robotics track, James Lester for the virtual agents track, and Peter McBurney for the innovative applications track. The special track chairs provided critical input to selection of Program Committee (PC) and Senior Program Committee (SPC) members, and to the reviewer allocation and the review process itself. The final decisions concerning acceptance of papers were taken by the AAMAS 2011 Program Co-chairs in discussion with, and in full agreement with the special track chairs.

Only full paper submissions were solicited for AAMAS 2011. The general, robotics, virtual agents, and innovative applications tracks received 452, 31, 51, and 41 submissions respectively, for a total of 575 submissions.

After a thorough and exciting review process, 126 papers were selected for publication as Full Papers each of which was allocated 8 pages in the proceedings and allocated 20 minutes in the Program for oral presentation. Another 123 papers were selected as Extended Abstracts and allocated 2 pages each in the proceedings. Both Full Papers and Extended Abstracts are presented as posters during the conference.

Of the submissions, more than half (338) have a student as first author, which indicates an exciting future for the field. Representation under all submissions of topics (measured by first keyword) was broad, with top counts in areas such as teamwork, coalition formation, and coordination (31), distributed problem solving (30), game theory (30), planning (26), multiagent learning (24), and trust, reliability and reputation (17).

We thank the PC and SPC members of AAMAS 2011 for their thoughtful reviews and extensive discussions. We thank Maria Gini, James Lester and Peter McBurney for making the Robotics, the Virtual Agents and the Innovative Applications tracks a success. We thank Michael Rovatsos for putting together the proceedings. Finally, we thank David Shield for his patience and support regarding Confmaster during every stage between the submission process and the actual AAMAS 2011 event. The Program represents the intellectual motivation for researchers to come together at the Conference, but the success of the event is dependent on the many other elements that make up the week especially the tutorials, workshops, and doctoral consortium. We thank all members of the Conference Organising Committee for their dedication, enthusiasm, and attention to detail, and wish to particularly thank Von-Wun Soo as Chair of the Local Organising Committee for his contributions.
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ABSTRACT
Central to the vision of the smart grid is the deployment of smart meters that will allow autonomous software agents, representing the consumers, to optimise their use of devices and heating in the smart home while interacting with the grid. However, without some form of coordination, the population of agents may end up with overly-homogeneous optimised consumption patterns that may generate significant peaks in demand in the grid. These peaks, in turn, reduce the efficiency of the overall system, increase carbon emissions, and may even, in the worst case, cause blackouts.

Hence, in this paper, we introduce a novel model of a Decentralised Demand Side Management (DDSM) mechanism that allows agents, by adapting the deferment of their loads based on grid prices, to coordinate in a decentralised manner. Specifically, using average UK consumption profiles for 26M homes, we demonstrate that, through an emergent co-ordination of the agents, the peak demand of domestic consumers in the grid can be reduced by up to 17% and carbon emissions by up to 6%. We also show that our DDSM mechanism is robust to the increasing electrification of heating in UK homes (i.e., it exhibits a similar efficiency).

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Artificial Intelligence—Distributed Artificial Intelligence

General Terms
Agents, Multi-Agent Systems

Keywords
Energy, Demand-side Management Electricity, Multi-Agent Systems, Agent-Based Control, Agents.

1. INTRODUCTION
The creation of the Smart Grid has been posed as one of the greatest challenges of this century, as countries face dwindling non-renewable energy sources and the adverse effects of climate change due to carbon emissions [12]. The vision of a Smart Grid includes technologies that enable the efficient integration of intermittent renewable energy sources (such as wind or solar energy) and electric vehicles, and will reduce demand by allowing consumers to better manage how electricity is used, stored, and delivered. One of the key underpinnings of this endeavour is the concept of the smart meter which aims to manage the devices in the home to minimise inefficiencies in usage and maximise the user’s savings. Smart meters also aim to interact with the grid in order to help reduce peaks in demand (which would otherwise lead to instability in the grid, higher energy costs and higher carbon emissions) and keep up with variable output from wind or solar energy generators [1]. If these ideal features of smart metering materialise, they may lead to significant reductions in energy costs and carbon emissions while guaranteeing security of supply.

To date, smart meters have mainly been designed to act as information provisioning devices that tend to leave it to the user to manage devices in the home, with the hope they will reduce their energy demands. In addition to this, Demand Side Management (DSM) technologies have also been developed to alter the behaviour of users by either charging them for using electricity at peak hours (potentially leading to other peaks at cheaper hours) or by inducing the devices, via the smart meter, to turn off (or on) when the network signals them to (either through price signal or the frequency of AC power) [6, 7].

While such DSM techniques have been shown to bring about significant improvements on a small number of houses, it is unclear how such technologies will scale when smart meters are rolled out to millions of homes or buildings nationwide. In particular, the centralised management of even thousands of smart meters is likely to be a complex task that may require intruding upon users’ privacy to cater for all homes, each with its own specific set of devices, usage profile, and preferences set by the owner (e.g., thermostat settings or times at which she wishes to switch on energy intensive devices such as washing machines). Moreover, as we show in this paper, simply leaving smart meters to react to price or frequency fluctuations can cause all devices to respond at the same time (e.g., every user switching

A change in frequency is caused by unmatched supply and demand in the grid. Maintaining the frequency of electricity (50Hz in UK) is important because devices running on AC power such as electric motors in household appliances are optimised for this frequency and may be damaged if it deviates too far.

As per the Climate Change Act of 2008, the UK Government has committed to installing smart meters in all of the 26M homes in the UK by 2020 [2].
on the air conditioning unit or washing machine at the same time), thus generating peaks in demand that impact on the system. Finally, the fact that increasingly more and more features of the home are likely to be electrified in the future [3] (e.g., the use of heat pumps for space and water heating), means that more significant peaks may be created due to the reactive behaviour of the smart meters. Thus, unless appropriate control strategies are implemented to allow smart meters to coordinate, they may well generate greater peaks in demand than before, leading to a more stressed grid and, in the worst case, blackouts.

Against this background, in this paper, we develop and evaluate a model of decentralised demand side management (DDSM) to coordinate large populations of autonomous agents representing individual smart meters. In more detail, we model the smart home as being composed of a number of deferrable loads (controlled by an agent that optimises the deferment of these loads so as to maximise the comfort in the home and minimise energy costs) as well as non-deferrable loads. Moreover, we design mechanisms for agents to adapt (instead of reacting as in traditional DSM mechanisms) the deferment of their loads. Thus, this paper advances the state of the art in the following ways. First, we provide a model of the smart home where the deferment of loads is optimised using mathematical programming techniques. Second, we provide motivating examples that illustrate the key requirements to implement fully decentralised agent-based control strategies and thereon show that our model of DDSM meets these requirements. Third, we empirically evaluate our DDSM mechanism (on a population of 5000 agents) and show that using DDSM leads to the emergent coordination of agents (without directly communicating with each other). Based on the average load profile of 26M UK homes, the agents converge to an equilibrium where the peak demand of the domestic consumers is flattened by up to 17% and carbon emissions are reduced by up to 6%. Furthermore, using evolutionary game theoretic techniques, we also show that it is always profitable (i.e., it is a Nash Equilibrium) to allow agents to control the deferment of devices as the proportion of smart homes in the population increases. Finally, we demonstrate that our DDSM mechanism would remain effective even in a future with significantly more electrified heating.

The rest of this paper is structured as follows. In Section 2, we review the literature and in Section 3, we describe our model of the smart home. Section 4 presents the mathematical programming solutions we propose to the optimisation problems that may need to be solved by the smart meter. We present the requirements for implementing the DDSM and then, our DDSM in Section 5. In Section 6, we empirically evaluate the performance of the DDSM in terms of its impact on the smart home and the grid performance. Section 7 concludes.

2. BACKGROUND

Schweppe et al. introduced the concept of DDSM and were the first to propose a design for the smart meter which included advanced functions to optimise the schedule of loads, the prediction of demand in the home, and the prediction of weather conditions among others [10]. While being far ahead of their time, their work mainly dealt with predicting the system behaviour, given the implementation of smart meters, using closed form solutions that required approximating and homogenising the behaviours of actors involved in the system. In contrast, in this paper, we present an agent-based approach that allows us to model each individual home in the system and to simulate large numbers of such homes (potentially in the order of millions given enough computational resources) in order to analyse system performance. In so doing, we are able to establish the incentives of the users to adopt smart metering technology using agent-based simulations and evolutionary game theoretic (EGT) techniques.

Similar to our work is that of Vytelingum et al. [13] who presented a model of smart meters controlling storage devices in the home and showed how doing so improves the performance of the system at large. However, they do not deal with more complex deferrable loads and managing the comfort in the home, which are key issues in DSM. Hence, we believe our paper generalises their approach by formalising and evaluating the control mechanism needed to elicit good equilibria in the system when performing demand side management.

In addition to these theoretical studies, recent DSM trials by the GridWise Project\(^4\) have shown that market-based control techniques, where homes respond to real-time pricing (RTP), can reduce peak demand (when prices are high) to some degree [6, 7]. Theoretical studies of this setting also predict similar benefits [8]. However, these approaches simplify the behaviour of the devices in the home to reactively respond to prices rather than predicting and planning use. This uncoordinated behaviour, in turn, leads to peaks in demand being shifted to periods when the prices are low. In contrast, in our DDSM, the agents adapt the behaviour of the devices which allows them to coordinate, in an emergent fashion, to flatten demand.

3. THE SMART HOME MODEL

In this section we present a model of an agent that optimises the home’s energy usage by managing loads to maximise savings while mitigating the impact on the user’s lifestyle (or comfort). Now, it is important to note that loads can be classified into two categories: those that can and those that cannot be deferred to later times. Examples of the latter include lighting, entertainment devices, phone charging and computer usage and of the former, include washing machines, dishwashers, boilers and fridges. Hence, the agent is only able to control some of the devices in the home without impacting too much on the lifestyle of the user. Moreover in the UK, deferrable loads currently account for around 20% of the domestic electricity usage and this is likely to grow with the increased electrification of space and water heating [2, 9].\(^5\) Now, if agents are not coordinated in deferring these loads, they may induce higher peaks in the system than before (as discussed in Section 1). Thus, before proposing our solution to this, in the following subsections we build a model of a smart home that is sufficiently realistic to capture through market-based exchanges of energy rights to reduce peaks in electricity demand [15], and (iii) optimise the heating module of a building or a set of buildings through the use of spot pricing.

\(^4\)See more details at http://gridwise.pnl.gov/.

\(^5\)Mackay convincingly argues that heat pumps are much more efficient than (micro) combined heating and power (CHP) technology that is currently more popular.
ture the key effects that we address. In the next subsection, we elaborate on the types of devices we consider.

### 3.1 Deferrable Loads

Within the domestic energy domain, it is common to characterise the devices under four specific categories [5]: (i) wet (e.g., washing machine or dishwasher), (ii) cold (e.g., fridge or freezer), (iii) water heating (e.g., boiler or hot water dispenser) (iv) space heating (e.g., heat pumps or radiators). The devices that fall under these different categories behave very differently. For example, the wet types usually involve set periods of time at which they are switched on and off either by the user or by the device controller. The cold, water and space heating devices are much more dependent on the usage and the temperature of the home and will vary their behaviour depending on various external factors beyond the control of the user. Hence, we categorise these different loads in terms of those that have precise running times and running periods, which we call *shiftable static loads* (SSLs), and those that are more dependent on the temperature, which we call *thermal loads*. Given this, in the next sub-sections, we provide examplar optimisation models for SSLs and a thermal load. We will consider a typical domestic profile that spans the usage over a day divided in half-hourly slots at which the device is set by the user to turn on. In effect, \( d_l \in \{-24, -23, \ldots, 23, 24\} \) be the deferment of the device and note \( r_l \in \mathbb{R}^{+} \) as the power rating of the device in kW. The duration \( v^l \) (in time slots) of each load is drawn from a uniform distribution, \( U(v^l_{\text{min}}, v^l_{\text{max}}) \) where \( v^l_{\text{min}}, v^l_{\text{max}} \in T \) will depend on the device used (e.g., a washing machine typically runs between 1 and 3 hours). To model the effect of shifting loads from their preset time, let \( \Delta d_l \in \mathbb{R}^+ \) be the *marginal comfort cost* associated with deferring the device to a different time from those initially set in \( o_l \). Then, the overall comfort cost is \( c_l = \Delta c_l |d_l| \). This assumes that the more the smart meter deviates from the time at which the user initially sets a device to run, the more discomfort it will cause to the user.\(^7\) The key variable in our optimisation model is effectively \( d_l \) since it determines the power consumption (which, in turn, determines the price paid by the user) and comfort cost of the user. Given a price \( p_t \) (in £/kWh), \( \forall t \in T \), the objective is then to minimise the cost and comfort cost, as follows:

\[
\min_{d_l: v^l \in L} \sum_{l \in L} \sigma c_l + \sum_{t \in T} \sum_{l \in L} \gamma^l t^l p_t v^l o^l
\]

such that \( \gamma^l = \begin{cases} 1 & t = t^l + d_l \\ 0 & \text{otherwise} \end{cases}, \)

\[
\text{where } t^l \in o_l
\]

\(^7\)It is possible to cast cold loads such as small fridges under SSLs if, for example, it is only required for the fridge to keep its contents well below room temperature (instead of a set temperature) by turning it on and off at regular intervals.

\(^8\)Of course, more complex functions could be built by the user, but this is beyond the scope of this paper.

### 3.2 Shiftable Static Loads

The set of SSLs is noted as \( L \) where each load is characterised by a set of parameters. Thus, \( o_l \subseteq T \) is a set of time slots at which the device is set by the user to turn on. In effect, \( o_l \) represents the preferred time at which the user would like to switch on the device (e.g., switch on the washing machine while she is away). Any deviation from this preset time is likely to cause a loss of comfort to the user. Let \( d_l \in \{-24, -23, \ldots, 23, 24\} \) be the deferment of the device and note \( r_l \in \mathbb{R}^+ \) as the power rating of the device in kW. The duration \( v^l \) (in time slots) of each load is drawn from a uniform distribution, \( U(v^l_{\text{min}}, v^l_{\text{max}}) \) where \( v^l_{\text{min}}, v^l_{\text{max}} \in T \) will depend on the device used (e.g., a washing machine typically runs between 1 and 3 hours). To model the effect of shifting loads from their preset time, let \( \Delta d_l \in \mathbb{R}^+ \) be the *marginal comfort cost* associated with deferring the device to a different time from those initially set in \( o_l \). Then, the overall comfort cost is \( c_l = \Delta c_l |d_l| \). This assumes that the more the smart meter deviates from the time at which the user initially sets a device to run, the more discomfort it will cause to the user.\(^7\) The key variable in our optimisation model is effectively \( d_l \) since it determines the power consumption (which, in turn, determines the price paid by the user) and comfort cost of the user. Given a price \( p_t \) (in £/kWh), \( \forall t \in T \), the objective is then to minimise the cost and comfort cost, as follows:

\[
\min_{d_l: v^l \in L} \sum_{l \in L} \sigma c_l + \sum_{t \in T} \sum_{l \in L} \gamma^l t^l p_t v^l o^l
\]

such that \( \gamma^l = \begin{cases} 1 & t = t^l + d_l \\ 0 & \text{otherwise} \end{cases}, \)

\[
\text{where } t^l \in o_l
\]

### 3.3 Thermal Loads

We now turn to modelling the thermal properties of the home and the use of a heater controlled by an *intelligent* adaptive thermostat controlled by the smart meter.\(^8\) Standard adaptive thermostats warm up the house to be at the required temperature exactly when the user expects to be home. By turning on the heating before the user is present, the thermostat ensures the house is always warm when the user requires it to be. An intelligent adaptive thermostat, in turn, aims to optimise the heating (or cooling) profile (i.e., times at which the heater is turned on), in order to guarantee the required temperature is reached at the time the user is present and that the costs of doing so are minimised. To this end, we specify the properties of our heating optimisation model as follows. First, we detail the properties of the home and the heater. The heater we choose to model is a heat pump (either air-source or ground-source) which simply extracts heat from one place and moves it to another place [9]. Second, we provide a mixed-integer quadratic programming (MIQP) formulation of the problem which can be solved using off-the-shelf solvers.\(^9\)

#### 3.3.1 Home and Heater Properties

To model and simulate the thermal properties of the home and heater, we build upon the models proposed by [4] which use the ASHRAE model of comfort.\(^10\) Let \( \phi \in \mathbb{R}^+ \) be the thermal leakage rate of the house measured in W/K. The internal temperature of the home at time \( t \) is \( \gamma^l t^l \in \mathbb{R}^+ \) and the external temperature (in K) is denoted as \( \tau^l_{\text{ext}} \in \mathbb{R}^+ \). The user will set the temperature \( \tau^l_{\text{opt}} \in \mathbb{R}^+ \) at the level she feels comfortable (typically 22.5 degrees Celsius). The heat capacity and the total mass of air in the home are denoted as \( a_h \in \mathbb{R}^+ \) (in J/kg/K) and \( a_{\text{mass}} \in \mathbb{R}^+ \) (in kg) which is computed using the air density and house volume respectively. The heater is described by \( r_h \) where \( r_h \in \mathbb{R}^+ \) is the power rating (in kW) of the heater and \( o_h \subseteq T \) is a set of time slots at which the heat pump is switched on. Given this, we also define the variable \( h^l_{\text{on}} \in \{0, 1\} \) for every \( t \in T \) where \( h^l_{\text{on}} = 1 \) if \( t \in o_h \) and 0 otherwise. This description of the heater is similar to the deferrable loads above except that the deferment of the heater is much more complex as we will see next. For now, we can compute the total heat input in the system as:

\[
\eta^l = h^l_{\text{on}} r_h - \phi (\gamma^l t^l_{\text{in}} - \tau^l_{\text{ext}})
\]

Moreover, we can define the relationship between the inside temperature at time \( t \) and the amount of heat injected in

\(^8\)The model also applies to cooling effects simply by setting the parameters differently to model heat extraction rather than heat injection as we do here.

\(^9\)We use IBM ILOG CPLEX 12.2 in our experiments.

the house at time \( t - 1 \) as:
\[
\tau_{in}^t = \tau_{in}^{t-1} + \frac{kn_i^t}{a_{hc}c_{mass}}
\]
(3)
where \( k = \frac{24 \times 3600}{|T|} \) is the time (in seconds) during which the heater is on.\(^{11}\)

Now, we expect users to set the times at which they will be at home and will want the temperature adjusted for their comfort. To this end, we define comfort on times as a \( C_{in}^t \in \{0, 1\} \) at every time slot \( t \) in \( T \) such that the \( C_{in}^t = 1 \) if the user needs comfort and \( C_{in}^t = 0 \) otherwise. During every time slot, we model the instantaneous comfort cost (i.e., ignoring changes from the previous time slot) of the user due to heating as \( \Delta c_h^t \in \mathbb{R}^+ \) such that:
\[
\Delta c_h^t = \begin{cases} 
C_{in}^t \omega_1 (\tau_{in}^t - \tau_{opt})^2, & \tau_{in}^t \geq \tau_{opt} \\
C_{in}^t \omega_2 (\tau_{in}^t - \tau_{opt})^2, & \tau_{in}^t < \tau_{opt}
\end{cases}
\]
(4)
where \( \omega_1, \omega_2 \in [0, 1] \) are constants that scale the effect of the temperature difference depending on whether it is more (or less) comfortable when the temperature is higher or lower than \( \tau_{opt} \) (in degrees celsius). Typically, in colder periods, \( \omega_1 < \omega_2 \) is preferred. Then, the total comfort cost at time \( t \) is a combination of the present instantaneous comfort cost and at \( t - 1 \) given by:
\[
c_h^t = \Delta c_h^t + \gamma \Delta c_h^{t-1}
\]
(5)
where \( \gamma \in [0, 1] \) scales the effect of the previous time slot on the current one (and captures the psychological persistence of discomfort).

### 3.3.2 MIQP Formulation

Given the times when \( C_{in}^t = 1 \) and the comfort cost \( c_h^t \), the goal of the agent is to optimise the heating so as to minimise the price paid by the user. Thus, assuming the price of electricity at every time \( t \) is \( p_t \), and specifying \( h_{in} \in \{0, 1\} \) for \( \forall t \in T \) as the decision variables, the objective function of the program is:
\[
\min_{h_{in}} \sum_{t \in T} c_h^t + \kappa (v^h h_{on} r_h p_t)
\]
(6)
subject to (2), (3), and (4), where \( \kappa \in [0, 1] \) balances the cost of heating against the comfort and \( v^h = 1800s \) is the duration of one time slot in seconds (assuming each time the heater is turned on for a half-hour). The quadratic nature of the objective function arises as a result of the computation of the comfort cost in (4). We set \( \kappa \) to a very small value to ensure that this part of the objective function only ensures that the user mainly optimises her comfort. Now, in some cases, a budget can be set by the user according to how much she can afford to spend on a daily basis for heating purposes. Thus, in order to ensure that the cost is never higher than a set value \( p' \in \mathbb{R}^+ \), we also add the following constraint to the model:
\[
\sum_{t \in T} v^h h_{on} r_h p_t \leq p'
\]
(7)

Since agents are only intent on maximising their gains (in comfort and cost savings), their aggregated uncoordinated behaviour may result in poor system performance unless demand-side management mechanisms are put in place.

\(^{11}\)In our experiments, we refine the resolution to smaller time slots (e.g., of 5 or 10 minutes) to get a better measure of the temperature inside the room.

Hence, given our model of the smart home, in the next section, we first describe the optimal and centralised solution that maximises social welfare (and describes what optimal means in this context) that determines the optimal coordinated behaviour of the agents. By so doing, we can use this as a benchmark for any control mechanism that can be developed in this domain (which we use to evaluate our mechanism in Section 6).

### 4. Maximising Social Welfare

As a result of the individual agents’ deferment of loads, the consumption of energy at different times of the day may significantly increase or decrease, resulting in price spikes in the system. Before going on to design a control mechanism to reduce this effect, however, we need to determine the optimal performance of the population of agents as a whole to evaluate our control mechanism (see Section 6).

As was shown in [13], when agents attempt to defer consumption (in their case, they used storage), a game theoretic analysis of the problem predicts that the agents should converge to the competitive equilibrium. This means that they converge to an equilibrium (flat) price for electricity if there is enough storage, at which point social welfare is maximised.

In the context of deferrable loads, such an analysis is significantly more complex as shiftable static loads, comfort costs, and thermal loads are not homogeneous across the population of agents. Instead, we can compute the point at which all agents behave optimally by aligning their individual objective functions with the global optimum as follows.

First, we assume that each agent \( i \in I \), where \( I \) is the set of agents, has a non-shiftable static load \( l_{fixed} \) such as lighting, cooking and other types of essential loads which have a power rating \( fixed_{i,l} \in \mathbb{R}^+ \) in kW at every time point \( t \in T \). Second, we assume that the cost of electricity for the population is given by a quadratic cost function (the function is assumed to be quadratic to mimic an increasing marginal cost for electricity supply – we use such a model in our evaluation) \( s: \mathbb{R}^+ \to \mathbb{R}^+ \) for every time slot \( t \) such as \( s_t(q) = \theta q^2 \) where \( \theta > 0 \). This means that the greater the demand from the agents, the higher will be the unit price of electricity (because of the monotonically increasing function). Then, we aggregate the functions in equations (1) and (6) subject to the individual constraints as stated in Equations (2), (3) and (5) and the conditions stated in Sections 3.2 and 3.3.1 as follows:
\[
\min_{h_{on}, r_{si}} \sum_{t \in T} \sum_{i \in I} \left( \sum_{i \in I} c_{si,i}^t + \sum_{i \in I} \sigma_{c,i} \right) + \sum_{i \in I} s_l \left( \sum_{i \in I} r_{si,i} v_{i}^h \right) + \kappa v_{i}^h h_{on,i} r_{si,i} + \sum_{i \in I} fixed_{i,l}
\]
(8)

The main difference between the above objective and the individual agents’ objective is that the cost of electricity in the above case is based on the induced cost as a result of the agents’ aggregated demand (both from their deferrable loads and their static demand) using the supply function \( s(\cdot) \) rather than the cost predicted by the agents’ \( p_t \) (which is assumed to be a fixed unit cost).

Note that the optimal algorithm above is unlikely to scale very well in the number of loads per agent and deferrability of these loads given the complexity of the optimisation problem and given non-linearity of the objective function. Specifically, experiments (where Equation (4) is linearised) using a standard MIQP solver (e.g., IBM ILOG CPLEX
12.2) could be run for up to 75 agents with up to three deferrable loads each (on a 64-bit machine with 12GB of RAM). Beyond this size, the solver cannot model the problem in memory. This would be fine for scenarios where a central controller has complete control over the few deferrable loads in a building for example, it will clearly not scale to hundreds of houses (where users might not want the central controller to override their preferences to use electricity) or for deferrable loads (and certainly not to all 26M UK homes).

Hence, in the next section, we discuss some of main issues in DSM and introduce a novel approach to tackling this problem in a completely decentralised fashion.

5. DECENTRALISED DEMAND-SIDE MANAGEMENT

Most DSM approaches involve a central controller that advises a pool of consumers to reduce their current demand (during peak demands), often by reducing or deferring loads subject to economic incentives. This approach has repeatedly been shown to be effective for relatively small pool sizes of industrial and commercial consumers [6]. Indeed, it constitutes the business model of a number of energy service companies (ESCOs) that exclusively deal with Demand Side Management (e.g., EnergyConnect Inc. and EnerNOC). While it remains feasible to signal a small number of consumers and expect an immediate response, DSM at a regional or national level (with 26M of households in the UK) is more complex. Given this, in the next subsections, we discuss the main issues associated with applying DSM on a large scale (dealing with thousands and millions of homes).

First, we justify the need for a price signal to incentivise the agents to defer their demand. Second, we show that, even if an accurate price signal is provided according to the criteria we propose, the adaptive and autonomous behaviour of the agents in the system is the key component that can enable significant performance benefits in the Smart Grid.

Thus, we propose a novel model of decentralised demand side management (DDSM).

5.1 The Pricing Mechanism

The pricing mechanism that we propose involves signalling the costs of generating electricity to the consumers. Traditionally, consumers are offered a fixed price for electricity by their supplier. Exceptions to this include time-of-use (TOU) pricing (e.g., Economy 7 heating or eco:2020 in the UK) and real-time pricing (RTP) schemes. While fixed pricing mechanisms completely hide the real-time costs of electricity (which varies according to the type of generators used and availability of intermittent renewable energy), TOU pricing simply biases the real price of electricity in order to incentivise users (who typically aim to maximise their savings) to shift their loads to off-peak periods (i.e., when aggregate demand is lower). In contrast, RTP involves providing a price signal for the next 30 minutes time slot at the current time. While RTP is still being evaluated in a number of trials, it has been shown to be better than TOU pricing in allowing users to dynamically adjust their demand to avoid peaks when electricity is more expensive [6, 7].

To understand the effect of the different pricing schemes on demand, consider Figure 1 where we show how 500 smart homes\(^\text{12}\) (as described earlier) would react to the three different types of pricing mechanisms (where real time prices are provided for 30-minute time slots). As expected, a fixed price induces a relatively high demand with large plateaus in the morning and evening (when users are at home and typically use their loads) since users are indifferent about the real-time costs of generating electricity. More importantly, we can observe that when all the consumers are on a two-tariff mechanism, they optimise their demand at the same time (to take opportunity of off-peak prices), and thus the ensuing demand on the grid now peaks during off-peak times. Similarly, it can be seen that the RTP mechanism also shifts demand to different times of the day and induces other peaks at these times.

These results show that a more accurate signal (i.e., representing real costs) allows consumers to better optimise their demand by reacting more often to a more accurate 30-min-tariff pricing model. However, it is also clear that the demand cannot be flattened by applying only a RTP mechanism, while completely ignoring the behaviour of the agents. This is because if the agents are signalled a low price for the next 30-minute period, they will all switch on their devices, which then results in a peak in demand at the next time period. When such a mechanism is rolled out on a large scale, such reactive behaviours can cause significant peaks. To remedy this, in the next sub-section, we propose a novel adaptive behaviour for the agents, which builds upon the RTP mechanism, to allow agents, without any centralised control, to coordinate in our DDSM model.

5.2 The Adaptive Mechanism

Our adaptive mechanism for DDSM is composed of algorithms that determine how to defer the two different types of deferrable loads present in the home (i.e., shiftable static loads and thermal loads) and how to optimise heating. First, we adopt the Widrow-Hoff learning mechanism [13] to gradually adapt how agents defer their deferrable loads based on predicted market prices for the next day\(^\text{13}\) (as opposed to the next 30 minutes as in [6, 7]). Specifically, an agent \(i\) gradually given in the evaluation section.

\(^\text{12}\)We implemented each smart home according to the settings

\(^\text{13}\)We use a weighted moving average to predict day-ahead market prices, but more sophisticated approaches incorporating domain-specific knowledge could easily be used.
ally adapts its deferment parameter $d_i^*$ towards the optimal $d_i^{t*}$ (as computed by the objective function in Equation (1)) as follows:

$$d_i^t(t + 1) = d_i^t(t) + \beta^t(d_i^{t*} - d_i^t(t))$$

where $\beta^t \in (0, 1)$ defines the learning rate (i.e. how fast the agent reacts to changing conditions).

Second, each agent’s behaviour is further modelled by how often it readjusts its heating profile. Specifically, it reoptimises its thermal load profile on any particular day, with a probability of $\alpha \in (0, 1)$. This means, it reruns the optimisation detailed in Section 3.3.2 with a probability of $\alpha$ according to the predicted prices $p_t$ for the next day. The expected number of agents that will optimise on any particular day is thus given by $N\alpha$, where $N$ is the number of agents with DSM capability. By so doing, we introduce inertia into the optimisation by ensuring that all DSM-capable agents do not reoptimise at the same time and, in the next section, we empirically demonstrate that a stable and desirable outcome is reached whereby grid demand flattens when $\alpha$ and $\beta$ are sufficiently small. Moreover, we also show that the agents’ best strategy (profit maximising) is to adopt an adaptive behaviour. Thus, even though consumers are not centrally coordinated for DSM, our mechanism ensures an effective emergent coordination among consumers.

In general, our DDSM mechanism can be particularly attractive when dealing with millions of consumers since it does not require, apart from the price signal (which could be directly sent to the smart meter), any other form of direct communication between the generators and the consumers. Moreover, the adaptive mechanism can also be modelled for different types of consumers as discussed above. Thus, when large populations of such consumers are simulated within a smart grid, it is possible, with reasonable accuracy, to predict the behaviour of the system. To this end, in the next section, we provide simulations of populations of smart homes (extrapolated across the grid) and evaluate the performance of our DDSM both in terms of the consumers’ benefits and the grid performance. In so doing, we aim to show how our DDSM mechanism generally aligns the incentives of the users with the system-wide objectives, leading to a more efficient and stable Smart Grid.

6. EMPIRICAL EVALUATION

In our experiments we consider a population of 5000 agents and a RTP pricing based on the macro-model of the UK electricity market (as outlined by Vynteling et al. [13]), with a quadratically increasing marginal cost. We used, for the shiftable static loads and thermal loads, data compiled by the Department of Trade and Industry in the UK from 2008. This dataset shows that, while shiftable static loads take up on average 20% of the total load, the penetration of electrical heating is currently only around 7%. Moreover, shiftable static loads take up on average 20% of the total energy usage of a house while the rest of the consumption is due to entertainment, lighting, and cooking purposes. This setup is likely to change in the future because of a growing need to use more efficient heating devices such as heat pumps such that the load profile is likely to change significantly.

6.1 Performance of the Adaptive Mechanism

First, we evaluate the efficiency of our mechanism. We do so by comparing the efficiency of the grid when using our DDSM mechanism as opposed to a centralised system with complete and perfect information against an optimal behaviour. Given our optimal solution (described in Section 4) with an optimal load factor (LF) of 0.76, we can observe that a DDSM-based grid behaviour converges to the optimal behaviour (up from LF=0.6) when $\alpha$ is reasonably small as shown in Figure 2(a). While higher values may give faster convergence to the optimal, they do not allow the system to settle at a more efficient equilibrium (i.e. closer to the optimal). Furthermore, when $\alpha$ is too large, there is no convergence as too many agents are reoptimising at the same time such that the peaks are simply moved rather than flattened. When $\alpha = 1$ and every user optimises at the same time, the system breaks down (with an LF averaging 0.55).

Thus, as we empirically showed, the system converges to the optimal behaviour without any centralised coordination when $\alpha$ is reasonably small. Specifically, for the rest of our experiments, we set $\alpha = 0.05$.

6.2 Emergent Behaviour of the Smart Grid

Given our DDSM approach with its adaptive mechanism, we first empirically demonstrate in Figure 2(b) that as the load factor of domestic consumers converges to the optimal load factor at 0.76 (meaning fewer peaks in the system), the
percentage of carbon reduction also increases up to 6% (i.e., electricity is produced from less polluting sources) as fewer carbon intensive peaking plants are used.

Next, we analyse the system by considering the load duration curve (LDC) of the grid. The LDC\(^{18}\) is used to illustrate the relationship between generating capacity requirements and capacity utilization, normalised to the current domestic load demand in UK. Figure 3 shows the LDC of the system (based on today’s 7% electrification of heating) and, specifically, we can observe that particularly within the peak-load region (which is from 100% to 80%), the curve flattens when optimised, which implies a flattening of demand peaks. Furthermore, at 100% peak demand, we observe that the domestic load decreases by up to 17%, compared to the unoptimised case, which implies that the grid requires 17% less capacity tocope with domestic demand. Considering that current domestic peak demand is in excess of 15 GW, a 17% reduction in capacity requirement is significant and will become increasingly vital given the high rate of increase of domestic peak demand.

Next, we analyse the population dynamics to evaluate whether users will be incentivised to automate their smart meters (i.e., to give control to an agent). Specifically, we use evolutionary game theory (EGT) techniques which allow us to determine whether different proportions of the population will adopt smart meters (or not) depending on how much they can save by doing so. First, we formulate the problem as a complex non-deterministic game where agents have a mixed strategy of adopting DDSM or not), i.e. a probability that they have DDSM capability and are only motivated by financial gains, where \( r \in S = \{DDSM, \neg DDSM\} \). By analysing how \( x_r \) changes as the payoffs of agents with and without DDSM change for different \( x_r \) (assuming agents are more likely to adopt the better strategy – whether or not to adopt smart metering), we aim to analyse how the proportion of the population adopting smart meters and DDSM evolves using the following equations\(^{14}\):

\[
x_r = [u(e^r, x) - u(x, x)]x_r \text{ where } u(x, x) = \sum_{e \in S} u(e^r, x)\]

\[
x_{\text{nash}} = \arg \min_{x \in (0,1)} \sum_{r \in S} [\max[u(e^r, x) - u(x, x), 0]]^2
\]

where \( u(x, x) \) is the expected payoff of any agent (whether using DDSM or not), \( u(e^r, x) \) is the expected payoff of an agent with DDSM given a proportion of the population with DDSM of \( x_r \) and, finally, \( x_{\text{nash}} \) is the Nash Equilibrium of the system (i.e., \( x_r \) where there are no incentive for an agent to deviate from). Figure 4 shows the payoffs of agents with and without DDSM. Based on our EGT analysis, we deduce that there is always an incentive for an agent to adopt DDSM given the higher payoffs for any \( x_r \), such that \( x_r \) is always positive. The population dynamics eventually converges to the Nash Equilibrium, \( x_{\text{nash}} = 1 \). This implies that all agents eventually adopt smart meters and DDSM.

\(^{18}\)The load duration curve is computed as follows. Let \( \ell \) be a vector of load values of the system at different time slots and \( \ell^r \) be the ordered version (from high to low) of \( \ell \). The load duration curve is then given as \( \ell(f(x) \in X = \{\ell_1, ..., \ell_M\}) : x \in T^+ = \{T_1^+, ..., T_M^+\} \), where \( T_i^+ = \sum_{j=1}^M T_j^+ \) and \( T_j^+ \) is the time slot of the \( j^\text{th} \) ordered load value. The left-hand side represents the peak loads of the system. The LDC is a useful way of breaking down the load factor value to describe how long peaks last for. The domestic capacity (peak load) is given at 100% load duration.

Figure 2: Evaluating DDSM in the Smart Grid w.r.t. (a) learning rates, (b) Load Factor & \% CO\(_2\) emissions.

Figure 3: Load Duration Curve of Domestic Consumers with today’s 7% electrification.
6.3 The Effect of Electrical Heating

Finally, we analyse future scenarios where the proportion of smart homes with thermal loads might increase. Specifically, Figure 5 shows grid performance for a potential future of 25% electrification. Thus, if the number of smart homes with thermal loads were to increase from 7% to 25%, the demands would be much higher (by up to 31% – based on initial loads from Figure 3), with higher peaks. Using DDSM, we demonstrate that these peaks would again be flattened significantly (shown by the significant drop in the 100% to 80%-peak region) using our novel model of a DDSM, with a 22% decrease in peak domestic capacity.

7. CONCLUSIONS

In this paper, we have provided a model of a smart home and presented our DDSM: a novel paradigm for mechanisms to manage demand on a large scale in the smart grid. Through our simulations involving 5000 homes and using average (winter) load profiles for 26M homes in the UK, we have shown that our DDSM mechanism can improve grid performance by reducing peaks in demand by up to 17% and carbon emissions by up to 6%. We have also predicted, using evolutionary game theoretic techniques, that consumers will have significant economic incentives to adopt agent-based smart meters and will eventually all do so. Finally, we have shown that DSM also reduces peaks as demand grows as a result of increased electrified heating. Future work will look at integrating price and weather predictions for more effective DDSM mechanisms and extending these mechanisms for commercial and industrial consumers in the smart grid. We also aim to evaluate our mechanism in scenarios where not all buildings are equipped with agents that can optimise their behaviour and remain insensitive to real-time prices as it is at present.
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ABSTRACT
Grid-Integrated Vehicles (GIVs) are plug-in Electric Drive Vehicles (EDVs) with power-management and other controls that allow them to respond to external commands sent by power-grid operators, or their affiliates, when parked and plugged-in to the grid. At a bare minimum, such GIVs should respond to demand-management commands or pricing signals to delay, reduce or switch-off the rate of charging when the demand for electricity is high. In more advanced cases, these GIVs might sell both power and storage capacity back to the grid in any of the several electric power markets—a concept known as Vehicle-To-Grid power or V2G power.

Although individual EDVs control too little power to sell in the market at an individual level, a large group of EDVs may form an aggregate or coalition that controls enough power to meaningfully sell, at a profit, in these markets. The profits made by such a coalition can then be used by the coalition members to offset the costs of the electric vehicles and batteries themselves. In this paper we describe an implemented and deployed multi-agent system that is used to integrate EDVs into the electricity grid managed by PJM, the largest transmission service operator in the world. We provide a brief introduction to GIVs and the various power markets and discuss why multi-agent systems are a good match for this application.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Algorithms, Design, Performance, Experimentation

Keywords
Coalition formation, Vehicle-To-Grid, Grid-Integrated-Vehicle, Power Regulation

1. INTRODUCTION
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Plug-in Electric Drive Vehicles (EDVs), i.e. vehicles that use electricity to power at least part of their drivetrains, are becoming increasingly popular and offer some distinct advantages over their gasoline counterparts: they are cheaper to drive per-mile, produce fewer tailpipe emissions and have lower maintenance costs when compared to conventional gasoline vehicles. Grid-Integrated Vehicles (GIVs) are plug-in Electric Drive Vehicles (EDVs) with power-management and other controls that allow them to respond to external commands sent by power-grid operators, or their affiliates, when parked and plugged-in to the grid. Electric utilities and grid operators are interested in integrating EDVs into the electricity grid, instead of treating them as traditional dumb loads, because:

1. Since EDVs run on electricity, a large penetration of EDVs in the market is likely to increase the demand for electricity. Grid operators are concerned that this increased demand might result in an increase in the peak load, which would require them to add additional power generation capacity to the grid [5, 7]. However by using Demand-Side Management commands or pricing signals the grid operators might be able to delay, reduce or switch-off the rate of charging when the demand for electricity is high and push the EDVs to charge during non-peak hours [18]. This would not only reduce the need for new investments but also result in better utilization of the existing power grid.

2. Electric utilities are increasingly diversifying their generation portfolio by adding large quantities of renewable energy resources in order to mitigate climate change and to reduce our dependence on fossil fuels. These resources of electricity, like wind and solar power, are “intermittent” in that the instantaneous power output of these resources depends on the environmental conditions, such as wind speed, at any given time. To match the instantaneous power output of these resources with the instantaneous power demand, the electricity grid needs some form of storage capacity. However, our current electricity grid has a negligible amount of storage capacity, primarily associated with hydro-electric facilities.

Since most vehicles are parked over 90% of the time, these EDVs can be used as a large distributed battery and can provide power storage and ancillary services to the electricity grid when they are not being driven. This concept is known as Vehicle-To-Grid power or V2G power [11, 12]. Although individual EDVs control too little power to sell in the market at an individual level, a large group...
of EDVs may form an aggregate or coalition that controls enough power to meaningfully sell, at a profit, in the various electricity markets (See Section 2).

In exchange for integrating with the power grid, the EDV owners would be paid for the power services that they provide and this money can be used to offset or partially subsidize the high cost of the batteries in these EDVs. This in-turn might help to accelerate the adoption of EDVs by price conscious consumers.

In this paper we describe an implemented and deployed multi-agent system that is used to integrate EDVs into the electricity grid managed by PJM. PJM is a Transmission System Operator (TSO) that is responsible for (a) maintaining the security, integrity and reliability of the power grid; and (b) operating wholesale energy markets that enable the transfer of power between the market buyers (consumers) and market sellers (providers). PJM is the largest TSO in the world, servicing 13 states and 51 million customers in the northeastern and midwest United States.

We decided to use a multiagent system because

1. In this system we are dealing with different individuals, systems and entities all of which are self-interested and often have conflicting goals. For example, the TSOs are primarily concerned with the stability and integrity of the grid, while the drivers of the cars are more interested in ensuring that there is sufficient charge in their batteries for whatever trips they are planning to take. These two goals might conflict with each other.

2. Various research topics in multiagent systems, like coalitions, auctions and electronic markets are directly applicable to this problem and offer a way of modeling the EDVs and the power markets that they can operate in.

Our implemented system is able to successfully integrate a group of EDVs into the power grid and is able to provide

Figure 1: A simplified schematic of the power flow and data flow amongst the entities and agents in our implemented system

both demand-side management and V2G services. We have tested the first phase of the system with 5 EDVs in the PJM TSO providing services in the regulation market. In the next phase, we are using what we have learned to integrate an additional 20 EDVs with plans for an additional 50 EDVs in Phase III.

The outline of the rest of this paper is as follows. In Section 2, we describe the different types of power markets and their suitability for EDVs. Then in Section 3 we describe the agents that form our multiagent system and discuss implementation details. Section 4 describes how coalition formation for EDVs is different from the existing work on the topic and Sections 5 and 6 discuss our evaluation, conclusion and future work.

2. POWER MARKETS

There are a large number of different power markets run by the TSOs, each with a different set of rules and minimum requirements for participation. But generally, power markets can be classified into four distinct types based on the kind of power provided:

1. **Baseload Power:** The baseload power market is for the power that must be provided round-the-clock, usually at low costs per kWh. This kind of power is usually provided using large nuclear, coal-fired, hydroelectric and natural-gas power plants. EDVs are unsuitable for providing baseload power because (a) EDVs have very limited battery and power capacities; and (b) most EDVs are net consumers of power, i.e. they don’t actually produce electrical power — they simply store power in the batteries.

2. **Peak Power:** Peak power is generated and purchased at times of exceptionally high demand, usually on hot summer afternoons. Peak power is typically provided by gas generators that can be switched on and off for shorter periods of time, usually 3–5 hours. Whereas EDVs with V2G capabilities might be able to provide peak power, the battery capacities might limit the amount of power that can be economically provided. See [10] for more details.

3. **Spinning Reserves:** Spinning reserves refers to generators that are available to serve the load in case of unplanned events like generator or transmission line failures. They are called spinning reserves because the generators are kept “spinning” and synchronized to the grid so that they are readily available when needed. Since spinning reserves are designed for contingencies, they are rarely used. They might be used 10–20 times a year and even then for durations ranging from 10 minutes to an hour. Furthermore, spinning reserves are paid for the duration they are available even if they are never used. EDVs with V2G capabilities are highly suited for providing spinning reserves because (a) EDVs can react quickly to contingencies when needed — they can provide power within a couple of seconds when requested and do not need to be kept “spinning” like traditional generators. They just need to be parked and plugged into the grid; and (b) since spinning reserves are rarely called into operation, it does not affect the battery lifetime as much participating in some of the other markets might do.

4. **Regulation:** Regulation power is used to regulate frequency and voltage on the grid by matching the instanta-
neous power supplied by the grid with the instantaneous power demand. To provide regulation services and to participate in the regulation market, the participants (typically generators, but in our case, EDVs) must respond to a frequent real-time AGC (Automatic Generation Control) signal sent by the TSO every 2–4 seconds.

There are two types of AGC or regulation signals — (a) Regulation-Up signals are sent whenever the demand for power exceeds the supply and are used either to request additional power from the generators/EDVs (i.e., increase the supply) or to switch off some load (i.e., reduce the demand); and (b) Regulation-Down signals are sent whenever the supply for power exceeds the demand and are used either to decrease the output of the generators or to increase the load.

To participate in the regulation market, the regulation service providers must first advertise a regulation capacity. This advertisement usually takes the form of a bid in an hourly auction. If the bid is accepted, the regulation providers must respond to the request for specific amounts of power from the TSO.

Some TSOs have separate markets for regulation-up and regulation-down and generators may bid in either one or both of these markets at the same time since the two will never be requested simultaneously.

EDVs are particularly suited to provide regulation power because (a) the batteries in the EDVs can respond very quickly to changes in the regulation request — much faster than traditional generators; and (b) EDVs can participate in the regulation market even if back-feeding of power (i.e., discharging the batteries and providing power back to the grid) is disallowed, by varying the rate at which the batteries are being charged (i.e., by varying the demand.)

For our system, we decided to focus on the regulation market because (a) regulation services command the highest value in the market when compared to other ancillary (for example, spinning reserves) and non-ancillary (for example, peak power) services; (b) EDVs are particularly suited for providing regulation services as discussed above; and (c) the size of the regulation market is larger than the size of the spinning reserve market, so even a large number of EDVs are unlikely to saturate the market.

We worked closely with PJM Interconnection to allow our EDVs to provide regulation services in the PJM TSO. PJM requires a 1MW minimum capacity to bid in the regulation market and requires symmetric advertisements. See Section 3.2 for more details about fulfilling these market requirements. For more information about the PJM market rules, see [3, 19].

3. IMPLEMENTATION

Our agents have been implemented using the JADE (Java Agent DEvelopment Framework) open-source framework [2]. Our system consists of the following agents:

3.1 VSL Agents

The VSL agents run on an embedded linux computer, called the Vehicle Smart Link (VSL), inside the cars. The VSL agents look after the best interests of the owner or driver of the car. Since the primary purpose of an EDV is to be driven, the primary goal of a VSL agent is to ensure that there will always be sufficient charge in the EDVs for whatever trips the driver might want to take. The secondary goal of the VSL agent is to integrate the EDV into the power grid, sell grid services and make money for the driver. We will look at both of these goals below.

The operation of this VSL agent is based on the simplified finite state machine (FSM) shown in Figure 2. In this FSM, the dark arrows show the usual progression of state transitions.

The VSL agent starts out in the Initializing state — in this state the VSL agent tries to discover coalition servers servicing the geographic location where the EDV is plugged in. It also predicts the next trip, either by looking it up in the owner’s calendar or by predicting it based on the past driving behavior.

The VSL agent then computes various times for switching between the Contracting, Reserve and Charging states, shown by the transitions C, D and E in Figure 2. These times are computed based on the graph shown in Figure 3. In this figure:

The prediction algorithms are outside the scope of this paper.

Figure 2: A simplified finite state machine for the VSL agent. The dotted arrow are actions performed by the driver of the EDV and are outside the control of the VSL agent. The dark arrows show the usual progression of state transitions.

Figure 3: Computing $T_s$, the time to switch to V2G-monitoring mode.
\[ E_{soc} = \text{current amount of charge in the battery} \]
\[ E_n = \text{expected charge required for the next trip} \]
\[ E_{min} = \text{minimum reserved charge} \]
\[ T_c = \text{current time} \]
\[ T_n = \text{scheduled time for next trip} \]
\[ T_{min} = \text{time needed to charge from minimum charge} \]
\[ T_s = \text{time to switch to straight charge mode} \]
\[ t_1 = \text{time difference between } T_c \text{ and } T_s \]
\[ t_2 = \text{time difference between } T_s \text{ and } T_n \]
\[ P_{max} = \text{maximum rate of charging} \]
\[ f_c = \text{charge factor, to account for transmission losses} \]

Based on the above, \( T_{min} \) is the time at which charging must start if the battery is at its minimum charge, \( E_{min} \), and if we are charging at the maximum possible rate, \( P_{max} \). If \( T_c < T_{min} \), the VSL agent can safely participate in V2G regulation without worrying about the next trip since there will always be enough time to charge for the next trip. Hence, whenever \( T_c < T_{min} \), the VSL agent is in the Contracting state and making contracts with the coalition server.

If \( T_c > T_{min} \), the VSL agent switches to the Reserve state and will still participate in V2G regulation. However, the VSL agent won’t make any contracts and may switch to the Charging state at any time depending on the current time, \( T_c \), and the current state of charge, \( E_{soc} \). To determine the time at which the VSL agent should switch to Charge state, \( T_s \), the VSL continuously monitors the current state of charge and computes either \( t_1 \) or \( t_2 \) as shown in Equations 1 and 2.

\[
t_1 = \frac{f_c(T_n - T_c)}{(1 + f_c)} - \frac{(E_n - E_{soc})}{[P_{max}(1 + f_c)]} \quad (1)
\]
\[
t_2 = \frac{(T_n - T_c)}{(1 + f_c)} + \frac{(E_n - E_{soc})}{[P_{max}(1 + f_c)]} \quad (2)
\]

In order to sell grid services, the VSL agent must join a coalition with other VSL agents, make contracts with an aggregator agent and dispatch regulation power based on requests received from the aggregator agent. The coalition formation process is described in Section 3.2.1 and the advertisement and dispatch algorithms are described in Section 3.2.2

### 3.2 Aggregator Agents

The aggregator agent (also known as a coalition server) is responsible for aggregating a group of EDVs, for abstracting away the details about the individual vehicles and for presenting them as a single resource to the TSOs. The aggregator agent is needed because:

1. Individual EDVs command too little power to sell in the power markets and TSOs have minimum requirements for participation in the power markets that they run. For example, the PJM TSO requires a service provider/generator to have a minimum power capacity of at least 1MW to bid in the regulation market. A single EDV, even if it is connected to the grid using a high capacity 240V/80A power line, can only provide a maximum of 19.2kW [13]. Furthermore, EDVs can only store power and can not generate power. This means that the amount of power they can provide to the grid is limited by the total capacity and the amount of charge that can be stored in their batteries. Hence, a group of EDVs need to aggregate and form a coalition if they are to participate in these power markets.

2. Even if the minimum power requirements could be relaxed, TSOs have traditionally been set up to control large power plants that have an output of several hundred megawatts. To shift from controlling 100 MW power plants to 5 kW cars would require an increase in controlled nodes of 5 orders of magnitude and would require a significant upgrade in the existing software and control systems operated by the TSOs. Therefore, most TSOs\(^3\) want a smaller operator to manage the EDVs, and to sell them power in 1 MW to 10 MW blocks. An aggregator agent would represent the best interests of this smaller operator.

3. TSOs require the power resources that bid in their markets to be predictable and reliable. A single EDV, on the other hand, is a very dynamic and unpredictable power resource — since a car may be unplugged and driven at any instant. An aggregator agent is needed to convert a group of dynamic EDVs into a reliable power resource that can bid a predictable amount of power in the power markets.

4. Finally, participating in the PJM regulation market requires an organization to sign a contract with PJM and become a PJM member. The aggregator agent would be operated and controlled by this organization and would be responsible for complying with all the TSO market rules and regulations.

The aggregator agent is responsible for answering questions such as:

- How can a group of vehicles come together to form a coalition?
- How much capacity can a coalition of EDVs report to the grid operators?
- Which vehicles within the coalition should be used to service the power requests?
- How can the money be fairly distributed amongst the coalition participants?

In our deployed system, we have taken steps to address each of these questions, which are described below. However, the problem of integrating EDVs into the electricity grid is a novel problem that opens up new avenues of research within the multiagent community. See Section 4 for more details.

#### 3.2.1 Coalition Formation

To enable coalition formation, the aggregator agent registers with a Directory Facilitator (DF) agent in the JADE framework, which provides the yellow pages service. To join a coalition, the VSL agents first contact the DF agent and request a list of aggregator agents that provide aggregation services for the geographic area in which the EDV is currently located. The DF agent responds with a list of aggregator agents. The VSL agent then contacts each of the aggregator agents in turn and sends a request-for-contract-terms

\(^3\)We have discussed this with PJM, CAISO, NEISO and a TSO in Germany.
message containing, among other information, the identity of the VSL agent, the maximum regulation-up power, the maximum regulation-down power and the battery energy capacity of the EDV. The aggregator agent then verifies the identity of the VSL agent\(^4\) and then responds with a contract-terms message containing an estimate of the expected amount of money the VSL agent might hope to earn during a 24 hour period. The VSL agent then picks the aggregator agent with the best offer and sends it a join message.

Once enough VSL agents have joined an aggregator agent to allow it to place a minimum bid in the PJM regulation market, the aggregator agent submits its bids. If a bid is accepted, it dispatches the cars by dividing the received AGC (regulation) signal amongst the VSL agents in the coalition.

Currently we only have 5 EDVs and do not have enough capacity to bid independently in the regulation market. When connected to the grid using a high capacity 240V/80A plug, our EDVs can potentially provide 19.2 kW of power in the regulation market. If the EDVs were permanently connected to the grid, we would need 53 EDVs to meet PJM’s 1MW minimum requirement. We have used simulations to empirically determine that we need 230–300 EDVs before an aggregator can reliably provide 1MW of power [9]. To allow us to still participate in the PJM regulation market, we have partnered with a 1MW stationary battery trailer operated by AES Corp. AES Corp. bids 1MW in the regulation market and the received AGS signal is divided proportionally amongst the battery trailer and whatever EDVs are currently connected to the aggregator agent. The aggregator agent is paid according to the Regulation Market Clearing Price (RMCP) for total capacity advertised during a particular hour.

### 3.2.2 Capacity Advertisement and Vehicle Selection

The amount of capacity that can be advertised by an aggregator agent depends on the makeup of the EDVs that have joined the coalition. Specifically this depends on (a) the plug size used to connect the EDV to the grid; (b) the size of the EDV’s battery; and (c) the predictability of the EDV (or the probability the the EDV will actually be parked and plugged in during the hour in which a bid is placed.)

Hence, the job of the aggregator agent is to map a population of VSL agents \(P = \{a_1, a_2, \ldots, a_n\}\) defined by the tuple \(a_i = \langle l, P_{\text{max}}, P_{\text{min}}, E_{\text{cap}}, E_{\text{soc}}, E_{\text{min}}, \rho \rangle\) to a coalition defined by the tuple \(C = \langle A, R_{\text{up}}, R_{\text{down}} \rangle\), where:

- \(l\) is a label identifying a VSL agent
- \(P_{\text{max}}\) is the maximum rate of discharge, in kW, permitted by the plug size and the specific EDV model. We define this quantity as the maximum rate of discharge in order to comply with the generator conventions that denote positive power as that flowing from the generator/EDV to the grid and negative power as flowing from the grid to the EDV batteries. If this value is 0, the EDV is not allowed to back-feed power back to the grid (i.e. the EDV is not permitted to discharge power back to the grid.)
- \(P_{\text{min}}\) is the minimum rate of discharge permitted, in kW. The quantity will almost always be negative since EDVs are primarily meant to be charged from the grid.
- \(E_{\text{cap}}\) is the battery capacity of the EDV, in kWh.
- \(E_{\text{soc}}\) is the current state of charge (SOC) in the battery, in kWh.
- \(E_{\text{min}}\) is the minimum amount of charge needed to maintain a minimum driving range in the EDV and allow the driver to take unscheduled trips.
- \(\rho \in R\) is a real number between 0 and 1 denoting the aggregator agent’s measure of the predictability of this car.
- \(A \subseteq P\) is the set of agents selected for participating in the coalition.
- \(R_{\text{up}}\) is the amount of regulation up power being advertised by the coalition.
- \(R_{\text{down}}\) is the amount of regulation down power being advertised by the coalition.

Since the PJM TSO requires symmetric advertisements/contracts, \(R_{\text{up}}\) must always equal \(R_{\text{down}}\). To allow for symmetric contracts we first define a term, Preferred Operating Point (POP) for each individual EDV.

To get an intuitive sense for the POP, think of the POP as the rate of discharge when the regulation request is zero. (Again we define POP as the rate of discharge to comply with generator conventions in which positive quantities indicate power flow from the EDVs to the grid.) For example, if the POP is defined to be -2kW, in the absence of a regulation request, the EDV would be charging by drawing 2kW of power from the grid. Now if the TSO sends a regulation request for -3kW (i.e. regulation-down or drawing of power from the grid), the EDV would set its charge rate to -5kW \((-3 + -2)\), i.e. it would draw 5 kW of power from the grid to charge its batteries. If instead the TSO sets the regulation request to 1 kW (i.e. regulation-up or providing power to the grid), the EDV would set its charge rate to -1kW \((1 + -2)\), i.e. the EDV would still charge at 1kW and draw power from the grid, despite providing regulation-up.

We determine the POP by using the effective maximum and minimum rates of discharge, where the effective rate is determined by both the plug size and the state of charge in the battery. We define the POP as follows: (Note in the following description, we assume that \(\delta t\) is the amount of time for which a coalition is required to provide the advertised regulation request.)

\[
POP = \frac{E(P_{\text{max}}) + E(P_{\text{min}})}{2}
\] (3)

\[
E(P_{\text{max}}) = \min\left(\frac{E_{\text{soc}} - E_{\text{min}}}{\delta t}, P_{\text{max}}\right)
\] (4)

\[
E(P_{\text{min}}) = \max\left(\frac{E_{\text{soc}} - E_{\text{cap}}}{\delta t}, P_{\text{min}}\right)
\] (5)

Note in Equation 4, if the SOC is at a minimum (i.e. \(E_{\text{soc}} = E_{\text{min}}\)), the effective maximum rate of discharge, \(E(P_{\text{max}})\), will be set to zero and the EDV will only be charged. To see how \(E(P_{\text{max}}), E(P_{\text{min}})\) and the POP varies with the SOC, \(E(P_{\text{soc}})\), see Figure 4. Now to compute the amount regulation-up and regulation-down power that can be advertised by an individual EDV, we define

---

\(^4\)We use the Transport Layer Security (TLS) to allow the VSL agents and the aggregator agents to mutually authenticate each other. Hence, for security and reliability reasons, we only allow communication between known and trusted aggregators and VSL agents.
As is typical in a large realistic system, calculating the Shapley Value for each agent in this way for any feasible coalition (i.e. a coalition with \( R_{up} \) and \( R_{down} \geq 1\text{MW} \) is clearly intractable, since even the minimal sized such coalition would have 53 EDVs (at 19.2 kW power each) and require computing over \( 2^{53} \) subsets of \( C \).

In practice, due to the symmetry axiom of Shapley Values, we might not need to consider every agent as unique and can divide the agents into a set of equivalence classes. However, the number of equivalence classes might still be very large since the number of equivalence classes would depend on (a) the model of the EDV and its battery size; (b) the plug size used to connect the EDV to the grid; (c) the amount of charge in the EDV’s battery when contacted out; and (d) the predictability of the EDV.

Given our chosen way of advertising capacities and making contracts, the Shapley value payoff vector will not necessarily be in the core. Consider for example a grand coalition of 54 EDVs where the 54th car has a slightly smaller plug size. While no individual car may have veto power (i.e. any 53-car subset will gain a positive payoff), the 53 cars with the larger plug size would be better off forming their own coalition. Instead, the core is non-empty and contains at least the payoff vector where each car gets a payoff proportional to its own contribution, provided that there are no veto players (cars that can scuttle the coalition on their own) and that the coalition is feasible (meets the minimum requirements). The experimental tendency is that the Shapley value grows closer to the simple proportional payoff as the number of vehicles becomes large (diminishing the effect of the minimum power restriction). Hence, we decided to use a proportional payoff for the EDVs in our system (i.e. each EDV is paid a share proportional to its contribution in the coalition.)

### 3.3 TSO Agents

The TSO agents communicate with the aggregator agents and provide a wrapper around the legacy systems used by the TSOs. The TSO agents have two main functions — (a) allow the aggregator agents to participate in the regulation market; and (b) send AGC power (regulation) requests to the aggregator agents. The TSO agents are responsible for converting between the legacy modbus data protocols used by the Arcom Director\(^5\) and the FIPA agent communication language used by our agents.

### 3.4 EVSE Agents

EVSE is an acronym for Electric Vehicle Supply Equipment and is a fancy name for an EDV battery charger. The primary goal of the EVSE agent is to look after the best interests of the owner of the recharging station (which may be the same as the vehicle owner but might also be a completely separate entity like a commercial business or a municipality). Since EDVs are designed to plug into a wide range of power sources, including traditional Edison 125V/15A plugs, the EVSE agents are optional to the operation of the GIVs. When present, the EVSE agents communicate with the VSL agents over a special power + network connector (SAE J1772).

In our system, we define two levels of functionality for the EVSE agents:

\(^5\)The Arcom Director is a remote terminal unit used by PJM.
1. At the basic level, the EVSE agent simply communicates with the VSL agent. The information sent by the EVSE can be very comprehensive and includes information about (a) the maximum charge rate; (b) the maximum discharge rate; (c) whether or not V2G (or backfeeding of power to the grid) is permitted at this charger; (d) meter id and transformer id of the circuit on which this EVSE is located; (e) the network settings the VSL agent should use for internet access; (f) whether the VSL should provide emergency power in the case of a power disruption; and (g) error codes related to ground, control and pilot faults.

2. At a more advanced level, the EVSE can negotiate charging contracts with the VSL agents. This would be useful in situations where the EVSE are owned by a third party such as a business or a city. (For example, there are plans for installing EVSEs on our main street and in our interstate service centers.) In these situations, the EVSE agents would negotiate rates of charging and the corresponding costs with the VSL agents and, in some cases, might even allow the EDVs to charge for free as long as the VSL agents agree to forego the revenue earned by providing GIV services. These EVSE agents would also be responsible for keeping records of charging events and for billing customers appropriately for the services used.

At present we have only implemented the basic functionality in our EVSE agents and are working on incorporating the more advanced functionality into future releases.

4. RESEARCH CHALLENGES

Coalition formation has been studied extensively in both game theory [8] and multiagent systems (see [16, 6, 8, 14, 1] for a small sampling) and has even been applied to power transmission planning [4] and open environments [15]. We believe there are some key differences between the existing research on coalition formation and the kind of coalition formation that we are interested in in this paper:

- Coalition formation for EDVs differs from iterative coalition formation games in that each game is not independent. Rather the coalition’s ability to participate in the next game depends on the actions of the previous game. If we use up all the charge in the EDVs in game $i$, we won’t have any charged EDVs available for use in game $i+1$. Hence, what we do in one hour affects the kind of coalition that we can form in the next hour. Furthermore, the set of agents that form the coalition is highly unpredictable and varies from hour-to-hour.

- Most coalition games assume a fixed characteristic function that defines the payoffs received by the formed coalitions. However, in the case of coalition formation for EDVs the characteristic function is not fixed. Instead part of the problem is determining the amount of capacity to bid in the different markets which involves determining an appropriate characteristic function for the coalitions.

We believe these two issues need to be modeled and studied by the multiagent community in general and we would like to focus on modeling these issues in our future work.

5. EVALUATION

Since this paper describes an implemented and deployed system, we thought the best way to evaluate our system would be to describe its operation over the first nine months of this year. Figure 5a shows the total capacity bid by our EDVs in kW-h$^7$; Figure 5b shows the number of hours that

---

$^6$This information together with the topology of the power grid can be used by the aggregator agent to limit the maximum load on an individual transformer.

$^7$Since the regulation market pays for the bid regulation capacity and not for the actual power provided, the unit for regulation capacity is kW-h. One kW-h is a unit of power capacity meaning that one kW of regulation power capacity
each EDV was plugged-in and providing regulation services; and Figure 5c shows the amount of money earned by our EDVs, in US dollars, during the same period.

As can be seen, the amount of regulation capacity offered and the amount of money earned is directly proportional to the number of hours plugged in. (These EDVs were mostly plugged into 208V/50A plugs although occasionally an 80A plug was also used.) We started out with 3 EDVs in January and February. Since the winter months (especially February) were particularly severe in the northeast (in 2010), we chose to not participate in the regulation market in order to conserve the battery life of our EDVs. In March, we added two more EDVs to give us a total of 5 EDVs. The amount of regulation offered dropped significantly in the months of June, July and the starting of August because we were making significant upgrades to our system.

Extrapolating from our data, if an EDV is plugged-in and providing regulation services for 15 hours a day, it can expect to make a hundred dollars a month given the current Regulation Market Clearing Prices (RMCPs). Given that the RMCP was twice as high as what it is right now before the start of our current economic recession, EDVs owners can expect to make between 100 and 200 dollars a month or between 1,200 and 2,400 dollars a year by participating in the regulation market. This is a significant amount of money that can be used to offset the high costs of EDVs.

6. CONCLUSION AND FUTURE WORK

This paper describes an implemented and deployed system for integrating a group of EDVs into the electricity grid. We motivated the problem, described the various types of power markets and presented an implementation of a multiagent system that allows EDVs to participate in the regulation market. We have also deployed 5 EDVs in the PJM TSO that, in conjunction with a 1MW battery trailer operated by AES Corp., has been able to bid and earn money in the regulation market.

For our future work:

- We plan to deploy another 50 EDVs within the next two years. Our goal is to have enough EDVs so that we may participate independently in the PJM regulation market. We would also like to study the scalability of our approach to a couple of thousand EDVs.

- We would like to focus on each of the open research challenges presented in Section 4.

- We would like to lead the effort to develop a standard set of protocols for (a) communicating between the VSL agents and the Vehicle Management Systems (VMSs) inside the EDVs; and (b) communicating between the aggregator agents and the VSL agents. This latter would involve defining a standard ontology for this application.
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ABSTRACT

In this paper we propose a Multi-Agent version of UCT Monte Carlo Go. We use the emergent behavior of a great number of simple agents to increase the quality of the Monte Carlo simulations, increasing the strength of the artificial player as a whole. Instead of one agent playing against itself, different agents play in the simulation phase of the algorithm, leading to a better exploration of the search space. We could significantly overcome Fuego, a top Computer Go software. Emergent behavior seems to be the next step of Computer Go development.

Categories and Subject Descriptors
1.2.1 [Artificial Intelligence]: Applications and Expert Systems—Games

General Terms
Algorithms, Experimentation

Keywords
Emergent Behaviour, Collective Intelligence

1. INTRODUCTION

Go is a two-player turn-based strategy board game, that is famous for being one of the main challenges in Artificial Intelligence. A small set of simple rules leads to a game amazingly complex for a human being and a search tree that is unbearably large for a computer. There are many reasons for this difficulty of developing a strong artificial player. First, Go is played in a large board, 19x19, with 361 intersections, creating difficulties for tree search based algorithms. Second, generally most of the intersections are valid movements, increasing the number of possible states from a given state of the board. Third, the stones interact in complex ways during the game; one stone may influence a distant group, for example in situations where there is a ladder. Besides, building an evaluation function is not trivial. Even end of game situations, that intuitively should be simpler, were proved to be PSPACE-hard [31]. According to [1], compared to the complexity of Chess ($10^{50}$), the complexity of Go ($10^{160}$) is bigger by a factor of $10^{110}$. We can see, therefore, how challenging it is to create an artificial player of Go.

However, recently, with the development of evaluations of the board state based on simulations (known as Monte Carlo techniques), the strength of Computer Go players improved significantly. Thanks to artificial players like MoGo, Crazy Stone, Fuego, Many Faces of Go, and Zen, the best Go programs are now considered amateur level 2 dan. Further improvement was achieved by parallelization, as it increases the computational power, allowing a deeper exploration of the possible movements. In February 2009, Many Faces of Go, running on a 32-core Xeon cluster, beat the professional player James Kerwin, in a 19x19 board with a handicap of 7 stones. Many recent works are now investing in the parallelization of Monte Carlo techniques. However, there is always a limit in the amount of speed-up that can be gained in a parallelization design.

Generally, there are two ways to increase the strength of an artificial player: advances in computational power, which can be achieved by parallelization, and advances in the theory, which can be achieved by new algorithms and methods. Nowadays, the research in Monte Carlo techniques seems to be focused on the parallelization of the current approaches. However, it is always desirable to advance the theory with the creation of better algorithms, that lead to stronger players even when the computational power has not necessarily increased. We believe that the next theoretical step lies in the investigation of Multi-Agent methodologies.

Multi-Agent systems have been used to solve a great range of problems in Artificial Intelligence. The emergent behavior of a great number of simple agents have been applied in algorithms like Ant Colony Optimization [11], Particle Swarm Optimization [20], etc, in order to solve difficult optimization problems. It is also notable how emergence can lead to complex and intricate group behavior [21, 22, 23, 28].

Emergence is a powerful concept, not only in Computer Science, but also in a variety of disciplines, like philosophy, systems theory and art. The stock market and the Internet are important systems to modern life that arise thanks to the emergence of simple components. Emergence is also fundamental in biological systems. A notable example is an ant colony. It is known that the queen does not order directly the ants. Each ant is always reacting to stimuli generated
Figure 1: Water crystals, formed by a natural emergent process (taken from www.wikipedia.org).

by chemical scent from larvae, other ants, intruders, food, waste, etc, and they leave chemical that will be used as stimuli to other ants. Therefore, there is no centralized control, but the ant colonies exhibit complex behavior and are able to solve complex problems. Another example is the formation of water crystals on glass, a natural emergent process created by the random motion of water molecules, that leads to a highly-organized structure (Figure 1).

However, emergence is generally not a clear concept. In this paper we define emergence as a great number of simple iterations that occur in a system, leading to a complex result. We can model the Monte Carlo evaluations as one agent that repetitively plays against itself using a playout strategy. Although the playout strategy might be simple, the combination of a great number of games with a tree exploration phase makes intelligent game play emerge in a Monte Carlo Tree Search algorithm (MCTS). In this paper we explore this further, by evaluating the effects of having not only one, but many different agents at the playout phase of a MCTS.

At each stage of the Go board, one agent is selected to generate a movement, leading the board to the next stage. The agents act in turn, therefore there is no spatial organization, but a temporal organization. However, each agent acts in the environment that was left by the previous one, and this interaction seems to lead to a higher playing strength. As the interactions are simple, but they lead to something complex (high-level go), we believe emergence is a good concept to define our idea.

Our proposed algorithm is also inspired by the advantages of diversity. It is currently believed by some social scientists and economists that the best teams are not necessarily composed of the best individuals. In order to build a team that is effective in solving problems, it is also important to look for diversity, to bring together people with different perspectives and solution strategies [27]. By using different agents during the simulation process, we are also exploring this concept, but in a Multi-Agent context.

We modify Fuego [13], an open source implementation of a powerful MCTS algorithm: UCT Monte Carlo Go. Therefore, the contribution of this paper is to offer a new paradigm for the exploration of Monte Carlo Go. Our experimental analysis show that we could significantly overcome Fuego, and produce a stronger Computer Go program.

2. RELATED WORK

A great variety of approaches have been proposed in the literature in order to tackle with the complexity of Go. The problem is too difficult for a conventional α-β search, forcing the researchers to try many different methods. An interesting survey of the literature can be found in [6]. Classical works used abstractions [15] and patterns [4]. Other important approaches that have been explored include learning [8], cognitive modeling [5] or combinatorial game theory [24].

Generally, in the classical way to develop a Go program, specific game knowledge has to be implemented. Therefore, many algorithms were proposed to resolve specific subproblems of the game [3]. However, the Monte Carlo approach appeared, which originally used only the simple Go rules to perform random simulations in order to discover good positions to play [7]. Later, the Monte Carlo simulations were used to evaluate leafs in tree search algorithms, and the simulations started to use heuristics, which included some Go knowledge, in order to improve their realism, as in [12]. The state of the art was further advanced by the UCT Monte Carlo algorithm [17], which contributed with significant improvements in playing strength. The proposed program, MoGo, won all the tournaments on the international Kiseido Go Server2 on October and November 2006.

In order to achieve further enhancements, parallel and distributed versions of the game started to appear on the literature. Generally, the idea is to use a great number of machines or processors to increase computation power. According to [10], three different parallelization approaches are possible in UCT Monte Carlo: root parallelization, leaf parallelization and tree parallelization. In root parallelization each thread is responsible for one tree, and when the time is finished, the results are merged. In leaf parallelization, many simulations are executed to evaluate a single leaf, each one by one thread. In tree parallelization, many threads execute in a single, shared tree. In [16] it is proposed a straight algorithm for multi-core parallelization, based on shared memory, and an algorithm for cluster parallelization that uses less messages than a simple generalization of the multi-core algorithm. The multi-core algorithm achieved a 63% percentage of victory by doubling the computational power and the cluster algorithm achieved 83.8% percentage of victory by using 9 machines. Some works propose distributed systems based on a client/server architecture in order to increase the number of available playouts [18]. Recently, a top Computer Go program, Zen, was run in a large cluster of computers [19]. A similar approach is also investigated by [9], where a percentage of victory of 70.50% could be achieved against GnuGo, using 16 slaves. However, the results do not improve with a higher number of slaves, and even decreased in some cases. Root parallelization in the Fuego system was studied by [29], where experiments with 64 cores demonstrated that although the program gets stronger, there are limitations in the possible performance gain.

Recently, distributed versions of the top Computer Go programs have won against professional players in handicap games. However, it is known that the overhead of the parallelization imposes a limit to the possible improvement in game strength. In [18], for example, in 9x9 boards the system saturated with 7 servers, and the use of 4 servers brought a speed-up factor of only 1.55. In [10], tree par-

2http://www.weddslist.com/kgs/past/index.html
allelization only scaled well up to 4 threads. A lock-free parallelization was proposed by [14], but it could not scale beyond 7 threads.

The next step seems to be converging into Multi-Agent System paradigms. Some works started to apply this idea, but in order to play other games. In [25], a consultation system to play Shogi is proposed. A set of players send their opinion about what should be the next movement, and one of the opinions is selected as the official movement. The authors show that a consultation system composed of three famous Shogi programs plays better than each software individually. In [30] the authors extend the last approach, but this time they use the position evaluation of different players in order to select a single movement. The number of agents in these works was limited, though, with at most 6 agents. In [26], the authors explore a Swarm Intelligence Algorithm, Stochastic Diffusion Search, to build an artificial Othello player. We believe that the use of Multi-Agent Systems has to be further explored, and it can be the next cornerstone in Computer Go development.

Some social scientists and economists currently believe that teams of diverse people can have strong characteristics for solving difficult problems [27]. By combining different perspectives and solution strategies, a diverse team can explore a greater range of possible solutions for a problem; while a team with high-talented but similar individuals might not be able to explore so many different solutions, as each member will tend to have similar results as the other members of the group. Therefore, a team of diverse members might perform better than a team with the best individuals. This concept is also an important point to be explored in the development of Multi-Agent paradigms for Computer Go.

In this work we are going to extend the top MCTS algorithm, UCT Monte Carlo Go, with a Multi-Agent System paradigm. Instead of showing the computational power gains that can be obtained by parallelization or distribution, we are going to show how the emergent properties of a great number of simple (and diverse) agents, by itself, can enhance the strength of an artificial Go player.

3. METHODOLOGY

First, we are going to introduce UCT Monte Carlo Go. The algorithm is based on the multi-arm bandit problem. A multi-arm bandit is like a traditional slot machine, but with many arms. Each arm has a reward drawn from an unknown probability distribution. The objective is to maximize the total sum of iterative plays. When choosing an arm to play, there is a balance between selecting the best arm found so far, or exploring other arms. In [2], it is proposed a simple algorithm, called UCB1 in order to solve the selection problem. Let’s define the K-armed bandit problem by the random variables $X_{i,n}$, for $1 \leq i \leq K$ and $n \geq 1$. Each variable is the reward of arm $i$ when it is played at time $n$. Given a certain arm $i$, the rewards $X_{i,n}$ are independent for all $n$, and are identically distributed according to an unknown probability distribution. The rewards across arms are also independent, but they might not be identically distributed.

The algorithm selects the arm $j$, that maximizes $\bar{X}_j + \sqrt{\frac{2 \log n}{T_j(n)}}$, where $n$ is the overall number of plays up to the current iteration, $T_j(n)$ is the number of times arm $j$ has been played after the first $n$ plays, and $\bar{X}_j$ is the mean of the values obtained so far when arm $j$ was selected. In [2], it is also introduced a slightly more complicated algorithm, called UCB1-TUNED, that had better experimental results. First, they calculate an estimation of the upper bound on the variance of arm $j$, by:

$$V_j = \left( \frac{1}{T_j(n)} \sum_{y=1}^{T_j(n)} X_{j,y}^2 \right) - \bar{X}_j^2 + \sqrt{\frac{2 \log n}{T_j(n)}}$$

Then, they select the arm $j$ that maximizes the following equation:

$$\bar{X}_j + \sqrt{\frac{\log n}{T_j(n)}} \min \{1/4, V_j \} \quad (1)$$

In UCT Monte Carlo Go, each Go board situation is seen as a bandit, and each possible move is seen as an arm with unknown reward of a certain distribution. Generally, the algorithm can be defined by two phases: tree search and leaf evaluation (also known as playout). The tree search phase starts at the root of the tree. At each node (Go board situation), the child-node (possible move) that maximizes Equation 1 (UCB1-TUNED) is selected as the next node to be visited. This is executed recursively, always choosing the child-node according to UCB1-TUNED. When a node is selected that has never been visited before, the next phase is executed: score estimation by Monte Carlo simulations, where heuristic-driven random games are executed from the state of the leaf until the end of the game. Generally the heuristics are designed in a way that the end game can be easily recognized, and the final score easily calculated. The final score is used to estimate the value of the leaf. The value of the nodes in the path are then updated iteratively, from the father-node of the selected leaf to the root. Note that the Go board states created during the Monte Carlo simulations will not become part of the tree, they are used only to estimate the value of the leaf. Improving the quality of the simulations will improve the estimation of the score, leading to a stronger player [32].

We can model the random simulations as one agent playing against itself using its available heuristics (Figure 2(a)). In this work, we investigate the effects of having not only one, but several agents playing against each other (Figure 2(b)). Each agent has a different playing style, increasing the range of exploration of the search space. As will be further explained, at every stage of the simulation process, a different agent will be selected in an agent database, and this agent will be responsible for selecting the next movement. Note, therefore, that (contrary to our first idea) in our approach we are not executing a tournament between different agents, as one agent does not play a full game against another.

We based our implementation on Fuego, an open source UCT Monte Carlo Go algorithm. The Fuego system executes several heuristics hierarchically. It starts by selecting the first heuristic. In case it cannot generate a movement, it proceeds by selecting the next one on the hierarchy. The process repeats until a heuristic generates a movement. If no heuristic can generate a movement, a random move is selected from the board. Generally the heuristics are applied in the neighborhood of the last movement. The current version of Fuego (0.4) has mainly five heuristics: Nakade If there is a region of three empty points, generates a move-
In this section, we are going to present the experiments performed to validate our approach. They were all executed in a 9x9 board, with the same time limit for both our system and Fuego. We used Fuego’s default time limit and default configuration for the number of playouts per leaf (1 playout per leaf, for a 9x9 board). We executed 500 games with our system playing as White, and 500 games with our system playing as Black, giving a total of 1000 games per configuration. The experiments were executed in a cluster of Intel(R) Xeon(R) CPU E5530, at 2.4GHz and with 24GB of RAM.

Note that our algorithm is not parallel, but we used a cluster in order to distribute the execution of the 1000 games, decreasing significantly the time necessary to run the experiments. The cluster used is part of the InTrigger\(^3\) platform, a cluster of more than 13 clusters distributed across Japan. They are intended to be used for information technology research, both for system software and for large scale data analysis.

We used Fuego’s default time limit and default configuration for the number of playouts per leaf (1 playout per leaf, for a 9x9 board). We executed 500 games with our system playing as White, and 500 games with our system playing as Black, giving a total of 1000 games per configuration. The experiments were executed in a cluster of Intel(R) Xeon(R) CPU E5530, at 2.4GHz and with 24GB of RAM.

Note that our algorithm is not parallel, but we used a cluster in order to distribute the execution of the 1000 games, decreasing significantly the time necessary to run the experiments. The cluster used is part of the InTrigger\(^3\) platform, a cluster of more than 13 clusters distributed across Japan. They are intended to be used for information technology research, both for system software and for large scale data analysis.

\(^3\)http://www.intrigger.jp
processing researchers.

We first ran our algorithm with all the possible 120 agents. It led to a relatively low percentage of victory: 41.20% (±2.10%). After performing several experiments with the database, we found out that some agents seemed to decrease, while other agents seemed to increase the percentage of victory. Therefore, we created a simple learning algorithm, that tries to add each agent in the database, and tests if it increases or decreases the strength, as described in the previous section.

First, we are going to show our results when the order in which each heuristic is attempted. The first line defines one agent and the columns defines the order in which each heuristic is attempted. The first line corresponds to the original Fuego agent. Our algorithm was able to find a set of 5 agents that seems to increase playing strength.

The result obtained with the addition of each new agent can be seen in Figure 5. As can be observed, from a 48.55% (±2.10%) percentage of victory with only Fuego’s original agent, with 5 agents we could achieve 57.55% (±2.10%), a gain of 9.00%. Therefore, our strategy seems to be effective into improving the strength of Computer Go algorithms. We performed a t−test analysis that showed that the result with 5 agents is better than the result with only Fuego’s original agent with 99% of confidence.

The result of about 48% when our system has only the Fuego original agent is a little bit different from the theoretically expected 50%. We believe this might happen because the game with only one agent is not really “Fuego” vs. “Fuego”, it is “Fuego” vs. “Fuego with a small overhead”, as the algorithm for agent selection and agent execution is still there, and it is ran in every step of the Monte Carlo simulations. As the number of simulations is very high, we believe this overhead might be responsible for the 48.55% result, instead of 50%.

We also executed games with our system running with a single agent (again, against Fuego). In each execution, we used one of the agents that were selected for the agent database, but only that one. The objective of these experiments is to see if the result of the agents as a group is better than the result of each individual agent. We can see the percentage of victory obtained for each agent in Table 2, where the Agent Number represents the position of the agent in the list (or, in other words, the number of the iteration in which the agent was tested). We called agent 5 as α and agent 6 as β because they are going to appear again in our next experiment.

Many interesting observations can be drawn from these experiments. First, as can be seen, the result of the group (57.55%) was better than the result of each individual agent, though the difference between the group and the agent 64 is quite small. However, even before adding agent 64, the group already performed quite well (56.90%), a percentage of victory higher than each member. Second, agent 70 is clearly much weaker than the other agents, but when it was added in the agent database the result improved 0.35%, instead of decreasing. Therefore, it seems that there is a group phenomena that makes the algorithm stronger.

The learning graph of our algorithm can be seen in Figure 6. After adding agent 5 and 6, the system fluctuates, and is able to escape from the local minimum (lack of improvement) only with the addition of agent 64. After adding agent 70, the system fluctuates again and is not able to find a better solution.

We ran our algorithm a second time, but now we tested the agents in a different order. Before we developed our learning algorithm, we had a list of 15 agents that we believed to be strong (by intuition and trial an error experiments), and we moved those agents to the beginning of the list. Our original intention, when we developed the learning algorithm, was to test this set of agents. The rest of the agents followed the same order as the previous experiment. The agents that compose the new solution found by the learning algorithm can be seen in Table 3. The result obtained with the addition of each new agent is represented in Figure 7, and the learning graph can be seen in Figure 8. This time, we found a slightly better result, of 59.15% (±2.10%).

We executed games with our system running with a single agent. The percentage of victory obtained for each agent can be seen in Table 4. The Agent Number of each agent is

<table>
<thead>
<tr>
<th>Agent Number</th>
<th>Percentage of Victory</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>48.50% ± 2.20%</td>
</tr>
<tr>
<td>5 (α)</td>
<td>52.85% ± 2.15%</td>
</tr>
<tr>
<td>6 (β)</td>
<td>53.60% ± 2.15%</td>
</tr>
<tr>
<td>64</td>
<td>57.30% ± 2.15%</td>
</tr>
<tr>
<td>70</td>
<td>29.60% ± 1.90%</td>
</tr>
</tbody>
</table>

Table 2: Percentage of victory for each individual agent.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Percentage of Victory</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Selected agent database.
different than last time, as the order changed, but agent 1 and 2 are the same as agent 5 and 6 of the last experiment, respectively. Therefore, we named them $\alpha$ and $\beta$. Again, the result of the group was better than the result of each individual agent (although the difference between the group and agent 3 is small). This time, the difference between the group and the best agent seems to be higher than in the previous experiment. And, for the second time, agents that are weaker were able to increase the percentage of victory when they were added to the group. Agent 42 had a percentage of victory of only 50.90%, but was able to increase the percentage of victory of the system in 1.20% when it was added in the group. Therefore, with this new agent order, we were also able to show that we can increase the strength of Monte Carlo Go using the emergent behavior of a group of agents, this time with a slightly better result.

As can be seen, we could find two agent sets that perform quite well against the original Fuego. After analyzing the result of our experiments, we think we have strong indications that the emergent behavior of a group of agents can

<table>
<thead>
<tr>
<th>Agent Number</th>
<th>Percentage of Victory</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>48.55% ± 2.20%</td>
</tr>
<tr>
<td>1 ($\alpha$)</td>
<td>54.40% ± 2.15%</td>
</tr>
<tr>
<td>2 ($\beta$)</td>
<td>54.55% ± 2.15%</td>
</tr>
<tr>
<td>3</td>
<td>57.05% ± 2.15%</td>
</tr>
<tr>
<td>42</td>
<td>50.90% ± 2.20%</td>
</tr>
</tbody>
</table>

Table 4: Percentage of victory for each individual agent, in the not random order.
lead to higher quality simulations, creating stronger players.
It is notable that we could obtain a percentage of victory of around 59% against Fuego, in its default configurations for time limit and number of playouts per leaf.

5. DISCUSSION
In this paper we opened a new path for Computer Go: emergent behavior. In our approach, different agents play in the simulation phase of UCT Monte Carlo Go, which allows a greater diversity, increasing the quality of the simulations, and of the artificial player as a whole. It is possible to argue that other MCTS programs also have emergent behavior, as intelligent game play emerges from a playout strategy executed repetitively by a single agent. However, this work is the first to put Multi-Agent Systems and emergent behavior into perspective, showing new paths that can be explored to improve the current algorithms.

We could not achieve a significant percentage of victory against Fuego using the set of all possible 120 agents. However, we noticed that a selected set of agents could effectively improve the solution, and overcome Fuego. This inspired us to create a simple greedy learning algorithm, that tests if the presence of each agent contributes to improve the strength or not. With this algorithm, we could find a set of agents that won about 59% of the games. In the not random order, the first agents that the algorithm tried were already known to be good, and they were immediately selected. However, we had a set of 15 agents that we believed to be strong (when all of them were in the agent database, we obtained a percentage of victory of about 54%), and we were surprised when the learning algorithm reduced this set to only 5 agents. And also, the learning process increased the percentage of victory of our system in about 5%, compared to the solution that we could find manually. Therefore, it had a significant impact in our results.

However, even though we could significantly overcome Fuego with our agent set, it is still not so clear if the group performs better than the best agents, as the difference between them was small. As the number of possible combinations of agent sets is quite high, we believe there might be agent sets that perform even better, and might clearly overcome the best agents. Therefore, it is necessary to develop better algorithms for finding strong agent sets.

We believe that our approach is in a good direction to improve MCTS. However, even our straight O(n) learning algorithm, executing in 104 cores, takes about 120 hours to finish. This happens because it is necessary to perform a great number of games in order to reach stable results, with low standard deviations. With the problems of sharing a cluster, like system maintenance, queues, machine reservation schedules, jobs being killed, etc, the whole execution took about one week and a half. Therefore, finding good agents is a difficult, computationally intensive problem.

Even though, we believe that much can still be discovered in that direction. An immediate future work is to regenerate the random list of agents, and run the learning process again. Would it select a similar set of agents? Could it discover an even stronger group? Another question that should be answered is the effect of adding not one agent to the database, but a set of agents. In other words, does each agent by itself contribute to the solution or is there improvement only when a specific set of agents are all together in the database? If so, how can that set be found? It is impossible to test all combinations of agents. One idea could be to apply an algorithm like simulated annealing, and accept agents that decrease the solution, in order to escape local minima. In our experiments we could perceive that agents that perform bad individually are able to increase the quality of a certain set, so the effect of one agent might depend on the presence of other agents in the group. Unfortunately, it does not seem to be possible to apply learning algorithms like the evolutionary methods, due to the high cost of testing each solution.

Another possible future research path is to study how to apply Multi-Agent System paradigms in different ways. Our system employs a great number of agents during the simulations that are executed to evaluate the score of the leaves. It is possible to experiment with different applications of the paradigm. For example, what if different programs negotiate about a single move, like in [25]? How can we know which is the best movement among the ones suggested? In the case of Shogi the number of possible movements is more limited, and the convergence seems to be easier than in Go, allowing the application of simple majority voting algorithms. With the range of different possibilities allowed in a Go game, how can we solve the selection problem? Other possible direction is to try to apply Multi-Agent Systems in the tree search phase. Which algorithms could be applied? What benefits could we obtain? As can be seen, there is a great range of ideas and algorithms that can be inspired by this work.

6. CONCLUSION
In this paper we present a new paradigm to the state of the art of Go: Multi-Agent Monte Carlo Go. In our approach, different agents play in the simulation phase of UCT Monte Carlo Go, increasing the realism and the quality of the simulations by their emergent behavior. We could not achieve a significant result with all possible agents, but after selecting a good set of agents by a learning algorithm, we could significantly overcome the original system, Fuego. Therefore, we effectively increased the strength of UCT Monte Carlo Go. We present several discussions about our system, including directions for further improvement and points that should be better studied. We believe that our work presents a new paradigm for Monte Carlo Go, and it can be used as inspiration to a variety of different works.

We plan to further explore the research possibilities that were discussed in this paper. Therefore, our future work includes better exploring how to automatically learn good sets of agents. After running again our learning algorithm, but this time with different random agent lists, we plan to explore the effect of probabilistically accepting agents that decrease the solution, like simulated annealing algorithms. Other directions of research can be also explored, for example, discovering solutions of how to select the best move when different programs cooperatively play Go. We believe that much can still be researched, and Computer Go can be greatly improved by exploring Multi-Agent System techniques.

Acknowledgment
The authors would like to thank the Japanese Ministry of Education, Culture, Sports, Science and Technology for supporting this project.
7. REFERENCES


Towards a Unifying Characterization for Quantifying Weak Coupling in Dec-POMDPs

Stefan J. Witwicki and Edmund H. Durfee
Computer Science and Engineering
University of Michigan
Ann Arbor, MI 48109
{witwicki,durfee}@umich.edu

ABSTRACT
Researchers in the field of multiagent sequential decision making have commonly used the terms “weakly-coupled” and “loosely-coupled” to qualitatively classify problems involving agents whose interactions are limited, and to identify various structural restrictions that yield computational advantages to decomposing agents’ centralized planning and reasoning into largely-decentralized planning and reasoning. Together, these restrictions make up a heterogeneous collection of facets of “weakly-coupled” structure that are conceptually related, but whose purported computational benefits are hard to compare evenhandedly. The contribution of this paper is a unified characterization of weak coupling that brings together three complementary aspects of agent interaction structure. By considering these aspects in combination, we derive new bounds on the computational complexity of optimal Dec-POMDP planning, that together quantify the relative benefits of exploiting different forms of interaction structure. Further, we demonstrate how our characterizations can be used to explain why existing classes of decoupled solution algorithms perform well on some problems but poorly on others, as well as to predict the performance of a particular algorithm from identifiable problem attributes.
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1. INTRODUCTION
The Decentralized Partially-Observable Markov Decision Process (Dec-POMDP) has emerged as a popular theoretical model for planning coordinated decisions for teams of agents under uncertainty, but its well-established general NEXP-hardness (reviewed by Goldman [6]) has raised concerns about its practical applicability beyond small toy problems. In response, researchers have defined a variety of subclasses amenable to efficient, scalable solution methods, but that impose various constraints on problem structure [2, 11, 15]. In this paper, we endeavor to illuminate significant aspects of Dec-POMDP interaction structure that make one problem easier than another, and to quantify the computational advantages of exploiting these aspects in concert.

Authors in the multiagent sequential decision making literature commonly use the terms “weakly-coupled” or “loosely-coupled” to classify problems involving agents whose interactions are limited (e.g., [8, 12, 13, 22]). Intuitively, weakly-coupled interaction structure engenders conditional independencies among individual agents’ decisions that allow for efficient decomposition of joint planning and reasoning. However, different authors’ uses of these terms refer to slightly different structural conditions, and often frame the consequences of the structure in slightly different algorithmic contexts. Given the heterogeneity of structural conditions for weak coupling, and the diverse contexts of published results, it is difficult to ascertain the computational advantages of the various structures in relation to one another.

Here, we generalize and synthesize several elements of problem structure into a more unified characterization of weak coupling. In particular, we highlight three complementary aspects of weakly-coupled problem structure: agent scope size, state factor scope domain size, and degree of influence. Not only does our characterization highlight useful relationships between these three aspects, but it also concretely quantifies the relative computational benefits of exploiting each. By considering these three aspects in concert, we derive new bounds on the worst-case complexity of optimal Dec-POMDP planning (the context of which we describe in Section 2). After presenting our characterization and theoretical results in Section 3, we illustrate the usefulness of this contribution in Section 4 by demonstrating that our theory helps (1) to better explain trends observed in past work, and (2) to predict the performance of solution algorithms based on the degree to which test problems are weakly coupled. As a case study, we illustrate how our theoretical results can be used in conjunction with empirical analysis to extrapolate the relative performance of a particular algorithm, Optimal Influence-space Search [22], on 4-agent problems. In Section 5, we relate our characterization to foundational and alternative analyses from past work, and conclude with a discussion of our results and future work in Section 6.

2. CONTEXT
We are considering the problem of planning optimal policies for a group of agents whose behavior is modeled as a Dec-POMDP. To illustrate the interaction structure that we are characterizing, we refer to several examples expressed using a particular Dec-POMDP model called a Transition-Decoupled POMDP (TD-POMDP) [22], whose specification emphasizes conditional independencies among agents.

Figure 1a shows a simple problem involving a three-agent team whose objective is to plan the coordinated executions of tasks. Here, task interdependencies called *enablers* each represent the constraint that one task must have completed with positive outcome quality before another task can begin. The execution of each task, by the agent that owns that task, is also constrained by a *window* that expresses the task’s earliest start time and latest finish time (after which the task will “fail” by achieving zero outcome quality). The uncertainty of each task’s execution is conveyed by its *outcome distribution*, which assigns a probability (*P*) to each possible duration (*D*) and quality (*Q*). In the past, Dec-POMDP researchers have studied examples of this flavor that were geared towards application domains such as Mars rover control [13, 22] and disaster response [11].

2.2 Transition-Decoupled POMDP

A (finite-horizon) Dec-POMDP [1, 6, 16, 22] is specified with a tuple \( M = \langle N, S, A, \Omega, O, R, P, T \rangle \), where \( N \) is a set of \( n \) agents, \( S \) is a finite set of world states, with a distinguished initial state, and \( A = \times_{i \in N} A_i \) is the joint action space, each component of which refers to the set of actions of an agent \( i \in N \). The transition function \( P(s'|s,a) \) specifies the probability distribution over next states given that joint action \( a = \langle a_1, a_2, \ldots, a_n \rangle \in A \) is taken in state \( s \in S \). The reward function \( R(s,a,s') \) specifies the immediate value of taking joint action \( a \) in state \( s \) and arriving in state \( s' \).

Observation function \( O(o'|a,s') \) specifies the probability of the joint observation \( o \in \Omega = \times_{i \in N} \Omega_i\), observed upon taking \( a \) and transitioning into \( s' \).

The team’s behavior is specified with a *joint policy* \( \pi = (\pi_1, \ldots, \pi_n) \), where each component \( \pi_i \) (agent \( i \)'s *local policy*) maps agent \( i \)'s observation history \( o_i^t \) to an action \( a_i \), thereby encoding a deterministic decision rule for any sequence of observations that each agent might encounter. The set of possible joint policies \( \Pi \) denotes the *policy space*, and \( \Pi \), agent \( i \)'s local policy space. The expected cumulative reward received by the team (from times 1 to \( T \)) when executing that policy from the initial state. Finally, Dec-POMDP planning is the problem of computing the *optimal joint policy* \( \pi^* \), which can be expressed as a maximization: \( \pi^* = \arg \max_{\Pi} V(\pi) \).

2.2 Transition-Decoupled POMDP

The Dec-POMDP is an extremely general representation of joint behavior, allowing for arbitrary dependencies among agents’ observations and action consequences. As such, the naive Dec-POMDP specification is oblivious to any interaction structure that may exist among agents. To express some of the structure (which we find useful in Section 3) that is present in problems like the one depicted in Figure 1a, we turn to the TD-POMDP model [22].

The TD-POMDP assumes an inherent decomposition of the joint model into transition-dependent local agent models. The world state \( s \) is *factored* into individual state features that are distributed among agents’ *local states* \( \langle s_1, \ldots, s_n \rangle \in S = \times_{i \in N} S_i \); however, each feature does not necessarily reside exclusively in a single agent’s local state \( s_i \). Figure 1b depicts the decomposition of world state for the example problem as a two-stage dynamic Bayesian network, wherein feature “Den” (encoding whether or not Task D is enabled) is shared among agent 1’s and agent 2’s local states, and *time* is shared among all agents’ local states. These features are referred to as *mutually-modeled features*, comprising set \( m \).

Similarly, the TD-POMDP specifies decomposable observation functions and decomposable local rewards [22]. In this paper, we consider TD-POMDP problems for which the joint value function decomposes into local value functions \( V(\pi) = \sum_{i \in N} V_i(\pi) \), each of which, \( V_i(\pi) \), is equal to one agent \( i \)'s expected cumulative *local* reward. In the example problem, local rewards account for the quality accrued whenever an agent finishes one of its tasks. The TD-POMDP explicitly distinguishes features in an agent \( j \)'s local state that are controlled by agent \( i \) as a *nonlocal feature* \( n_j \), wherein each serves as an attribute through which \( i \) can affect \( j \)'s local state, observations, and subsequent local transitions [22].

For instance, in Figure 1b, when agent 1 completes task C, nonlocal feature \( C \) (false) changes from false to true, thereby altering how agent 3’s actions can affect feature \( F \).

A TD-POMDP’s transition-dependent interactions may be illustrated graphically using an *agent interaction digraph* [22], examples of which are shown in Figure 2. The interaction digraph contains a vertex for each agent, and an edge for each nonlocal feature that connects the controlling agent with the affected agent. For any two agents \( i \) and \( j \), there may be more than one edge leading from \( i \) to \( j \), one for each nonlocal feature controlled by \( i \) and affecting \( j \). For the purpose of our analysis we shall denote the digraph *ancestors* of an agent \( j \) as \( \Lambda_j = \{ i \neq j \mid \text{there is a directed path from } i \text{ to } j \} \), and the set of *digraph descendants* of agent \( i \) as \( \Psi_i = \{ j \neq i \mid \text{there is a directed path from } i \text{ to } j \} \). In contrast, we shall use the word *peer* to refer to "some other agent" in \( N \) without the implication of any particular graphical relationship.

2.3 Relationship Between Dec-POMDP Planning and Constraint Optimization

Our analysis in Section 3 makes use of a reformulation of the Dec-POMDP planning problem into a *constraint optimization problem* (COP). The reformulation is a slight generalization of that explored in past work [2, 15]. In review, a classical COP [4] is specified as a tuple \( C = (X, D, \Psi) \), where \( X = \{ x_1, \ldots, x_n \} \) is a set of \( n \) variables with possible assignments \( \tilde{x} = \langle a_1, \ldots, a_n \rangle \in D = \{ D_1, \ldots, D_n \} \), and \( C \) is a set of *constraints*. Each constraint represents a cost function \( C_k \) restricted (variable) scope \( Q_k \subseteq \{ 1, \ldots, n \} \), such that \( C_k : \times_{i \in Q_k} D_i \rightarrow \{ \mathbb{R}, \infty \} \). The restricted scopes of COP constraints constitute graphical structure that is naturally expressed using a constraint graph \( G \). Illustrated in Figure 2, there is a hyperedge for each constraint \( C_k \) that connects those vertices (which we refer to as *neighbors*) corresponding to the variables indexed by \( Q_k \).

In solving a COP, and obtaining solution \( \tilde{a} \), the objective is to minimize the summation of cost values of the variable assignments: \( \tilde{a} = \arg \min_{a} \sum_{C_k \subseteq \{1, \ldots, n\}} C_k(a) \). Analogously, the objective of Dec-POMDP planning is to maximize the expected utility of the joint policy, which can often be decomposed into component value functions [11, 15, 16, 22], one for each agent in the case of the TD-POMDP.
Observation 1. A Dec-POMDP $M$, whose value function $V(\pi = (\pi_1, ..., \pi_n))$ decomposes into a summation of component value functions $V(\pi) = \sum V_k(\pi)$, reduces to a COP $C_M = (X, D, C)$ structured as follows:

- $X$ contains exactly one variable $x_i$ for each agent $i$,
- the domain of $x_i$ is agent $i$’s local policy space: $D_i \equiv \Pi_i$,
- an assignment $\tilde{a} = (\pi_1, ..., \pi_n)$ is a joint policy,
- $C$ consists of a single constraint $C_k(\tilde{a} \equiv \pi) = -V_k(\pi)$ for each component $V_k$ of $M$’s value function,
- the solution $\tilde{a}^*$ is an optimal joint policy $\pi^*$.

This reformulation gives rise to a decoupled joint policy search methodology (such that employed in past work [2, 14, 22]). In contrast to centralized methods that optimize all components of the optimal joint policy at once, a decoupled joint policy search is an iterative process where, at each step, each agent $i$ computes one possible local policy, $\pi_i^*(\bar{\pi}_{\neq i}) = \arg\max_{\pi_i} V(\pi_i, \bar{\pi}_{\neq i})$, referred to as a best response to proposed local policies $\bar{\pi}_{\neq i}$ of $i$’s peers. Equation 1 below reduces the computation of an optimal joint policy for a three agent Dec-POMDP problem (such as in Figure 1) to a series of best response calculations.

$$
\pi^* = \arg \max_{(\pi_1, \pi_2, \pi_3)} V(\pi_1, \pi_2, \pi_3) = \arg \max_{(\pi_1, \pi_2)} V(\pi_1, \pi_2, \pi_3(\pi_1, \pi_2)) = \arg \max_{\pi_1, \pi_2} V(\pi_1, \pi_2, \pi_3^*(\pi_1, \pi_2)) = \arg \max_{\pi_1, \pi_2} V(\pi_1, \pi_2, \pi_3^*(\pi_1, \pi_2))
$$

(1)

The search implied by the arg max invocations in Eq. 1, which enumerates all combinations of local policies, serves as the basis for more advanced decoupled solution methods cited in the next section.

3. DIMENSIONS OF WEAKLY COUPLING

Intuitively, the computational benefit of solving a problem with a decoupled solution method instead of a centralized method depends upon the presence of problem structure that renders agents more or less independent of each other. Here, we generalize and formally characterize three different previously-studied aspects of weakly-coupled problem structure whose exploitation has been shown to be beneficial in past work (which we review in Section 5). Our characterization takes the form of a three-dimensional landscape that can be used to quantify the advantage gained through exploiting a problem’s interaction structure and, ultimately, to predict the amount of computation needed to solve the problem. We describe each dimension in Sections 3.1–3.3, over the course of which we gradually refine a bound on the computational complexity of Dec-POMDP planning, and then in Section 3.4 we bring these terms together into a unified characterization.

3.1 Agent Scope Size

The first aspect that we examine lies in the graphical structure present in a Dec-POMDP $M$’s equivalent COP constraint graph $G_M$. The connectivity of each hyperedge is dictated by the scope $Q_k$ of a constraint $C_k$, which is equal to the agent scope [7, 16] of component value function $V_k$.

Definition 1. The agent scope, denoted $Q_k$, of a (component) value function $V_k()$ is the subset of agents on whose policies its value depends, such that $V_k : \{\pi_i : i \in Q_k\} \rightarrow \mathbb{R}$.

In a TD-POMDP agent, for instance, the scope $Q_k$ of an agent $i$’s local value function contains all agents that can affect $i$’s rewards through their actions, which are $i$ and its interaction digraph ancestors: $Q_i = \{i\} \cup \Lambda_i$ [21]. In a Network-Distributed POMDP (ND-POMDP), the size of the agent scope corresponds to local neighborhood size [15].

At one extreme of the weak coupling spectrum, agents are uncoupled: they do not interact, so the constraint graph consists of $n$ unconnected vertices. In this case, the optimal joint policy is simply the combination of independently-computed optimal local policies: $\pi^* = (\arg \max_{\pi_i} V_i(\pi_i), \forall i \in \mathcal{N})$, and agent scope $Q_i = \{i\}, \forall i$. At the opposite extreme, all agents’ decisions are affected by all other agents, and hence no agent can optimize its local policy without considering the potential policies of all other agents. In between these two extremes, there exist conditional independencies that allow agents to plan independently of some peers but not others.

Definition 2. An agent $i$ is conditionally decision-independent of agent $j$ conditioned on peer agents $K \subseteq \{\mathcal{N} - \{i, j\}\}$ if: $\forall \{\pi^*_i, \pi^*_j\} \subseteq \Pi_i, \forall \bar{\pi}_k \in (\chi_k \in \Pi_k)\), $arg \max_{\pi_i \in \Pi_i} V(\pi_i, \pi_j, \bar{\pi}_k) = arg \max_{\pi_i \in \Pi_i} V(\pi_i, \pi_j, \pi_k) \) .

In the example from Figure 1, agents 2 and 3 are conditionally decision-independent of each other conditioned on...
By Dechter’s definition \cite{4}, the induced width \( \omega \) may be calculated by taking the minimum, over all possible orderings of vertices in \( G_M \), of the following measure: process vertices in order from last to first, for each vertex connecting its earlier-ordered neighbors, then return the largest number of earlier-ordered neighbors of any vertex. Alternatively, we can estimate \( \omega \) using agent scope size. While in general, \( \omega \geq (\max_k \|Q_k\| - 1) \) (which follows from the definitions of \( \omega \) and \( Q_k \)), for a wide variety of TD-POMDP interaction digraph topologies (some of which are shown in Figure 2), \( \omega = (\max_k \|Q_k\| - 1) \).

### 3.2 State Factor Scope Domain Size

The theoretical results presented thus far assume a naïve algorithm for performing best response calculations: enumeration of all local policies \( \pi_i \in \Pi_i \) and explicit evaluation of \( V(\pi_i, \bar{\pi}_j) \) for each. In a classical COP, enumeration of variable domains would be the only way to compute a best response. However, the COP that we are solving involves policy variables with structured domains. To exploit this structure, several algorithms have been developed for computing a best response by solving a single-agent POMDP model seeded with peers’ policy information \cite{14,15,22}. Aside from harnessing the efficiencies of state-of-the-art POMDP solvers, a best-response model can also exploit weakly-coupled problem structure. In particular, a best-response model does not necessarily need to represent all world state features \cite{15,22}.

Intuitively, there may be features that have no bearing on the value ascribed to the agent’s own behavior. For instance, in Figure 1b, the enabling of Task F (encoded by feature \( \text{Fen} \), appearing in agent 1’s local state, but unobservable to agent 2) is inconsequential to agent 2 as it plans its best response policy \( \pi_2^*(\pi_1) \). Using Definition 3, which we have adapted from previous work \cite{7,16} to fit this context, feature \( \text{Fen} \) is not in agent 2’s state factor scope.

**Definition 3.** An agent \( i \)'s state factor scope \( X_i \) is the minimal\(^\dagger\) set of features sufficient for modeling the (belief) state used to compute \( i \)'s optimal best response.

Becker et al. have derived that a Transition-Independent Dec-MDP (TI-Dec-MDP) agent \( i \)'s best response may be calculated with an augmented MDP whose state space includes only \( i \)'s local state features (but whose rewards are modified to account for peer agent \( j \)'s proposed policy) \cite{2}. In this case, even though the joint utility is dependent upon features from both agents’ local state representations, it suffices for agent \( i \) to reason over a greatly-reduced space of features when computing a best response. In earlier work \cite{22}, we have developed a POMDP for computing the best response for a TD-POMDP agent \( i \) that includes (at most) the features from \( i \)'s local state \( s_i \) and the histories of mutually-modeled features \( m_1 \). A TD-POMDP agent \( i \)'s state factor scope is thus \( X_i \subseteq \{s_i, m_1\} \). Intuitively, the smaller the portion of the world state that an agent observes and interacts with, the smaller its state factor scope, and the easier its local planning and reasoning becomes.

Accounting for the sizes of the domains of features in the state factor scope, denoted \( \text{Dom}(X_i) \), we can refine our bound on computational complexity as follows.

\(^\dagger\)Given that multiple flavors of best response model may be applicable \cite{14,22}, we are most interested in those that exploit weakly-coupled problem structure by reducing their modeled set of features as much as possible.

---

Figure 2: Examples of constraint graphs (right) derived from TD-POMDP interaction digraphs (left).
Theorem 1. The worst-case complexity of Dec-POMDP planning is \(O(n \cdot \exp(|\text{Dom}(X_{\text{max}})|) \cdot |\Pi_{\text{max}}|^{\omega})\), where \(|\text{Dom}(X_{\text{max}})| = \max_{i \in A} |\text{Dom}(X_i)|\).

Proof Sketch. The derivation of the complexity result from Observation 2 entails every best response computation requiring an \(\arg \max_{x} \), to be taken, enumerating the local policy space bounded by \(|\Pi_{\text{max}}|\), for all combinations of policies of \(\omega\) peers, yielding complexity \(|\Pi_{\text{max}}| \cdot |\Pi_{\text{max}}|^{\omega}\) for each of the \(n\) agents. By replacing each best response calculation with one POMDP solution, we can substitute the first term \(|\Pi_{\text{max}}|\) in our complexity computation with the complexity of solving a finite-horizon POMDP, which is \(O(\exp(|S|)) = \exp(|\text{Dom}(X_{\text{max}})|)\) given that the state space is bounded by \(|\text{Dom}(X_{\text{max}})|\).

3.3 Degree Of Influence

Making use of Definition 2, for any two agents \(i\) and \(j\), \(i\) is either decision-dependent on \(j\) or decision-independent of \(j\) (possibly conditioned on some other agents). Considering the rich space of dependencies that may exist between the two agents, a binary relation such as decision-independent lacks the precision to characterize weakly-coupled problems satisfactorily. For instance, in the example problem from Figure 1a, agent 2 is decision-dependent on agent 1, but only dependent on those decisions relating to the execution of Task A. Whether agent 1 executes Task B after completing Task A, or simply idles, cannot impact agents 2’s decisions in any way. Moreover, any two of agent 1’s possible policies, \(\pi_i^x\) and \(\pi_i^y\) that differ only in the decisions made after completing Task A induce the same best response from agent 2.

Definition 4. Two policies, \(\pi_i^x\) and \(\pi_i^y\), of agent \(i\) are impact-equivalent, denoted \(\pi_i^x \equiv \pi_i^y\), if \(\pi_i^x\) and \(\pi_i^y\) result in the same peer best responses: \(\forall j \neq i, \forall x, \forall \pi_j \in \text{Dom}(X_j)\), \(\pi_i^x \equiv \pi_i^y \implies \arg \max_{\pi_j} V(\pi_i^x, \pi_j, \pi_K) = \arg \max_{\pi_j} V(\pi_i^y, \pi_j, \pi_K)\).

Definition 5. An impact equivalence class \(E_{i,x}\) is a set of impact-equivalent policies: \(\forall \{\pi_i^x, \pi_i^y\} \in E_{i,x}, \pi_i^x \equiv \pi_i^y\).

In essence, an agent \(i\)’s local policy space can be partitioned into disjoint equivalence classes, each of which may impact other agents in the system in a different way, thereby (potentially) inducing a different combination of best responses from \(i\)’s peers. Definitions 4–5 elicit a spectrum of varying degrees of agent dependence. At one end of the spectrum, all of agent \(i\)’s policies are grouped into a single impact equivalence class, indicating that any given peer \(j\)’s behavior is unaffected by \(i\)’s decisions. At the opposite end of the spectrum, agent \(j\)’s best response is highly sensitive to the policy that \(i\) adopts, such that no two policies of agent \(i\) are impact-equivalent, and the number of \(i\)’s impact equivalence classes is equal to the size of its policy space \(|\Pi_i|\).

There are several Dec-POMDP planning algorithms that take advantage of this kind of weak agent coupling [2, 22]. Each algorithm employs what we shall call a partitioning scheme that implicitly partitions each agent \(i\)’s local policy space into a set of impact equivalence classes \(E_i = \{E_{i,x}\}\), parameterizing each class with information representative of the policies from that class. The key is that to compute the optimal joint policy, it suffices for each agent \(j\) to compute a best response to just one of the local policies from each of agent \(i\)’s \(|\Pi_i|\) impact equivalence classes. This set of best responses is referred to as agent \(j\)’s optimal coverage set [2] because it sufficiently covers every possible policy of agent \(i\).

Definition 6. For a given problem, the degree of influence \(d_P\), afforded by a partitioning \(P\), is the maximum ratio of impact equivalence classes to local policies:

\[d_P = \max_{i \in A} \frac{|\Pi_i|}{|\Pi_i^{|\Pi_{\text{max}}|^\omega}|} \] (3)

By Definition 6, if a very coarse partitioning is found for a particular problem, wherein partitions contain large numbers of local policies, a low degree of influence \(d_P\) has been achieved. All else being equal, problems with a low degree of influence should be easier to solve than problems with a high degree of influence because of the reduction, from \(|\Pi_i|\) to \(|\Pi_i^{|\Pi_{\text{max}}|^\omega}|\), in the number of necessary best responses per step of a distributed joint policy search. However, the computational benefit of a coarse partitioning could be offset by the computational overhead required to partition each agent’s local policy space, whose worst case we denote \(C_P\).

3.4 Unified Characterization

In the past three subsections, we have quantified three problem characteristics associated with the degree of coupling. Conceptually, agent scope size refers to the number of agents in the system that are affecting each others’ decisions, state factor scope domain size refers to the portion of state feature values that must be considered by each individual agent when coordinating its decisions, and degree of influence refers to the proportion of unique ways that agents can impact each others’ decisions (subject to a given partitioning scheme). Each aspect manifests itself in a different set of problem attributes, and each affects the overall complexity in a different manner. However, we can formally characterize the combination of their effects as follows:

Theorem 2. The worst-case time and space complexity of Dec-POMDP planning, using a decoupled solution method that partitions agents’ policy spaces, is bounded by:

\[O(n \cdot \exp(|\text{Dom}(X_{\text{max}})|) \cdot (d_P|\Pi_{\text{max}}|^{\omega} + n \cdot C_P))\] (4)

where \(n\) denotes the number of component value functions, \(|\text{Dom}(X_{\text{max}})|\) denotes the largest domain of any agent’s state factor scope (Def. 3), \(d_P\) denotes the degree of influence (Def. 6) given partitioning \(P\), \(C_P\) is the worst-case complexity of computing \(P\), \(|\Pi_{\text{max}}|\) denotes the largest local policy space, and \(\omega\) is the induced width.

Proof Sketch. Equation 4 is straightforwardly derived by manipulating the bound from Theorem 1. The base of the exponent is replaced with \(d_P\) due to the worst-case reduction in the number of best response computations afforded by \(P\). Next, a second term is added accounting for the accumulation of computation required by the partitioning process.

Parameters \(\{\omega, X_{\text{max}}, d_P\}\) can be thought of as separate dimensions whose combination provides a concrete measure of the weakness (or strength) of coupling of a problem. A problem’s worst-case complexity depends on where it lies along the spectra of agent scope size, state factor scope domain size, and degree of influence. For any two problems, we can now compare their worst case complexities by estimating the values of the three parameters and positioning each in the
4. EVALUATION

A significant contribution of the theory we presented in Section 3 lies in its explanatory and predictive power, a claim which we now defend (anecdotally in Section 4.1, and empirically in Section 4.2).

4.1 Explaining Trends

Researchers have developed a number of different algorithms for exploiting the kinds weakly-coupled problem structure formalized above [2, 9, 10, 13, 14, 15, 16, 22]. Our unified characterization can explain some of the trends observed in the performance of these algorithms that are not easily explained without considering combinations of dimensions of agent coupling.

For instance, the successes of a family of ND-POMDP algorithms [9, 15] in scaling to many agents has been attributed to the reduced agent scope associated with ND-POMDP agents’ local neighborhoods [9, 10, 15]. That is, as long as the agent scope remains small, these algorithms are expected to be practical. However, a generalized version of one of these algorithms (JESP [14]) has recently been reported as intractable for a test set of Distributed POMDPs with Coordination Locales (DPCLs) containing just two agents, even when generating an approximate solution [20]. A likely explanation for this phenomenon is contained within Equation 4, which suggests that it was not the agent scope of the problems that foiled JESP but instead the cost of JESP’s best response calculation. Whereas ND-POMDP problems have an inherently restricted state factor scope due to the strict separation of transition-independent agents’ local states, DPCL problems involve transition-dependent agents that need to reason about each others’ state variables in order to compute optimal best responses (which JESP employs in computing approximate solutions), making the DPCL more strongly coupled even in its two-agent incarnation.

Transition dependence alone does not make a problem strongly coupled, however. In earlier work, we demonstrated the capability of an algorithm inspired by JESP, Optimal Influence-Space search (OIS), to scale optimally to sets of TD-POMDP problems with four transition-dependent agents [22]. At the time, little was understood about the structure of these problems that OIS was exploiting, especially given the wide range of OIS runtimes reported for a single set of problems. The theory developed in Section 3 leads us to attribute the successes of OIS to a low degree of influence in the test problems, a claim that is supported by empirical evidence presented in Section 4.2.1.

4.2 Predicting Performance of OIS

Our theory can also be used to make detailed predictions about the computational overhead of algorithms such as OIS that exploit weakly-coupled problem structure. Instead of presenting a comprehensive empirical analysis of all the dimensions of weak coupling, we use the limited space here to illustrate how to use Equation 4 to predict the relative computation time taken by OIS to solve variations of two example problems, named fanout and fanin, whose interaction digraphs are shown in Figure 2 (bottom). The two examples differ in their topology, but both include four agents connected by three enablement features, each linking randomly-selected tasks from the task sets of the corresponding agents. Each agent’s task set contains three tasks, each with three randomly-selected outcomes whose qualities are random integers \(\epsilon (1, 10)\) and whose durations are random integers \(\epsilon (1, 5)\) selected without replacement.

Aside from demonstrating how to make empirically-guided theory-driven predictions, this experiment serves to elucidate the relationship between the window sizes of agents’ tasks (examples of which appear in Figure 1a) and the computation time of OIS that we observed in an earlier analysis [22]. As such, we have generated sets of problems (of both the fanin and fanout flavors) whose task window sizes were fixed at \{1, 2, 3, 4, and 5\} and whose earliest start time and latest end times were selected so as to position the task’s fixed-size window uniformly randomly in the interval \((0, 5)\).

4.2.1 Profiling Partitioner and Best-Response Solver

Whereas Equation 4 conveys a general bound, OIS employs a specific form of impact equivalence partitioning. In order to estimate the degree of influence \(d_i\) and partitioning complexity \(C_\nu\) that OIS will achieve on fanin and fanout, we profile OIS’s partitioner and best response solver on two sets of smaller 2-agent enabler-enablee problems, one in which the enabler controls a single enablement (as do the enablers in fanin), and one in which the enabler controls three enablements (as does the enabler in fanout).

Figure 3 (top-left) shows \(d_i\|\Pi_{max}\|\) plotted as a function of window size. Each point represents the mean value of 20 randomly-generated profiling problems. Both flavors of problems exhibit an exponential trend in the number of equivalence classes, which explains why, in previously-reported results [22], OIS appeared to compute optimal solutions in exponentially less time as the window size was decreased. However, a striking feature of these plots is the high variance\(^2\) (indicated by the error bars). This suggests that, in addition to window size, there are other factors at play that have a significant effect on the degree of influence. We ran an additional experiment in which we held the window size constant at 3 and varied the earliest start time of one enabling task, the results of which are shown in Figure 3 (top-right). From this plot, it appears that the temporal placement of agents’ interactions is also a good predictor of the degree of influence, though analysis beyond the scope of this paper is required to verify this supposition.

Upon measuring the computation time taken by the enabler to perform its impact equivalence partitioning (represented as \(C_\nu\) in Eq. 4), we observed that it did not consume more than 70 percent of the total solve time on any given problem. We thereby deduced that for this particular suite of problems, the first term of Equation 4, \(n \cdot \text{EXP}([\text{Dom}(\chi_{\nu}^{\text{max}})]) \cdot (d_i\|\Pi_{max}\|)^2\), would be just as strong a predictor of OIS’s

\(^2\)To verify that the means were not simply driven up by outliers, we also examined the medians (not shown here), and observed the same exponential trend.
4.2.2 Predicting Relative Computation Time

Next, we evaluated \( n \cdot \text{EXP}(\|\text{Dom}(\chi_{\text{max}})\|) \cdot (d_f ||\Pi_{\text{max}}||)^\omega \)
for both \( \text{fanin} \) and \( \text{fanout} \) across all window sizes, replacing \( \text{EXP}(\|\text{Dom}(\chi_{\text{max}})\|) \)
with the profiled best response computation time shown in Figure 3 (bottom-right) and \( d_f ||\Pi_{\text{max}}|| \)
with its profiled value (top-left). For \( \text{fanin} \) problems, \( \omega \) was set to 3, and for \( \text{fanout} \), 1; for all problems, \( n = 4 \). Figure 4 shows the computation time predicted by our theory (left), and the mean values of actual runtime of OIS (right) on 20 random \( \text{fanin} \) and \( \text{fanout} \) problems per window size.

At a high level, the trend we predicted using our theoretical characterization matches the trend observed in actual data: for weakly-coupled problems that have a low degree of influence (because of their small task windows), the agent scope size has little effect on the computation time. However, as the window size increases, the size of the agent scope makes exponentially more difference. Such a prediction could not have been made, nor this trend well understood, without taking into account two different aspects of weak coupling: degree of influence and agent scope size. While our predicted runtimes appear to overestimate the actual runtimes in both cases, we do not expect the actual runtimes to precisely match predictions made using worst-case complexity bounds. For instance, Equation 4 does not account for the fact that in \( \text{fanin} \) problems, only a single agent is computing a best response. (In general, \( \omega = 3 \) topologies would require that all agents compute best responses.)

5. RELATED WORK

The first author’s dissertation [21] includes a more rigorous, though less general, treatment of the theory presented in Sections 2–3. Compared to other treatments of weak coupling in multiagent sequential decision making, the primary distinctions of our analysis are (1) its synthesis of three aspects of weak coupling into a single unified characterization, and (2) its quantification of the computational benefits of exploiting weakly-coupled structure in a general context of optimal Dec-POMDP planning. Each of these aspects has appeared in the literature in some shape or form. For example, the work of Guestrin et al. [7] on exploiting restricted state factor scope and agent scope (both of which have also been referred to under the heading locality of interaction [9, 15]) in factored value functions, though limited in context to approximate solution computation, plays a foundational role in our analysis.

The effect of restricted agent scope on problem hardness has previously been explored in MMDPs [5] (assuming fully-jointly-observable state), and also in ND-POMDPs [9, 10, 15] (assuming transition and observation independence). In the latter, Kumar and Zilberstein [10] make an explicit connection between induced width and complexity. Oliehoek et al. [16] analyze the stage-by-stage dynamics of state factor scope and agent scope in factored Dec-POMDPs, treating the planning problem as a series of collaborative graphical Bayesian games. Degree of influence, is grounded in the work of Becker et al. [2], who identify the coverage set as a subset of local policies that need be considered in a joint policy search, and the works of Rathnasabapathy et al. [18] and Pynadath and Marsella [17], who define behavior(al) equivalence over candidate models of an agent’s peers. Our earlier work [22] on influence-based abstraction can be viewed as a means of partitioning the policy space into impact equivalence classes, each of which is summarized by an influence.

Aside from the three aspects on which our characterization concentrates, researchers have analyzed the relationships between other forms of interaction structure and problem hardness. For instance, Goldman and Zilberstein [6] characterize the complexity of various Dec-POMDP subclasses by classifying agents’ direct communication and indirect sharing of information through observation. Shen et al. [19] characterize complexity of optimal Dec-MDP planning according to the complexity of the minimal encoding of agents’ local policies. Allen and Zilberstein [1] develop an information-
theoretic metric, influence gap, that quantifies the difference in the degree to which each agent can affect world state transitions and joint rewards in a two-agent Dec-POMDP. Though the semantics of influence in Allen and Zilberstein’s work differ substantially from ours, their results express the same general sentiment that varying levels of impact result in varying problem hardness.

Lastly, there is a strong connection between our analysis and that of Brafman and Domshlak [3], who transform the classical planning problem into one of constraint satisfaction. As in our analysis of joint policy computation as constraint optimization, they incorporate a parameter $\omega$ corresponding to the induced width of the constraint graph.

6. CONCLUSIONS AND FUTURE WORK

This paper takes an important step towards gaining a better understanding of what makes some Dec-POMDP problems so much harder to solve than others. We have jointly characterized three aspects of the weakly-coupled problem structure that, when exploited, accommodate quantifiable computational gains. By studying these aspects in a unified context, we have derived new bounds on the complexity of optimal multiagent planning.

Our theoretical results complement the abundance of recent algorithmic development geared towards solving problems with structured agent interactions [2, 9, 10, 13, 14, 15, 16, 22], by providing a gauge of problem difficulty based upon the degree to which a problem is weakly-coupled. We have demonstrated that our theory can explain observations about algorithm performance, as well as predict the relative computational overhead of algorithms that exploit some or all of the elements of weakly-coupled problem structure that we have characterized. These explanations and predictions could not have been formed without considering the combination of different aspects of weakly-coupled structure.

In the process of predicting the computation time of one such algorithm, OIS [22], our empirical analysis illustrated that OIS’s past success was due, in part, to its exploitation of structure in problems with a low degree of influence. However, our analysis also exposed the need for a better understanding of the identifiable problem attributes that affect degree of influence, whose underlying structure is less discernable than that of state factor scope domain size and agent scope size. Moreover, in the future, we hope to find other advantageous structural aspects that would improve the predictive power of our characterization. Such a pursuit could not only expand our understanding of the performance of existing algorithms, but guide the design of better algorithms.
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ABSTRACT
Building on research previously reported at AAMAS conferences, this paper describes an innovative application of a novel game-theoretic approach for a national scale security deployment. Working with the United States Transportation Security Administration (TSA), we have developed a new application called GUARDS to assist in resource allocation tasks for airport protection at over 400 United States airports. In contrast with previous efforts such as ARMOR and IRIS, which focused on one-off tailored applications and one security activity (e.g. canine patrol or checkpoints) per application, GUARDS faces three key issues: (i) reasoning about hundreds of heterogeneous security activities; (ii) reasoning over diverse potential threats; (iii) developing a system designed for hundreds of end-users. Since a national deployment precludes tailoring to specific airports, our key ideas are: (i) creating a new game-theoretic framework that allows for heterogeneous defender activities and compact modeling of a large number of threats; (ii) developing an efficient solution technique based on general purpose Stackelberg game solvers; (iii) taking a partially centralized approach for knowledge acquisition and development of the system. In doing so we develop a software scheduling assistant, GUARDS, designed to reason over two agents — the TSA and a potential adversary — and allocate the TSA’s limited resources across hundreds of security activities in order to provide protection within airports. The scheduling assistant has been delivered to the TSA and is currently under evaluation and testing for scheduling practices at an undisclosed airport. If successful, the TSA intends to incorporate the system into their unpredictable scheduling practices nationwide. In this paper we discuss the design choices and challenges encountered during the implementation of GUARDS. GUARDS represents promising potential for transitioning years of academic research into a nationally deployed system.
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1. INTRODUCTION
The United States Transportation Security Administration (TSA) is tasked with protecting the nation’s transportation systems [2]. These systems are often large in scale and require many personnel and security activities to protect them. One set of systems in particular is the over 400 airports [2]. These airports serve approximately 28,000 commercial flights per day and up to approximately 87,000 total flights [1]. To protect this large transportation network, the TSA employs approximately 48,000 Transportation Security Officers [2]. These Security Officers are responsible for implementing security activities at each individual airport in order to provide security for the transportation network.

While many people are aware of common security activities, such as individual passenger screening, this is just one of many security layers TSA personnel implement to help prevent potential threats [2]. These layers can involve hundreds of heterogeneous security activities executed by limited personnel leading to a complex resource allocation challenge. Unfortunately, TSA cannot possibly run every security activity all the time and thus must decide how to appropriately allocate its resources among the layers of security to protect against a number of potential threats.

To aid the TSA in scheduling resources in a risk-based manner, we take a multi-agent game-theoretic approach. Motivated by advantages of such an approach reported at AAMAS conferences (see Section 2.2), we utilize Stackelberg games where one agent (the leader) must commit to some strategy first and a second agent (the follower) can make his decision with knowledge of this commitment. Here, the TSA acts as a defender (i.e. the leader) who has a set of targets to protect, a number of security activities to protect each target, and a limited number of resources to assign to these security activities. This approach then models a motivated attacker’s ability to observe the TSA’s resource allocations before choosing a potential threat to execute in an attempt to attack an airport target. The advantage of our approach is in finding the optimal mixed strategy for the TSA to commit to in order to provide them with a risk-based, randomized schedule for allocating their limited resources. From the perspective of the underlying game-theoretic model, a crucial difference of our novel approach and previous approaches is this: we allow for both heterogeneous security activities and threats whereas previous “security games” approaches reported at AAMAS [14, 15] are only able to consider homogeneous security activities and threats, leading to a new game model called “Security Circumvention Games” (SCGs).
In conjunction with TSA subject matter experts, we developed a software system, Game-theoretic Unpredictable and Randomly Deployed Security (GUARDS), that utilizes a Stackelberg framework to aid in protecting the airport transportation network. From an application perspective, the fundamental novelty in GUARDS, compared to previous applications [14, 15] of such game-theoretic approaches, is the potential national scale deployment at over 400 airports. Given that previous approaches only dealt with a single standalone location, this scale raises three new issues. The first issue is in appropriately modeling the TSA’s security challenges in order to achieve the best security policies (mixed strategy). Due to the complex nature of TSA’s security challenges, traditional models of security games [17] are no longer appropriate models. Specifically, the TSA’s domain has the following additional features beyond traditional security games: (i) heterogeneous security activities for each potential target; (ii) heterogeneous threats for each potential target; (iii) unique security activities for individual airports. The second issue is in efficiently solving the model we developed where, because we consider a national deployment, a special-purpose solver may not be appropriate. In fact, previous solution techniques [8, 9] for traditional security games are no longer directly applicable. The final issue is in knowledge acquisition for the many variables involved in TSA’s security challenges.

In consideration of national deployment for the TSA, we face two unique constraints. First, headquarters cannot do centralized planning where they create a single optimal mixed strategy (security policy) that will be applicable to all airports. Each airport is unique and thus will require its own individual security policy. Second, TSA wants to maintain a common standard of security among airports. This precludes an entirely decentralized approach where each individual airport is completely in charge of creating their security policy. Even so, due to the possibility of over 400 end-users, it is not practical to sit down with each location and tailor the system to their individual needs. This presents a challenge in acquiring the necessary domain knowledge for such a large network of airports to appropriately model their security challenge.

To address these issues, we developed both a new formal model of security games and techniques to solve this class of games. We also had to incorporate a new methodology for knowledge acquisition. To appropriately model the TSA’s security challenges we created a novel game-theoretic model, which is referred to as Security Circumvention Games (SCGs), and cast the TSA’s challenges within this model. In the creation of SCGs we provide the following contributions: (i) the ability for defenders to guard targets with more than one type of security activity (heterogeneous activities); (ii) the ability for attackers to choose threats designed to circumvent specific security activities. Given our new model, we designed an efficient solution technique in which we create a compact representation of SCGs. This allows us to avoid using a tailored Stackelberg solver and instead utilize a general purpose Stackelberg solver to compute solutions efficiently. Finally, we took a partially centralized approach to knowledge acquisition for the TSA domain. We integrated a two phase knowledge acquisition process in which we acquire common information, standards, and practices directly from TSA headquarters and then developed the GUARDS system itself to acquire the necessary information that is unique to individual airports.

These key issues present a novel and exciting problem in transitioning years of research from the AAMAS conference to a highly complex domain [9, 12, 14, 15, 17]. GUARDS is currently under evaluation by the TSA with the goal of incorporating its scheduling practices into their unpredictable security programs across airports nationwide.

2. BACKGROUND

Game theory is well known to be a useful foundation in multi-agent systems to reason about multiple agents each pursuing their own interests [7]. Game-theoretic approaches, specifically based on Stackelberg games, have recently become popular as approaches to address security problems (e.g. assigning checkpoints, air marshals, or canine patrols). These approaches reason about two agents pursuing opposing interests (i.e. a security force and an adversary) in an attempt to optimize the security force’s goals. Specifically, they model the commitment a security force must make in providing security and the attacker’s capability of observing this commitment before attacking. The objective is to find the optimal mixed strategy to commit to given that an attacker will optimize his reward after observing this strategy. At this point we will describe how security games, as defined in [17], fit into the Stackelberg paradigm. In Section 3.1 we will define SCGs to account for the challenges that the TSA faces.

2.1 Security Games

In a security game there are two agents – the defender (security force) and an attacker – who act as the leader and the follower in a Stackelberg game. There are also a set of targets, which the defender is trying to protect. Each of these targets has a unique reward and penalty to both the defender and attacker. Thus, some targets may be more valuable to the defender than others. To protect these targets the defender has a number, $K$, of resources at her disposal. There is a single security activity being considered and these resources can be allocated to execute this activity on any target. Once a resource is allocated to a target it is marked as covered, otherwise it is marked as uncovered. If the attacker attacks an uncovered target he gets his reward and the defender her corresponding penalty else vice versa. The defender’s goal is to maximize her reward given that the attacker will attack with knowledge of the defensive strategy the defender has chosen. In most cases, the optimal strategy for the defender is a randomized strategy in which she chooses a mixed strategy over all her possible resource assignments.

There exist a number of algorithms and techniques for solving security games [6, 8, 9, 12]. DOBSS, a mixed-integer linear program, and the Multiple Linear Programs methods are the most general and are capable of solving any Stackelberg game optimally [6, 12]. The other algorithms are tailored to security games specifically and are much faster in practice for these games.

2.2 Assistants for Security Games

A number of tools have been designed to assist in security problems that fall under the security game paradigm. ARMOR and IRIS are two such tools which take a game-theoretic approach for scheduling checkpoints and canine patrols (ARMOR) and Federal Air Marshals (IRIS). In fact, ARMOR and IRIS have been deployed to aid with security operations for the Los Angeles World Airport Police at Los Angeles International airport and for the Federal Air Marshals Service respectively [14, 15]. These systems offer two sets of advantages. The first set of advantages deal with solution quality: (i) they provide an optimal mixed strategy for the single security activity they consider such as assigning checkpoints or air marshals; (ii) the randomized solutions produced both avoid deterministic strategies that are easily exploitable and remove the human element in randomization since humans are well known to be poor randomizers [16]; (iii) they reason over difficult problems that are often impossible for humans to reason over optimally. These advantages are useful for any tool being utilized in the field to help with randomized resource allocation in security problems and we incorporate them into GUARDS as well.
The second set of advantages are specific to the problems they address: (i) they develop unique and useful preference elicitation systems and knowledge acquisition techniques for the specific problem they address; (ii) based on practical requirements, they apply state of the art algorithms tailor to solving the Stackelberg games they consider efficiently. Unfortunately, previous methods are too specific to the standalone location they consider and thus cannot directly be applied in GUARDS; indeed GUARDS requires us to address a novel set of challenges described in the next section.

3. NATIONAL DEPLOYMENT CHALLENGES

We now describe in detail the three major issues in potentially deploying game-theoretic randomization for airport security on a national scale, including modeling, computational, and knowledge acquisition challenges and our solutions to them.

3.1 Modeling the TSA Resource Allocation Challenges

While we are motivated by an existing model of security games [17], there are three critical aspects of the new TSA domain that raise new challenges. First, the defender now reasons over heterogeneous security activities for each potential area within an airport. For example, airports have ticketing areas, waiting areas, and cargo holding areas. Within each of these areas, TSA has a number of security activities to choose from such as perimeter patrols, screening cargo, screening employees and many others. Second, given the multiple possible security activities, the defender may allocate more than one resource per area (i.e. areas are no longer covered or uncovered). Finally, the defender now considers an adversary who can execute heterogeneous attacks on an area. The TSA must reason about a large number of potential threats in each area such as chemical weapons, active shooters, and bombs. The key challenge is then how to allocate limited TSA security resources to specific activities in particular areas, taking into account an attacker’s response.

To address this challenge it is necessary to create a more expressive model than outlined in security games; one that is able to reason over the numerous areas, security activities, and threats within an individual airport. We refer to this new class of security games as Security Circumvention Games (SCGs). SCGs are more expressive than traditional security games and thus can represent both traditional security games and the games we considered for the TSA. In SCGs, the TSA must choose some combination of security activities to execute within each area and the attacker must reason over both which area to attack and which method of attack to execute based on the defender’s strategy. At this time we elaborate on the defender’s and attacker’s possible strategies.

3.1.1 Defender Strategies

We denote the defender by $\Psi$, and the set of defender’s pure strategies by $\sigma_\Psi \in \Sigma_\Psi$. The TSA is able to execute a variety of security activities, which we denote by $S = \{s_1, \ldots, s_m\}$. Each security activity has two components. The first is the type of activity it represents, and the second is the area where the activity is performed. We denote the set of areas by $A = \{a_1, \ldots, a_n\}$.

The defender has $K$ resources available and thus can run any $K$ security activities. The TSA’s task is to consider how to allocate these resources among security activities in order to provide the optimal protection to their potential areas. An assignment of $K$ resources to $K$ security activities represents a single strategy $\sigma_\Psi \in \Sigma_\Psi$. For example, if there are three security activities, $S = \{s_1, s_2, s_3\}$ and two resources available, one possible pure strategy for the defender is to assign these two resources to $s_1$ and $s_3$. Given that the number of possible combinations of $K$ security activities at an airport can be on the order of $10^{13}$ or greater for the TSA, we develop a compact representation of the possible strategies that we present in Section 3.2. The defender’s mixed strategies $\delta_\Psi \in \Delta_\Psi$ are the possible probability distributions over $\Sigma_\Psi$. Similar to previous work, a mixed strategy (randomized solution) is typically the optimal strategy.

3.1.2 Attacker Actions

Defending a target against terrorist attacks is complicated by the diversity of the potential threats. For example, an attacker may try to use a vehicle borne explosive device, an active shooter, a suitcase bomb, and many others in any given area. Not all methods of attack would make sense in all areas. For example, using a vehicle borne explosive device in the checked baggage screening area in some airport configurations would not be a viable method of attack. We denote the attacker by $\Theta$, and the set of pure strategies for the attacker is given by $\sigma_\Theta \in \Sigma_\Theta$. Each pure strategy for the attacker corresponds to selecting a single area $a_i \in A$ to attack, and a specific mode of attack. However, given that each airport considers its own potential threats, enumerating all threats for each individual airport through the software may not be practical. To handle the national deployment challenge we face and avoid this difficulty, we developed a novel way to represent threats for TSA’s domain that we describe in Section 3.2.1.

3.2 Compact Representation for Efficiency

While we have developed a model that appropriately captures the TSA’s security challenge, one issue with this model is that both the attacker and defender strategy spaces grow combinatorially as the number of defender security activities increases. Also, listing such a large number of potential threats would lead to extreme memory and runtime inefficiencies. Furthermore, existing solution techniques that have been developed for security games [8, 9] are not directly applicable to Security Circumvention Games (SCGs).

With this in mind, we looked at an alternate approach to finding optimal solutions efficiently. Specifically, we looked at representing threats in a more intelligent manner and creating a compact representation for the defender strategy space. By utilizing both of these techniques, we achieved large reductions in run-time. We utilized a general Stackelberg solver known as DOBSS [12] to solve our compact representation and avoided creating a tailored algorithm for each specific airport. At this time we will explain both how we model threats and how we achieve a compact representation of the defender’s full strategy space.

3.2.1 Threat Modeling for TSA

While it is important that we reason over all the security activities that are available to an individual airport, enumerating all of the large number of potential threats they face can lead to severe memory and runtime inefficiencies. Thus, the problem we face is how to model attack methods in a way that limits the number of threats GUARDS needs to reason over, but appropriately captures both an attacker’s capabilities and his goals. In particular, we automatically generate attack methods for the adversary that capture two key goals: (i) an attacker wants to avoid the security activities that are in place; (ii) an attacker wants to cause maximal damage with minimum cost.

In order to achieve these goals an intelligent adversary will ob-
serve security over time and design his attack method based on his observations. The attacker’s plan will be designed to avoid security activities that he believes will be in place. We will refer to this as circumventing security activities. For example, imagine there is a single area with three security activities such as passenger screening, luggage screening, and perimeter patrol. In this example, TSA only has one resource available and thus can only execute one of these activities at a time. While passenger screening may have the highest probability of success, if TSA never screens luggage or patrols the perimeter, the adversary can choose an attack path that avoids passenger screening such as utilizing a suitcase bomb or an attack from the perimeter.

On the defender side, we know that dedicating more resources to security activities in an area increases the security afforded to that area. However, even with more resources, we want to avoid being predictable since attackers can exploit this predictability; avoiding the security activities they know will be in place. Thus, we needed to represent threats in a way that accounts for the attacker’s ability to observe security in advance and avoid specific security activities, but still represents the benefit of dedicating more resources.

A naïve approach is to represent only a single threat per area and decrease the likelihood of success for that threat as more security activities are put in place. This captures the increase in security for additional security activities, however, it does not account for the attacker’s ability to circumvent security activities. With this method, you would simply choose security activities in the order of their relative success making it predictable and exploitable.

The alternative that we chose is to create a list of potential threats that circumvent different combinations of specific security activities. By basing threats on circumventing particular combinations of security activities, we avoid the issue of enumerating all the possible potential threats. Instead, the threats are automatically created based on the security activities in an area. However, we also incorporate a cost to the attacker for circumventing more activities to capture the idea of causing maximal damage at minimal cost. Each individual activity has a specific circumvention cost associated with it and more activities circumvented leads to a higher circumvention cost. This cost reflects the additional difficulty of executing an attack against increased security. This difficulty could be due to requiring additional resources, time and other factors for executing an attack. Since attackers can now actively circumvent specific security activities, randomization becomes a key factor in the solutions that are produced because any deterministic strategies can be circumvented.

3.2.2 Compact Representation

We introduce a compact representation that exploits similarities in defender security activities to reduce the number of strategies that must be enumerated and considered when finding an optimal solution to SCGs. First, we identify security activities that provide coverage to the same areas and have the same circumvention costs (i.e. have identical properties). Let $\gamma_i \in \Gamma$ represent the sets of security activities that can be grouped together because they have identical properties. Now, instead of reasoning over individual security activities, we reason about groups of identical security activities $\gamma_i \in \Gamma$. A strategy $\sigma_{\Theta} \in \Sigma_\Theta$ is represented by the number of resources assigned to each set of identical security activities $\gamma_i$.

To illustrate this new representation, we provide a concrete example of the full representation versus the compact representation in Tables 1 and 2. In this example there are 4 security activities and 2 resources. Here, $s_1$ and $s_2$ have identical circumvention costs and affect $a_1$, while $s_3$ and $s_4$ have identical circumvention costs and affect $a_2$. Table 1 presents the full representation with corresponding payoffs and Table 2 represents the compact form of the same where $\gamma_1$ represents the group $s_1$ and $\gamma_2$ represents the group $s_3$ and $s_4$. In both tables, each row represents a single pure strategy for the defender and each column the same for the attacker. Notice in Table 1 each strategy $\sigma_{\Theta} \in \Sigma_\Theta$ is represented by the exact security activities being executed while in Table 2 it is only which set $\gamma_i \in \Gamma$ each resource has been allocated to.

The key to the compact representation is that each of the security activities from a set $\gamma_i \in \Gamma$ will have the same effect on the payoffs. Therefore, it is optimal for the defender to distribute probability uniformly across all security activities within a set $\gamma_i$, so that all security activities are chosen with equal probability in the solution. Given that the defender strategy uniformly distributes resources among all security activities $s_j \in \gamma_i$, we also know that it does not matter which specific security activities the attacker chooses to circumvent from the set $\gamma_i$. For any given number of security activities circumvented, the expected payoff to the attacker is identical regardless of which specific activities within the set are chosen. This is because we are selecting security activities uniformly at random within the set $\gamma_i$. Therefore, we can use a similar compact representation for the attacker strategy space as for the defender, reasoning only over the aggregate number of security activities of each type rather than specific security activities.

Given this, we only need to know how many security activities are selected from each set in order to compute the expected payoffs for each player in the compact representation. For example, examining the second row and second column of Table 2 we see that the reward to the defender is -2 and the reward to the attacker is 0. In this case, the defender strategy is to assign 1 resource to activities in $\gamma_1$ and 1 resource to activities in $\gamma_2$. Given that she is uniformly distributing these resources, it follows that she will execute $s_1$ half of the time and $s_2$ the other half. On the attacker side, we know that the attacker is circumventing one security activity from the set $\gamma_i$. If he circumvents either $s_1$ or $s_2$ he will only succeed half of the time. Thus, half of the time the defender receives 4 and the other half -8 for an expectation of -2 ($4 \times .5 + (-8) \times .5$). We compute the attacker’s reward in the same manner.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_1$ : $\emptyset$</th>
<th>$a_1$ : $s_1$</th>
<th>$a_1$ : $s_2$</th>
<th>$a_2$ : $\emptyset$</th>
<th>$a_2$ : $s_3$</th>
<th>$a_2$ : $s_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1, s_2$</td>
<td>2, -1</td>
<td>4, -3</td>
<td>4, -3</td>
<td>-20, 10</td>
<td>-17, 7</td>
<td>-17, 7</td>
</tr>
<tr>
<td>$s_1, s_3$</td>
<td>2, -1</td>
<td>-8, 3</td>
<td>-8, 3</td>
<td>5, -5</td>
<td>5, -5</td>
<td>8, -8</td>
</tr>
<tr>
<td>$s_1, s_4$</td>
<td>2, -1</td>
<td>-8, 3</td>
<td>-8, 3</td>
<td>5, -5</td>
<td>5, -5</td>
<td>8, -8</td>
</tr>
<tr>
<td>$s_2, s_3$</td>
<td>2, -1</td>
<td>4, -3</td>
<td>-8, 3</td>
<td>5, -5</td>
<td>5, -5</td>
<td>8, -8</td>
</tr>
<tr>
<td>$s_3, s_4$</td>
<td>-10, 5</td>
<td>8, 8</td>
<td>-8, 3</td>
<td>5, -5</td>
<td>5, -5</td>
<td>8, -8</td>
</tr>
</tbody>
</table>

Table 1: Example payoffs for sample game.

<table>
<thead>
<tr>
<th>$\gamma_1$</th>
<th>$a_1$ : $\emptyset$</th>
<th>$a_1$ : $s_1$</th>
<th>$a_1$ : $s_2$</th>
<th>$a_2$ : $\emptyset$</th>
<th>$a_2$ : $\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$ : $\gamma_2$</td>
<td>2, -1</td>
<td>-4, -3</td>
<td>-20, 10</td>
<td>5, -5</td>
<td>4, -5, -5</td>
</tr>
<tr>
<td>$\gamma_1$ : $\gamma_2$</td>
<td>-10, 5</td>
<td>-8, 3</td>
<td>5, -5</td>
<td>8, -8</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Example compact version of sample game.

Given this compact representation for both the defender and attacker, we can compute an optimal mixed strategy of assigning resources over $\Gamma$. Once we have this mixed strategy, we will need to determine an actual strategy for the TSA to execute by sampling one of the possible strategies from the mixed strategy we have determined for our compact representation (e.g. one sample may be $\gamma_1 \gamma_2$). Once sampled, we will know exactly how many resources are available to each set $\gamma_i \in \Gamma$. Given this resource assignment,
we can then sample security activities by selecting \( k \) uniformly at random where \( k \) is the number of resources assigned to \( \gamma_i \in \Gamma \). This specific set of security activities for each area under the current resource assignment is a full strategy for the TSA to execute.

### 3.3 Knowledge Acquisition

One of the most difficult issues we faced from a potential national deployment perspective was in acquiring the appropriate knowledge for the security challenge being considered. In the past, tools such as ARMOR and IRIS [14, 15] have been developed to be used for a single security activity in a standalone location. That approach gave the advantage of being able to sit down with domain experts who will be using the system and develop a knowledge acquisition process for the specific domain at hand. Unfortunately, with hundreds of airports to consider, it is not possible to sit down at each location and acquire the exact needs for each of them. To overcome this obstacle, in close collaboration with TSA headquarters we developed a two phase knowledge acquisition process.

In phase one, we take an approach similar to previous centralized approaches. In particular, we met with domain experts to acquire knowledge that is common among all airports. This included area definitions, defining security activities, and determining resource capabilities among others. In collaboration with headquarters, we then decided how individual airports can customize these components in their individual games while maintaining standards set forth by headquarters (as discussed below). Additionally, we collaborated with headquarters to limit the amount of customization inputs so users at individual airports are not overwhelmed – a key to organizational acceptance as discussed in Section 6.

In phase two of our knowledge acquisition, we took a decentralized approach where it is the responsibility of individual airports to input customized information. For this phase we could not create a rigid system that was designed with one specific game instance in mind for a single airport. Instead, we rely on SCGs and developed a system in collaboration with headquarters that allows individual airports to manipulate specific components within this framework to create unique game instances. These inputs are designed to ensure that individual airports maintain standards set forth by headquarters in phase one. For example, individual airports are responsible for determining the unique reward and penalty associated with each area for the defender and attacker given a successful or unsuccessful attack. However, TSA headquarters requires a standardized method for determining these values to ensure that resources are being appropriately distributed. To this end, we designed an input module within GUARDS to reflect a risk evaluation process developed by the TSA where a series of quantifiable questions are answered for each area by individual airports. These questions include such things as the number of fatalities that may result from an attack in an area, whether the area has access control, and others. The answers to these questions are then combined in a mathematical formula to decide the values for a particular area for both the defender and attacker\(^2\). This input process ensures that airports are appropriately valuing the areas they protect within an airport according to headquarters guidelines. In general, using the customizable input airports generate, we can then create the unique game instance for that particular airport.

Our two phase knowledge acquisition process follows a partially centralized approach and provides the following advantages: (i) it allows domain experts from TSA headquarters to assure that the system meets the required needs of the challenge being considered; (ii) it focuses on creating customizable inputs instead of a system tailored to a highly specific problem instance; (iii) it allows TSA headquarters control while still enabling individual airports to customize the system to meet their individual needs. For the third advantage, there is an important trade-off between system customization and standardization among airports. Determining this trade-off is an important part of the first phase in this two phase knowledge acquisition process.

### 4. SYSTEM ARCHITECTURE

The GUARDS system consists of three modules. First, there is an input module designed to acquire the necessary information for one unique instance of the complex security game we consider. Second, there is a back-end module that is designed to both create and solve the unique game instance based on the inputs. Finally, there is a display/output module that presents a sample schedule to TSA officials based on the optimal solution. We now describe each individual module and its operations in TSA’s airport domain.

**Input Module**: The input module is composed of three classes of inputs that are required by the system in order to generate a representitive Stackelberg game and create an optimal allocation of resources. All inputs are quantifiable and tangible so that headquarters is able to maintain standards and guidelines on the way security policies are created. The first input is the area data. First, airports must input each of their potential areas. Second, for each area the airport must go through the risk evaluation process (see Section 3.3) which involves answering a series of quantifiable questions. The second set of input is the security activities data. For each area the airport must list all of the security activities that are available to execute in that area. While there is a standard list of activities airports can select from, they are also able to input new security activities that may be unique to that airport. The third input is the resource data. This includes the number of days to create a schedule for and the number of resources available each day.

**Back-end Module**: The back-end module has three primary components. These are generating the game, solving the game, and returning one sample schedule for TSA’s use. First, based on the inputs from the input module, there is a component that creates a compact representation of the specific game instance the system is considering. This game instance is based on the compact form of the model we presented in Section 3.1. Second, we compute the solution to the Stackelberg game model using DOBSS, a general Stackelberg solver [12]. This produces a solution, which is a mixed strategy over the possible action space as defined in Section 3.2. Finally, using the optimal mixed strategy we sample one possible resource assignment that can be implemented by TSA.

**Display/Output Module**: The actual resource assignment selected is presented to the user via the display/output module. The schedule created is shown in the interface first as a summary of the number of resources assigned to each area similar to the mockup in Figure 1\(^1\). Once the schedule is created, TSA personnel can proceed to a more in depth report of the schedule. This report lists each of the specific security activities that were chosen for each location along with specific details of these security activities. After reviewing the report, TSA personnel can also choose to examine the distribution of resources over areas that the optimal mixed strategy provides as in Figure 2.

### 5. EVALUATION

\(^1\)We are unable to show actual screen shots from our system due to security concerns. For the remainder of this paper we will show only basic visual representations of what GUARDS displays.
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The full representation is unable to compute a solution for more than 4 resources under these conditions within the allotted memory. On the other hand, the compact representation is able to arrive at a solution for 10 available resources in less than 30 seconds.

These results show the benefits of our compact representation in terms of efficiency. We obtained further efficiency gains by caching results: specifically, the inputs into the game do not change on a daily basis. Thus, we can cache the resulting mixed strategy, and present results from sampling this mixed strategy, as long as the program users have not changed the inputs. When they do change inputs, we resolve the game using our compact representation.

### 5.2 Security Policy Analysis

For this analysis we examined the security policies generated by our game representation against two other possible solution strategies. The first strategy is a solution concept where resources are distributed uniformly among areas (uniformly random), an approach
Figure 4: Run-time: Increasing resources for 10 areas with 3 security activities per area

sometimes used in lieu of a game-theoretic approach. The second strategy uses our new representation, however, it does not allow attackers to circumvent security activities (SCGs without circumvention). That is, we allow the attacker only a single attack strategy per area and simply reduce the value of that strategy as the number of security activities increases. This is a simplified model of an attacker as mentioned in Section 3.2.1. Finally, we included our new representation and allow an intelligent attacker to circumvent specific security activities when planning his mode of attack (SCGs).

We generated 20 random game instances with 10 areas and 3 security activities per area. In each game instance the payoff value of each area for both the defender and attacker are randomly selected from 1 to 50 and the circumvention costs are similarly selected from 1 to 5. We then calculated the optimal solution under the current solution strategy (i.e. uniformly random, SCGs without circumvention, and SCGs). After finding the optimal solution, we determined the expected reward for each solution given the assumptions made in SCGs (i.e. attackers are allowed to circumvent specific security activities when planning their attack). For each game instance, we computed the optimal solution varying the number of resources available from 1 to 10 as seen on the x-axis of Figure 5. On the y-axis, we present the average expected reward obtained by each solution strategy across all 20 game instances. In Figure 5 we see that the uniform policy is outperformed by both game-theoretic approaches with the approach accounting for circumvention strategies performing the best. In fact, an approach that accounts for circumvention strategies is the only one that was able to obtain a positive reward for the defender in the 20 randomly generated game instances and in the 10 resource case obtains a 200% improvement in reward over any other strategy. This shows the benefits of reasoning about an intelligent attacker who will research and exploit deterministic security activities.

Figure 5: Policy Analysis: Increasing resources for 10 areas with 3 security activities per area

6. LESSONS IN TRANSITIONING RESEARCH INTO PRACTICE

GUARDS is the result of a unique collaboration where university researchers worked directly with a security agency for the purpose of creating a useful product to potentially deploy outcomes of research on a national scale. This collaboration to transition research to such a large-scale deployment has presented valuable lessons. This section outlines the three areas of insights we have gained in the process: (i) acceptance of GUARDS at headquarters; (ii) acceptance of GUARDS by a variety of end-users at numerous airports; (iii) obtaining correct input from users. Some of these insights are contrary to accepted wisdom in the research community.

In a large organization like the TSA, it is important that they are able to provide quality guarantees. A key implication is that a system such as GUARDS must be very clear-cut in terms of its assumptions and its solution quality guarantees based on these assumptions. Researchers often assume that speedy heuristic solutions that are on average high quality may be adequate “in the field”, but we have learned in contrast that when dealing with security agencies it is important that we provide guarantees on this solution quality. More importantly, these guarantees may even be required to be optimal (i.e. even if we can guarantee solutions within some bound of the optimal solution it may not be enough). Without guarantees, the TSA may be unable to justify the use of any particular security strategy. In accordance with this requirement, we use a solver known as DOBSS, which provides game-theoretic optimal solutions in Stackelberg games.

With respect to acceptance of GUARDS at individual airports, one major lesson learned is bridging the culture gap in academic research and real-world operations. Indeed, what researchers may consider small uninteresting issues may nullify all their major research advances. For example, in an initial version of GUARDS, we displayed the final probabilities of our mixed strategies, but truncated the presentation of real numbers (i.e. truncating all decimal values). Unfortunately, this single display issue turned out to be a major headache for users who assumed incorrectness on part of GUARDS when the distribution of resources appeared to be less than 100%. Specifically, instead of considering the truncation of all real values, users might assume that some resources were not being utilized. A second major lesson learned is the continued need for efficiency of game-theoretic algorithms. While significant research has gone into speeding up these algorithms, we are still not able to get off-the shelf algorithms and deploy; GUARDS required the use of new compact representations. We have outlined our key advances in this regard in Section 5.1; including the need for caching.

A third lesson learned in user acceptance is careful design of the user interface so as to reduce the amount of user workload to provide inputs: this must be kept at a manageable level. For instance, if users are required to directly enter values into the generated game matrix it can require thousands of inputs. Instead, it is important to provide a user-friendly method of conveying the necessary information. We used a simple interface where users are only required to input the base information that is then used to generate the larger game matrix. By base information, we mean such things as the areas and security activities. This is information that they have direct access to and can easily be input by the individual airports.

Finally, in any collaboration, it is important that researchers are able to obtain the appropriate input from their collaborators. This includes understanding what information is available versus what is not and accounting for this in modeling of the problem. For the available information, often end-users will not understand the techniques being applied and thus are prone to providing vague or incorrect information. For example, when asking a security agency such as the TSA to provide a utility for an attacker and for themselves as a defender on a successful attack, they may always say that it is very bad for themselves and very good for the attacker. Specifically, if there are 5 areas and they provide a utility for each area with deterministic security activities...
on a 10 point scale, they may always claim that it is -10 for the defender and 10 for the attacker. In practice, this feedback may not be useful because attacks on different areas may actually have very different impact in terms of economic damage, casualties, and many other factors. To aid in preventing this scenario, it is important to convey the impact that inputs will have on outputs; aiding their understanding of how their inputs will affect the results.

7. RELATED WORK AND SUMMARY

To the best of our knowledge, this paper presents the first-ever effort to transition any research reported at AAMAS conferences to an application designed for potential national scale deployment to hundreds of locations. This contrasts with previous efforts, including efforts that focus on application of game-theoretic approaches such as ARMOR and IRIS [14, 15], as detailed earlier in the paper. It also contrasts alternative models based on Markov Decision Processes (MDPs), queuing theory, or game theoretic approaches that would enumerate all possible defender actions and attacker threats [11, 13]. To accomplish this transition, we outlined novel contributions to game modeling and compact representations of games, because of the scale-up in defender and attacker strategies. This research complements other solution techniques for Stackelberg games [5, 10], which have traditionally not focused on such a scale-up. Our work also complements research actually applied to randomize patrolling strategies in robot patrol [3, 4], given our emphasis on modeling adversaries in a game-theoretic setting.

TSA is charged with protecting over 400 airports in the US. The key challenge is how to intelligently deploy limited security resources to unpredictable security activities within the airport in a risk-based manner to provide the maximum possible protection. These decisions may be made on a daily basis, based on the local information available at each airport.

This paper describes a scheduling assistant for TSA, GUARDS, which takes a game-theoretic approach to this resource allocation task. In creating GUARDS, we address three key issues that arise from a potential national deployment case. These issues are: (i) knowledge acquisition for hundreds of end-users under one organization; (ii) appropriately modeling TSA's security challenge to achieve the best security policies; (iii) efficiently finding solutions to the problem we consider. We addressed the first challenge by using a two phase knowledge acquisition process in which we acquire common information, standards, and practices directly from TSA headquarters. We then constructed the GUARDS system itself to reflect a risk evaluation process designed by TSA to acquire the necessary information that is unique to individual airports. To address the second challenge we developed a novel game-theoretic model, which we refer to as Security Circumvention Games (SCGs), and cast TSA's security challenge within this model. In creating this model we provided the following contributions: (i) the ability for defenders to guard targets with more than one type of security activity (heterogeneous activities); (ii) the ability for attackers to choose threats designed to mitigate specific security activities. Finally, we designed an efficient solution technique for reasoning over our new game model where we rely on creating a compact representation of each game instance and solving it using a general purpose Stackelberg solver. This is in contrast to tailored algorithms of the past that are designed for specific problem instances for standalone locations. To conclude, we present results demonstrating the benefits of our contributions along with lessons learned in creating GUARDS. The scheduling assistant has been delivered to the TSA and is currently under evaluation and testing for unpredictable scheduling practices at an undisclosed airport.
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ABSTRACT

In recent years, several bilateral protocols regulating the exchange of arguments between agents have been proposed. When dealing with persuasion, the objective is to arbitrate among conflicting viewpoints. Often, these debates are not entirely predetermined from the initial situation, which means that agents have a chance to influence the outcome in a way that fits their individual preferences. This paper introduces a simple and intuitive protocol for multiparty argumentation, in which several (more than two) agents are equipped with argumentation systems. We further assume that they focus on a (unique) argument (or issue) —thus making the debate two-sided—but do not coordinate. We study what outcomes can (or will) be reached if agents follow this protocol. We investigate in particular under which conditions the debate is pre-determined or not, and whether the outcome coincides with the result obtained by merging the argumentation systems.
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1. INTRODUCTION

Protocols for persuasion [11] regulate the exchange of arguments to arbitrate among conflicting viewpoints. Depending on the underlying objective, such protocols can be more or less flexible. When conceived as argument games (or disputes) between a proponent and an opponent, proof theoretical counterparts of argumentation semantics must leave no room for uncertainty in the result. On the other hand, when the ambition is to regulate some interaction between different agents, it is often desirable that the outcome of the dialogue is not entirely predetermined from the initial situation [7, 8]. This means that agents have a chance to influence the outcome of the game depending on how they play.

Recently, different properties of these protocols have been studied with the help of game-theoretical concepts (see [13] for a survey). This paper follows this line of work, and develops an analysis which builds on very similar assumptions. In particular, we shall take for granted, as [12] do for instance, that agents’ argument moves should immediately improve their satisfaction with respect to the current situation of the debate. This work however departs from these previous proposals, in the sense that we address a case of multiparty argumentation. In this context, a number \( n > 2 \) of agents exchange arguments on a common gameboard. No central computation of the whole system takes place, and no coordination between agents is assumed (even if they share the same view). The motivating applications we have in mind are for example online platforms allowing users to asynchronously modify the content of a collective debate. We want to study what outcomes will be reached with these type of interactions. This situation has received so far little attention and there are good reasons for that (see [4] for a discussion on the challenges raised by multiparty dialogues, and [16] for a recent study of multiparty persuasion in a specific framework). Firstly, it is not obvious to identify what would be the “correct” collective outcome in this case. In this paper we rely on a specific (natural in our case) merged solution [3] to assess the quality of the outcome. Secondly, the design of these protocols is made very difficult by the number of parameters to consider (think of several agents focused on possibly different issues), and renders the analysis of their formal properties challenging.

To keep things as simple as possible in this study, the following assumptions are made: (i) all the agents are focused on the same single issue (argument) of the debate (that is, agents evaluate how good is a state of the debate on the sole basis of the status of this specific argument); (ii) all the agents make use of the same argumentation semantics to evaluate both their private argumentation system and the situation on the common gameboard (specifically, we rely on Dung’s grounded semantics [5]); and (iii) all the agents share the same set of arguments, but they may have different views on the attack relations between these arguments (this may result, e.g., from agents being equipped with value-based argumentation systems [1] and ranking differently the values). While these restrictions are arguably severe, we will see that the resulting framework is already sufficiently rich to illustrate the variety of results that may be derived in the
study of multiparty argumentation protocols.

The remainder of this paper is as follows. In the next section we provide the necessary background on argumentation semantics. Section 3 sets up the basic elements of our framework. The properties of the proposed protocol are studied in Section 4. Finally, Section 5 discusses related works and concludes, discussing possible extensions of the preliminary study proposed here.

2. BACKGROUND

2.1 Argumentation Systems

In this section, we briefly recall some key elements of abstract argumentation frameworks as proposed by Dung [5]. The exact content of arguments is left unspecified here. Instead, a (finite) set of arguments is given, as well as the different conflicts among them.

**Definition 1.** An argumentation system (AS) is a pair \((A, R)\) of a set \(A\) of arguments and a binary relation \(R\) on \(A\) called the attack relation. \(\forall a, b \in A, aRb\) (or \((a, b) \in R\)) means that \(a\) attacks \(b\) (or \(b\) is attacked by \(a\)). An AS may be represented by a directed graph, called the argumentation graph, whose nodes are arguments and edges represent the attack relation.

From this argumentation graph, we can introduce some notions related to graph theory in order to characterize some properties of the argumentation system.

**Definition 2.** Let AS be an argumentation system, and \(G\) be the argumentation graph associated. A path in \(G\) is a sequence of nodes such that from each node there is an edge to the next node in the sequence. A finite path has a first and a last node. An edge \((b, c)\) is an attack edge (resp. defense edge) for an argument \(a\) iff there is an even-length (resp. odd-length) path from \(c\) to \(a\).

Note that an edge can be both an attack and a defense edge. In Dung’s framework, the acceptability of an argument depends on its membership to some sets, called extensions. These extensions characterize collective acceptability.

**Definition 3.** Let \(AS = (A, R)\) be an argumentation system. Let \(S \subseteq A\). \(S\) is conflict-free for \(AS\) iff there exists no \(a, b \in S\) such that \(aRb\). \(S\) collectively defends an argument \(a\) iff \(\forall b \in A\) such that \(bRa\), \(\exists c \in S\) such that \(cRb\).

A set of arguments is admissible when it is conflict-free and each argument of the set is collectively defended by the set itself. Several semantics for acceptability have been defined in [5]. In what follows, we concentrate on the notion of grounded semantics which can be defined as follows:

**Definition 4.** Let \(AS = (A, R)\) be an argumentation system. Let \(S \subseteq A\). \(S\) is a grounded extension of AS iff \(S\) is the least fixed point of the characteristic function of AS \((F: 2^A \rightarrow 2^A)\) with \(F(S) = \{a \text{ such that } S \text{ collectively defends } a\}\).

Intuitively, a grounded extension contains all arguments which are not attacked, as well as the arguments which are defended (directly or not) by non-attacked arguments. There always exists a unique grounded extension. We shall denote by \(E(AS)\) the grounded extension of the system \(AS\).

2.2 Merged Argumentation System

We now consider a set \(N\) of \(n\) agents. Each agent holds an argumentation system \(AS_i = (A, R(i))\), sharing the same arguments \(A\), but with possible conflicting views on attack relations between arguments (coming for instance from different underlying preferences). What should be the collective view in that case? To tackle this problem, we rely on the notion of a merged argumentation system where attacks supported by a majority of agents are kept (this corresponds to minimizing the sum of the edit distances between the \(AS_i\) and the merged system, see Prop. 41 in [3]). Assuming, on top of that, that ties are broken in favour of the absence of an attack allows to ensure the existence of a single such merged argumentation system, that we denote \(MAS_N\).

**Definition 5.** Let \(N\) be a set of agents and \((AS_1 \ldots AS_n)\) be the collection of their argumentation systems. The majority argumentation system is \(MAS_N = (A, M)\) where \(M \subseteq A \times A\) and \(xMy\) when \(|\{i \in N | (x, y) \in R_i\}| > |\{i \in N | (x, y) \notin R_i\}|\).

The corresponding merged outcome is denoted by \(E(MAS_N)\).

3. A PROTOCOL FOR FOCUSED AGENTS

We now turn to the following question: supposing that the agents of the system would not report to a central authority their whole argumentation system but instead contribute step-by-step in the debate, guided by their individual assessment of the current state of the discussion, and without coordination with other agents, what would be the outcome they would reach? For instance, can we guarantee that the merged outcome would always be reachable? To be able to formally answer this problem, we need of course to design a specific protocol and to make some assumption regarding agents’ preferences regarding the outcome.

3.1 Agents’ Preferences

We assume that agents are focused [14], that is, they concentrate their attention on a specific (same for all) argument. This argument is referred to as the issue \(d\) of the debate [11]. Unsurprisingly, agents want to see the acceptability status (under the grounded semantics) of the issue coincide in the debate and in their individual system. Thus we can see the debate as opposing two groups of agents: \(CON = \{a_i \in N | d \notin E(AS_i)\}\) and \(PRO = \{a_i \in N | d \in E(AS_i)\}\). If \(X = PRO\) (resp. \(CON\)), we have \(\overline{X} = CON\) (resp. \(PRO\)).

3.2 The Gameboard

Agents will exchange arguments via a common gameboard. The issue will be assumed to be present on this gameboard when the debate begins. The “common” argument system is therefore a weighted argumentation system [6] where the weight is simply a number equal in the difference between the number of agents who asserted a given attack and the number of agents who opposed it. We denote by \(xR_\alpha y\) the fact that the attack has a weight \(\alpha\). Let \(A(GB)\) be the set of all the arguments present on the gameboard. The collective outcome is obtained by applying the semantics used on the argumentation system \((A(GB), M)\) where \(M \subseteq A(GB) \times A(GB)\) and \(xMy = \{xR_\alpha y | \alpha > 0\}\). In words, we
only retain those attacks supported by a (strict) majority of agents having expressed their view on this relation. Observe that following our tie-breaking policy we require the number of agents supporting the relation to strictly overweight the number of agents who oppose it (i.e. in case of tie, the relation does not hold).

3.3 A Relevance-based Protocol

We now introduce our simple protocol which allows agents to exchange their arguments in order to agree on the status of a specific argument \( d \), the issue of the dialogue. Let \( AS^t(GB) \), \( A^t(GB) \) and \( R^t(GB) \) be respectively the argumentation system, the set of arguments and the set of attack relations on the gameboard after round \( t \). The protocol indeed proceeds in rounds which alternate between the two groups of agents (PRO and CON). Within these groups though, no coordination takes place: the agents may for instance play asynchronously and the authority simply picks the first permitted and relevant move before returning the token to the other side. Permitted moves are simply positive assertions of attacks \( xRy \) (with \( y \in A^t(GB) \)), or contradiction of (already introduced) attacks (with \( (x, y) \in R^t(GB) \)). Note that arguments are progressively added on the gameboard via these attacks, and that it may not contain the whole set of arguments when the debate concludes. A move is relevant [10] at round \( t \) for a PRO agent (resp. CON agent) if it puts the issue back in (resp. drops the issue from) \( E(AS^t(GB)) \). Furthermore, the protocol prevents the repetition of similar moves from the same agent. To account for this, each agent \( a_i \) is equipped with a set \( RP_i^t \subseteq \{ (x, y) | x, y \in A \} \) which contains the attack relations or the non-attack relation he has added on the gameboard at time \( t \), in order to prevent him from adding twice the same relation. The proposed protocol is as follows:

1. Agents report their individual view on the issue to the central authority, which then assign (privately) each agent to PRO or CON.
2. The first round starts with the issue on the gameboard and the turn given to CON.
3. Until a group of agents cannot move, we have:
   a. agents independently propose moves to the central authority;
   b. the central authority picks the first (or at random) relevant move from the group of agents whose turn is active, update the gameboard, and passes the turn to the other group.

When a (relevant) move is played on the gameboard, the following update operation takes place:

1. after an assertion \( xRy \)
   - if \( xR_a y \in R^t(GB) \) then \( \alpha := \alpha + 1 \)
   - if \( xR_y \notin R^t(GB) \) and \( x, y \in A^t(GB) \), then the edge is created with \( \alpha := 1 \)
   - otherwise (\( x \) is not present), then the node of the new argument is created and the edge is created with \( \alpha := 1 \)

2. after a contradiction of \( xRy \), we have \( \alpha := \alpha - 1 \)

Note the asymmetry here: introducing a new argument can only be done via a positive assertion, since it can never be relevant to contradict an attack referring to an argument that was not introduced already. The reader may remark that the value of \( \alpha \) is binary if agents obey this protocol; however we discuss in Section 4.3 an extension where this is not necessarily the case.

When (after a sequence \( \sigma \) of moves) a group of agents cannot move, we say that the gameboard is stable and we refer to \( E(AS(GB_{t \rightarrow \infty})) \) (or simply \( E(AS(GB)) \)) when clear from the context as the outcome of the debate.

3.4 Properties

The outcome \( E(AS(GB_{t \rightarrow \infty})) \) resulting from a specific sequence of moves \( \sigma \) obeying this protocol will typically be compared with the result which would be obtained by merging the argumentation systems \( (E(MAS)) \). We may want to ensure different properties, but we typically have:

- Termination — trivially guaranteed by assuming finite argument systems and preventing move repetition.
- Guaranteed convergence to the merged outcome — requires all possible sequences of moves (in particular, regardless of the specific choice of the agent and of the move to pick, when several relevant moves are proposed to the authority) to converge to the merged outcome, that is \( \forall \sigma \in E(AS(GB_{t \rightarrow \infty})) \iff d \in E(MAS) \)
- Reachability of the merged outcome — requires at least one possible sequence of moves to reach the merged outcome, that is \( \exists \sigma \in E(AS(GB_{t \rightarrow \infty})) \iff d \in E(MAS) \)

Example 1. Let three agents with their argumentation systems, and the following merged argumentation framework:

\[
\begin{align*}
&\mathcal{E}(AS_1) = \{a\} & \mathcal{E}(AS_2) = \{a, c\} & \mathcal{E}(AS_3) = \{a, b\} \\
&\mathcal{E}(MAS) = \{a, c\}
\end{align*}
\]

The issue of the dialogue is the argument \( c \). We have \( CON = \{a_1, a_3\} \), \( PRO = \{a_2\} \). At the beginning, we have \( RP_0^1 = RP_0^2 = RP_0^3 = \{\} \), \( AS_0(GB) = (\{a\}, \{\}) \) and \( E(AS_0(GB)) = \{c\} \).

A sequence of moves allowed by the protocol is the following:

- \( t = 1 - a_1 \) plays for \( CON: RP_1^1 = \{(a, c)\} \)
- \( t = 2 - a_2: RP_2^1 = \{(a, c)\} \)
- \( t = 3 - a_3 \) plays for \( CON: RP_3^3 = \{(b, c)\} \)
- \( t = 4 - a_2: RP_4^2 = \{(a, b), (a, c)\} \)
- \( t = 5 - a_3: RP_5^3 = \{(b, c), (a, b)\} \)
- \( t = 6 - a_2: \text{cannot add c in the extension} \)
The game board is stable, we obtain $\mathcal{E}(\text{AS}(\text{GB})) = \{a, b\}$.

The first interesting thing to observe on this simple example is the fact that the status of an issue in the merged argumentation system can contradict the opinion of the majority. This is discussed in [3]; if agents vote on extensions, the attack relations from which extensions are characterized are not taken into consideration, and a lot of significant information is not exploited.

Another important thing to note in this example is that PRO agents cannot ensure $c$ in $\mathcal{E}(\text{AS}(\text{GB}))$. It is then impossible to guarantee convergence to the status of the issue obtained in the merged argumentation system. This is due to the fact that agent $a_1$ has no interest to play the attack relation $(a, b)$, which appears in the MAS. As studied in a different context by [12], this can be seen as a strategic manipulation by withholding an argument or an attack between arguments. But is it even possible to reach the merged outcome in this case? We leave it to the reader to check that this is not the case here. One may then think that the group with the highest number of agents will always win with our protocol. It is not the case, as shown by the fairly simple following example.

**Example 2.** Let three agents with their argumentation systems, and the following merged argumentation framework:

\[
\begin{align*}
\mathcal{E}(\text{AS}_1) &= \{a, b\} \\
\mathcal{E}(\text{AS}_2) &= \{a, b, c\} \\
\mathcal{E}(\text{AS}_3) &= \{a, b\} \\
\mathcal{E}(\text{MAS}) &= \{a, b, c\}
\end{align*}
\]

The issue of the dialogue is the argument $c$. We have $\text{CON} = \{a_1, a_3\}$, $\text{PRO} = \{a_2\}$. Agents in $\text{CON}$ can attack $c$ in two ways: either $a_1$ can play $bRc$; or $a_3$ can play $aRc$. But $a_2$ will be able to remove either attack, and $\text{CON}$ agents will not have the possibility to counter-attack. We will obtain $\mathcal{E}(\text{AS}(\text{GB})) = \{a, b, c\}$.

The two previous examples show that the characterization of the result obtained by debates following this protocol is not as simple as one can believe at first glance. We now introduce some useful and more sophisticated notions.

### 3.5 Global arguments-control graph

In order to characterize the status of the issue obtained by our protocol we will need the notion of global arguments-control graph (ACG). The idea here is to gather the attacks of all agents in the same argumentation graph, and then determine which group, PRO or CON, have the control over some path of this graph, and thus a possible way to reach its preferred outcome. To do so, we first need to define the notion of control over an attack relation:

**Definition 6.** Let $N$ be a set of agents, $\langle \text{AS}_1, \ldots, \text{AS}_n \rangle$ be the collection of their argumentation systems, and $L = \cup_{i \in 1 \ldots n} R(i)$ be the union of all attack relations. Let $X \in \{\text{CON}, \text{PRO}\}$. Finally, let $\text{add}_{(a,b)} = \{a_i \in N | (a, b) \subseteq R(i)\}$, and $\text{rem}_{(a,b)} = \{a_i \in N | (a, b) \not\subseteq R(i)\}$.

- $X$ has the **constructive control** of $(a, b) \in L$, denoted by $X^+(a, b)$, iff $|\text{add}_{(a,b)} \cap X| > |\text{rem}_{(a,b)} \cap X|$, that is if the number of agents in $X$ who can add $(a, b)$ is greater than the number of agents in $\neg X$ who can remove it.
- $X$ has the **destructive control** of $(a, b) \in L$, denoted by $X^-(a, b)$, iff $|\text{rem}_{(a,b)} \cap X| \geq |\text{add}_{(a,b)} \cap X|$, that is if the number of agents in $X$ who can remove $(a, b)$ is greater or equal than the number of agents in $\neg X$ who can add it.

The following remarks are simple but useful: (1) It is impossible to have both $X^+(a, b)$ and $X^-\neg(a, b)$; (2) It is possible to have both $X^+(a, b)$ and $X^-\neg(a, b)$; (3) A minority group cannot have constructive and destructive control of an edge: if $|X| < |\neg X|$, it is impossible to have both $X^+(a, b)$ and $X^-\neg(a, b)$; (4) If there is not $X^-\neg(a, b)$ (resp. $X^+(a, b)$), then there is $X^+(a, b)$ (resp. $X^-\neg(a, b)$).

Observe that the notion of destructive control intuitively says that a group has the control to overweight any possible attempt to establish a given relation. This of course vacuously holds when no agent from the other group supports the relation at all, in which case the relation is not even playable.

**Definition 7.** Let $N$ be a set of agents and $\langle \text{AS}_1, \ldots, \text{AS}_n \rangle$ be the collection of their argumentation systems. We will say that $(a, b) \in \cup_{i \in 1 \ldots n} R(i)$ is **playable** by a $X \in \{\text{PRO}, \text{CON}\}$, denoted by $X_\ast(a, b)$, iff there is an $a_i \in X$ such that $(a, b) \in R(i)$.

For the sake of readability, we will only specify the information about playability when it is relevant.

**Definition 8.** Let $N$ be a set of agents and $\langle \text{AS}_1, \ldots, \text{AS}_n \rangle$ be the collection of their argumentation systems. The **global arguments-control graph** is $\text{ACG}_N = (A, L)$ is constructed as follow: (1) $L = \cup_{i \in 1 \ldots n} R(i)$ (2) Label each $(a, b) \in L$ by the information about control and playability for each group $X \in \{\text{PRO}, \text{CON}\}$.

**Example 3.** Five agents have the following argumentation systems:

\[
\begin{align*}
\text{agent 1:} & \quad a \rightarrow b \rightarrow d \\
\text{agent 2:} & \quad a \rightarrow b \rightarrow d \\
\text{agent 3:} & \quad a \rightarrow b \rightarrow d \\
\text{agent 4:} & \quad a \rightarrow c \\
\text{agent 5:} & \quad a \rightarrow c
\end{align*}
\]

The issue of the dialogue is the argument $c$. We have $\text{CON} = \{a_1, a_2, a_3\}$, $\text{PRO} = \{a_4, a_5\}$. The global arguments-control graph is the following:

\[
\begin{align*}
\text{CON}: & \quad \text{PRO}^+ \quad \text{PRO}^- \\
\text{CON}: & \quad \text{PRO}^+ \quad \text{PRO}^- \\
\text{CON}: & \quad \text{PRO}^+ \quad \text{PRO}^-
\end{align*}
\]
4. PROPERTIES

We now discuss three distinct properties that we wish to analyze on the basis of the ACG: (i) who wins the debate?, (ii) does the outcome of the debate coincide with that of the merged system?, and (iii) is it useful to allow moves that reinforce previous moves?

4.1 Who wins the debate?

The first question that we address is whether an omniscient observer would know a priori which group of the debate could possibly or necessarily win the debate, in particular whether some debates are “open” (i.e. not pre-determined [8]).

Definition. We will say that the issue of the debate is a possible outcome for a group X if this group has a possibility to set the acceptability status of this argument to coincide in the debate and in their individual system. The issue is a necessary outcome for X iff this issue is not a possible outcome for X.

Definition. A path for d controlled by CON is an odd-length path from x to d such that (i) CON has constructive control on all the attack edges for d, and (ii) CON has destructive control on all the defense edges for d attacking x.

Note that condition (ii) covers in particular the case where the first node x is not attacked. Controlling a path is not enough since alternative defenses may exist. By extension, we then define the notion of a tree controlled by CON.

Definition. A tree for d controlled by CON is a tree such that (i) d is the root, (ii) all the paths from the leaves to d are controlled by CON, and (iii) for any attack edge yRx of the tree, it contains all the defense edges zRy such that PRO*(z, y).

This gives us a condition guaranteeing that a favourable outcome can be attained by CON.

Proposition 4.1. If there exists a tree for d controlled by CON, then the issue d is a possible outcome for CON.

Proof. (Sketch.) Observe that because we have a tree no edge can be played both as an attack and a defense edge. Then CON can certainly win by making sure that all the attack moves of the tree are placed, since it can respond to any possible defense edge of the tree on which PRO has constructive control, and it can certainly remove any other defense edge which could be played by PRO (because it must hold the destructive control on these edges).

A couple of remarks are in order here. If the ACG itself happens to be a tree, then the above condition is necessary and sufficient to guarantee that the outcome is necessary for CON. However, in general, things turn out to be much more involved. First this condition is not necessary for the outcome to be possible for CON; this group of agents may win in absence of such a tree (in fact, even in absence of a single path controlled by himself). This may look counter-intuitive, but the reason lies on the fact that the control of an edge may be gained during the debate in specific circumstances. We do not elaborate on this point here but a related observation is developed in Section 4.3. Secondly, this condition is not strong enough to guarantee that the issue is a necessary outcome for CON. Indeed, in absence of coordination, agents of CON may not play the moves of the tree only. And there are cases where this may make d a possible outcome for PRO. To see why this may be the case, recall that an edge may be both an attack and a defense edge for the same issue d, as it may appear on several distinct paths. When that happens, this edge may be used as an attack edge, preventing the deployment of the path controlled by CON. The following notions of switch captures this.

Definition 12. An edge (x, y) on a path P is a switch for d if (i) it is a defense for d on P, (ii) it is playable by CON, (iii) there exists an even-length path from y to d such that all the attack edges are playable by CON and all the defense edges are playable by PRO. So it is also a potential attack for d via a different path.

Essentially, what this definition says is that there is a possibility that this edge (x, y) may be played as an attack by CON. As mentioned before this may harm CON own line of attack. Following this, we say that there exists a switch for path P for d controlled by CON if there exists a defense edge for d attacking x (the first node of P) that is a switch. Each path in which a switch for P is an attack edge is called a switch path of P.

We are now in a position to informally state some conditions under which d may not be a necessary outcome for CON despite the existence of a tree controlled by himself. In fact it is the case when there exists a set of switches S such that: (i) for any tree t for d controlled by CON, there exists a switch belonging to S for a path (of t) for d controlled by CON; (ii) there must exist a sequence of moves such that (1) all the switches in S are actually played, and (2) PRO has the destructive control over an attack edge of each resulting switch path; (iii) there must exist a sequence of moves such that all the switches in S are maintained.

It may not be immediately clear to the reader why the mere existence of switches —Cond (i)— does not imply the fact that they can be played —Cond (ii.1): after all, the definition requires a path of playable moves reaching the switch to exist. The subtlety lies on the fact that these paths may interact when they share some arguments. In this case, the existence of a path may preclude other paths to be played. Intuitively, Cond (iii) caters for the fact that a switch may be “patched” by CON if he manages to append an odd-length path right behind the switch.

The next question is whether these conditions can be simply expressed on the basis of the ACG. For (i) and (ii.2) this is obvious. For (ii.1) and (iii) this is more challenging because the definition refers to possible sequences of moves. We will rely instead on sufficient conditions:

Proposition 4.2. The issue d may not be a necessary outcome for CON if there exists a set of switches S such that: (i) for any tree t for d controlled by CON there exists a switch belonging to S for a path (of t) for d controlled by CON; (ii) there exists a set of switch paths P for S such that these paths do not share any arguments (except d), and PRO has destructive control over an attack edge of each of these paths; (iii) for all switches (x, y) ∈ S, there does not exist any even-length path P reaching d meeting x, such that [x, d] constitutes an odd-path length, and such that CON has
the constructive control on all attack edges, and PRO has the constructive control on all the defense edges.

Proof. (Sketch.) Cond (i) ensures that at least an attack path of each tree controlled by CON can be potentially switched. Cond (ii) suffices to guarantee that the switch paths are independent, so all the switches can actually be played, and the switch paths subsequently cut. As for (iii), observe that there are two ways to render a switch (\(xRy\)) ineffective. Either by simply removing it, but this necessarily requires a path (leading to the issue) to meet the node \(y\) of the switch (so that playing \(xRy\) would be relevant). This is impossible. Or by appending an odd-length path (a “patch”) on \(x\) of the switch, such that a move meeting the node \(y\) of the switch could now be played. This can only happen when there exists an even-length path reaching \(d\) meeting \(x\), such that \([x,d]\) constitutes an odd-path length, and such that CON has the constructive control on all attack edges, and PRO has the constructive control on all the defense edges; otherwise there is necessarily a possibility that this path does not reach \(x\).

Note that for (ii) it may be the case that switch paths, even interacting, allow the switch to be played. For (iii) it may be the case, on the other hand, that even if such paths leading to patches do exist, they could not be played because they are interacting in a way that makes them mutually exclusive. What this discussion suggests is that obtaining a full characterization of outcomes is certainly very challenging in the general case. It provides however a simple way to construct examples of debates that are indeed open.

Example 3 cont. We easily see that the issue \(c\) is a possible outcome for the agents in CON: CON can attack \(c\) with \(b\). Then, the only possible move for PRO is to defend \(d\) with \(aRb\). However, CON can remove this attack, and PRO has no other move.

But \(c\) is also a possible outcome for PRO: CON can start with \(dRc\), which is playable by \(a\). Then, \(a\) will defend with \(bRd\) and \(a\) counter-attack with \(aRb\). If the next move of PRO is to remove \(dRc\), then CON has no other move left: it cannot add the attack \(bRc\), as it is defended by \(a\); and it cannot remove the edge \((a,b)\) as it does not drop \(c\) from the extension. In this case, \((a,b)\) is a switch and the merged outcome is then (only) reachable.

### 4.2 Does it coincide with the MAS?

The next step here is to characterize the convergence and/or the reachability of the merged outcome. We have already seen that the merged outcome is not always reachable, but is it possible to find some case for which it is? To answer this question, we first need the following lemma.

**Lemma 1.** Let \(N\) be a set of agents, \(ACG_N = \langle A, L \rangle\) be the global arguments-control graph and \(MAS_N = \langle A, M \rangle\) be the merged argumentation system. If there is no edge \((a,b) \in L\) such that a group \(X \in \{ CON, PRO\}\) has the constructive and destructive control of \((a,b)\), then all the edges controlled constructively in the ACG belong to the MAS, whereas all the edges controlled destructively in the ACG do not belong to the MAS.

**Proof.** By remark (4), we know that either \(X^+(a,b)\) and \(X^+(a,b)\), or \(X^-(a,b)\) and \(X^-(a,b)\). Take the case of constructive control: we have \(|add_{(a,b)} \cap X| > |rem_{(a,b)} \cap X|\) and

\[|rem_{(a,b)} \cap X| < |add_{(a,b)} \cap X|\]. As \(X \cap X = \{\}\), we have \(|add_{(a,b)}| > |rem_{(a,b)}|\). Then, by definition of the merged argumentation system, we know that \((a,b) \in M\) (that is \((a,b)\) is an edge of the MAS). The case of destructive control is similar.

This lemma leads to the following proposition.

**Proposition 4.3.** Let \(N\) be a set of agents, and \(ACG_N = \langle A, L \rangle\). If there is no edge \((a,b) \in L\) such that \(X^+(a,b)\), then the merged outcome is reachable.

**Proof.** We know from Lemma 1 that all the edges controlled constructively in the ACG belong to the MAS, whereas all the edges controlled destructively in the ACG do not belong to the MAS. Let \(d\) be the issue of the debate.

1. Let us assume that \(d \in E(MAS)\). Thus, for all \(x \in A\) such that \(xMd\), there is an even-length path \(P = \langle x_1, x_2, \ldots, x, d \rangle\) which defends \(d\). As all these edges belong to the MAS, we know from Lemma 1 that they belong to the ACG, and that they are controlled constructively by PRO and by CON. Thus, CON can play all the attack edges of \(P\), whereas PRO can defend \(d\) by adding all the defense edges of \(P\). As \(x_1\) is not attacked in the MAS, there are two possibilities in the ACG:

   - Either \(x_1\) is not attacked in the ACG. In this case, CON can not attack \(x_1\), and then has no possibility to drop \(d\) from \(E(AS(GB))\).
   - Or there is an attack edge \((y,x_1)\) in the ACG. As this edge is not in the MAS, we know that \(PRO\) \((y,x_1)\). So, PRO can remove this edge and then ensure that \(d \in E(AS(GB))\).

   As this reasoning holds for all defense path in the MAS, and is playable with our protocol, \(d\) is reachable.

2. Let us assume now that \(d \notin E(MAS)\). So, there is an odd-length path \(P = \langle x_1, x_2, \ldots, x, d \rangle\) in the MAS which attacks \(d\). As all these edges belong to the MAS, we know from Lemma 1 that they belong to the ACG, and that they are controlled constructively by PRO and by CON. Thus, CON can play all the attack edges of \(P\), whereas PRO can defend \(d\) by adding all the defense edges of \(P\). As \(x_1\) is not attacked in the MAS, there are two possibilities in the ACG:

   - Either \(x_1\) is not attacked in the ACG. In this case, PRO can not attack \(x_1\), and then has no possibility to put \(d\) in \(E(AS(GB))\).
   - Or there is an attack edge \((y,x_1)\) in the ACG. As this edge is not in the MAS, we know that \(CON\) \((y,x_1)\). So, CON can remove this edge and then ensure that \(d \notin E(AS(GB))\).

   As this path is playable with our protocol, we know that \(d\) is reachable.

Note that we can only ensure the reachability. The following example shows that we do not have guaranteed convergence.
Example 4. Consider the following global arguments-control graph and merged argumentation systems, where $c$ is the issue.

From Lemma 1, we know that the graph of the merged argumentation system is the following:

Thus, $c \notin \mathcal{E}(\text{MAS})$. However, if we suppose that the edge $(d, c)$ is playable for \textsc{CON}, $c$ is a possible outcome for \textsc{PRO}: \textsc{CON} can start by adding $dRc$. Then, \textsc{PRO} will defend with $bRd$, and \textsc{CON} counter-attack with $aRb$. If the next move of \textsc{PRO} is to remove the attack $dRc$, then \textsc{CON} has no other move left: it cannot add the attack $bRc$, as it is defended by $a$; and it cannot remove the edge $eRb$ as it does not drop $c$ from the extension. But $c$ is also a possible outcome for \textsc{CON}: the merged outcome is (only) reachable.

Another important remark is that the converse of Proposition 4.3 is false: as shown by the following example, it is possible for a group to have constructive and destructive control of an edge of the global arguments-control graph, and to ensure the reachability of the merged outcome.

Example 5. Consider the following global arguments-control graph, where $c$ is the issue.

In this graph, \textsc{CON} has the constructive and destructive control over two edges, and the merged outcome is reachable: the outcome is necessary for \textsc{CON}, and $c \notin \mathcal{E}(\text{MAS})$.

4.3 Is it useful to allow reinforcement?

A natural extension is to allow that a move may also be relevant as long as it reinforces (or symmetrically weakens) an edge which, if deleted and all other things being equal, would change the status of the issue. Essentially, besides the relevant moves as defined in the previous section, this would allow agents to augment the weight of an existing attack, and we refer to this as a reinforcement move. Symmetrically, agents may weaken an attack even if its does not directly delete it, and we refer to this as a weakening move. This extended protocol would allow any number of such relevant moves during a group’s turn, but (as before) would only switch to the other side after a change of the current status of the issue. However, the following proposition tells us that it is not beneficial for an agent to play reinforcement moves. Worse, and rather counter-intuitively, it can actually be damaging for agents to do so.

Proposition 4.4. Let $D_1$ be sequences where no agent plays reinforcement or weakening moves, and $D_2$ be sequences such that $X$ only may play reinforcement moves (but $\overline{X}$ may play weakening moves).

If $X = \text{PRO}$ (resp. \textsc{CON}), then (i) for any $\sigma_1 \in D_2$ with $d \in \mathcal{E}(AS(GB^2_{t-1}))$ (resp. $d \notin \mathcal{E}(AS(GB^2_{t-1}))$), there exists $\sigma_1 \in D_1$ such that $AS(GB^T_{t-1}) = AS(GB^T_{t-1})$. Further (ii) there exists $\sigma_2 \in D_2$ with $d \notin \mathcal{E}(AS(GB^2_{t-1}))$ (resp. $d \in \mathcal{E}(AS(GB^2_{t-1}))$), such that for any $\sigma_1 \in D_1$ it is not the case that $AS(GB^T_{t-1}) = AS(GB^T_{t-1})$.

Proof. (Sketch.) We show (ii) by constructing an example where an agent loses some destructive control by using reinforcement. It involves 6 agents.

The issue of the debate is $a$. There are four agents \textsc{PRO} and two agents \textsc{CON}. The key to the analysis is to see that \textsc{PRO} agents initially hold constructive and destructive control on $(c, b)$. Now compare the following sequences of moves. In the first one, $a_5$ plays $bRa$. Then $a_1$ plays $cRb$ and $a_2$ reinforces this move. At this point, \textsc{PRO} loses its destructive control on $(c, b)$. Assume a \textsc{CON} agent plays $dRc$. $a_3$ can remove $bRb$. Then $a_5$ can play $cRa$, $a_3$ can defend with $bRc$. Now, with a \textsc{CON} agent playing $fRd$, the debate is doomed with the issue out. In the alternative case where no reinforcement is played, we are in the case discussed in the first protocol: \textsc{PRO} can remove the attack $cRb$, and win the debate.

This result tells us that in the absence of coordination, agents are better off employing moves that are directly relevant, hence adopting a “wait and see” approach. Still, using reinforcement moves may prove useful in practice, in contexts where the debate is limited: for instance, agents may be impressed by seemingly large majorities and avoid these issues to concentrate on some other ones.

5. Related Works and Conclusion

As already mentioned, our work is close in spirit to the work of Rahwan and Larsson [12]. An important difference with our approach though is that agents control the arguments they can advance in the debate, but that no disagreement takes place regarding the attack relations between these arguments. Another recent proposal of great interest is that of Caminada and Pigozzi [2]. The authors propose different procedures to aggregate different labellings for a given
argumentation system into a collective one. The property they want to ensure is that the obtained collective outcome is in some sense compatible with the individual ones. A related contribution of Rahwan and Tohmé [14], which investigates the same question and derives general conclusions on the possibility (or impossibility) to perform such an aggregation, under classical assumptions. As mentioned already, these approaches assume that agents agree on the underlying argumentation system, even though they may have different views on the preferred labelling. Finally, a multiparty protocol for agents equipped with defeasible logic reasoning abilities is investigated in [9]. Each agent initially puts forward an initial claim and the protocol lets iteratively each agent defend his claim or attack the claim of opposing agents (by relying on a sophisticated technique to identify the most effective counter-arguments).

In our proposal, a multiagent protocol regulates the exchange of arguments among focused agents on the basis of the relevance of the moves as proposed by [10]. Although all the agents share the same set of arguments, they may have different views on the attack relations among these arguments. In case of discrepancy on a relation we have opted for a majoritarian approach: the side supported by the highest number of agents wins (more sophisticated approaches are discussed in [15]). Furthermore, even though agents exchange arguments on a common gameboard, it is important to note that no central authority gets to know the whole argumentation system of each agent. We have investigated some formal properties of this protocol. In particular, we have shown that there are cases where the outcome is not entirely pre-determined from the initial situation, and discussed non-trivial circumstances which may give rise to such debates (based on different notions of control of attacks by a group of agents). We have also given conditions under which the merged outcome can be reached, and discussed a natural extension of the protocol where moves can be reinforced (but showed that agents can only be worse off by using these extended set of moves).

A natural follow-up of this work would be to provide some insights regarding how often the debate is indeed open or how often coincidence with merged outcome is observed. Experiments could prove instructive in this respect. As for possible extensions of this work, it is clear that any relaxations of these assumptions brings about some complexity. If agents do not focus on a single issue, among other things, we may not simply distinguish two groups PRO and CON, and it becomes necessary to specify complex preferences over combinations of issues. If we relax the assumption of the set of arguments being shared, we then need to deal (see [3]) with the complex problem of how agents would react in the presence of arguments they were not aware of before. In the perspective of modeling practical debate platforms as mentioned in the introduction, all these aspects will require of course careful study.
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ABSTRACT

Overlapping Coalition Formation (OCF) games [3, 4] are cooperative games where the players can simultaneously participate in several coalitions. Capturing the notion of stability in OCF games is a difficult task: a player may deviate by abandoning some, but not all of the coalitions he is involved in, and the crucial question is whether he then gets to keep his payoff from the unaffected coalitions. In [4] the authors introduce three stability concepts for OCF games—the conservative, refined, and optimistic core—that are based on different answers to this question. In this paper, we propose a unified framework for the study of stability in the OCF setting, which encompasses the concepts considered in [4] as well as a wide variety of alternative stability concepts. Our approach is based on the notion of an arbitrator, which can be thought of as an external party that determines payoff to deviators. We give a complete characterization of outcomes that are stable under arbitration. In particular, our results provide a criterion for the outcome to be in the refined or optimistic core, thus complementing the results in [4] for the conservative core, and answering questions left open in [4]. We also introduce a notion of the nucleolus for arbitrated OCF games, and argue that it is non-empty. Finally, we extend the definition of the Shapley value [12] to the OCF setting, and provide an axiomatic characterization for it.
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1. INTRODUCTION

Cooperation among agents plays a crucial role in the functioning of multi-agent systems. Therefore, developing a better understanding of coalition formation processes is an important research agenda in the multiagent community, and a lot of recent research effort has been spent on the design and analysis of cooperation mechanisms for realistic multi-agent environments [15, 10, 5, 14, 8]. In such environments, agents are often selfish, and therefore need to be given incentives to act together and share the benefits of cooperation in a fair manner. Cooperative game theory [9, 18] provides the theoretical underpinnings for the study of such settings. Traditionally, it models a multiagent system as a (transferable-utility) game. Such a game can be described by its characteristic function, which for every set of agents specifies the profit that these agents can attain by working together. The agents are expected to split into teams, i.e., form a coalition structure; the profits of each team are then distributed among its members.

Remarkably, the traditional model assumes that each agent participates in exactly one coalition. However, this is often not the case in real-life settings, where agents form multiple coalitions on the fly in order to perform a specific task and only devote part of their attention and resources to each such coalition. Indeed, Shohry and Kraus in their seminal paper [14] already mention that agents can benefit from forming overlapping coalitions, and propose algorithms for iterative formation of an overlapping coalition structure for their setting. This line of work has been continued by Dang et al. [5], where the authors consider overlapping coalition formation in sensor networks. However, these papers assume that agents are fully cooperative, and will always form the socially optimal (overlapping) coalition structure. While this assumption is appropriate for the specific scenarios considered in these papers, in general, agents may want to maximize their own welfare, and a fully expressive model for overlapping coalition formation should take incentive issues into account.

Recently, Chalkiadakis et al. [3, 4] addressed this problem by proposing a game-theoretic model for overlapping coalition formation. In their model, each agent is endowed with a certain amount of resources, which he is free to distribute across multiple coalitions. The value of such (partial) coalition is determined both by the identities of agents that participate in it and the amount of resources that they contribute. Chalkiadakis et al. [3, 4] focus on the study of stability in their model. Compared to the non-overlapping setting, the stability of an overlapping coalition structure is a delicate issue: if an agent is participating in several projects at once and decides to withdraw all or some of her contributions from one of them, can she expect to continue to receive the payoff from the coalitions that were not harmed by the deviation? In [4], the authors propose three different stability concepts—the conservative core, the refined core, and the optimistic core—that correspond to three possible ways of answering this question. Briefly, under the conservative core the deviators do not expect to get any payoffs from their coalitions with non-deviators. In contrast, in the refined core they continue to get payoffs from coalitions not affected by the deviation. Finally, in the optimistic core the deviators may get...
some payoffs from an affected coalition, as long as they continue to contribute to it, and the members of that coalition were able to regroup and and focus on a different task so that each non-deviator still gets as much profit as before from that coalition.

While the three concepts of the core proposed in [4] all correspond to reasonable reactions to deviation, this list is by no means exhaustive. For instance, a player may want to punish the deviators and refuse to cooperate with them altogether as soon as they lower the value of one of the coalitions he is involved in, even if other coalitions between that player and the deviator remain unaffected. Alternatively, the players may form a social network, and stop collaborating with a deviator if his behavior harmed one of their friends. Yet another possibility is that a central authority imposes a fine on each of the deviators, making the deviation costly.

In this paper, we propose a stability concept that captures all of the scenarios considered above. Our approach is based on the notion of an \textit{arbiter}: a function that takes the description of a deviation as an argument and returns the payoff that the deviators receive from each coalition. Different arbiters correspond to different sets of stable outcomes, or \textit{arbHited cores}. We show that the three core concepts proposed in [4] can be viewed as special cases of our model. Further, paper [4] characterizes the set of outcomes that belong to the conservative core. We extend this characterization to all arbitrated core. In particular, this allows us to characterize the outcomes in the refined core and the optimistic core, thus answering the open question proposed in [4].

Now, while the core is an attractive stability concept, it is known that some games have an empty core. This is true even in the overlapping model for most realistic arbiters. Thus, it is desirable to have a solution concept that identifies "the most stable" (overlapping) coalitions, yet is guaranteed to be non-empty. In the non-overlapping setting, this role is fulfilled by the nucleolus [11]. Motivated by this intuition, we introduce a concept of nucleolus for the OCF setting, and demonstrate that it is always non-empty. However, in contrast to the traditional model, we show that in OCF games the nucleolus may contain more than one outcome.

Finally, we extend the definition of the Shapley value [12] to the OCF setting. Just as in the classic case, we present a set of natural axioms, and demonstrate that our variant of the OCF Shapley value is characterized by these axioms.

The rest of this paper is organized as follows. After presenting the necessary background material in Section 2, we introduce the notion of arbitration and arbitrated core in Section 3, and present our characterization of the outcome in the arbitrated core in Section 4. Section 5 focuses on the nucleolus for OCF games, and Section 6 describes our extension of the Shapley value to the OCF setting. Section 7 presents our conclusions and suggests directions for future work.

2. PRELIMINARIES

We begin by describing our notation and the formal model of OCF games. Our definitions mostly follow those in [4]. We, however, describe deviation in a manner more conducive to our analysis.

\textbf{Notation} Throughout the paper, we write \( N = \{1, \ldots, n \} \). Given a vector \( x = (x^1, \ldots, x^n) \in \mathbb{R}^n \) and a set \( S \subseteq N \), we write \( x(S) = \sum_{i \in S} x^i \). \( x(S) \) equals \( x \) on the \( S \) coordinates and is 0 otherwise, and \( e_S \) is the indicator vector of \( S \).

\textbf{Classic TU Cooperative Games} A transferable utility (TU) cooperative game is defined by a set of players \( N \) and a characteristic function \( u : 2^N \to \mathbb{R} \) with \( u(\emptyset) = 0 \). The set of feasible payoffs for a game \( G = (N, u) \) is the set of all vectors \( x \in \mathbb{R}^n \) such that \( x(N) = u(N) \). A \textit{solution concept} is a function that assigns every TU game \( G = (N, u) \) a set of feasible payoff vectors. A solution concept that assigns \( G \) a single point is called a \textit{value}. For a detailed discussion of solution concepts and their axiomatization see [9], Section 2.3, pp. 19–25.

\textbf{OCF Games} Let \( N = \{1, \ldots, n\} \) be a set of agents. A \textbf{partial coalition} of players in \( S \subseteq N \) is a vector \( e \in [0, 1]^n \), where \( e^i = 0 \) for all \( i \notin S \). That is, each player in \( S \) may contribute a fraction of their resources to \( e \). In what follows, we will omit the word "partial", and refer to vectors in \([0, 1]^n\) as \textbf{coalitions}.

\textbf{Definition 2.1.} An OCF game \( G = (N, v) \) is given by a set of players \( N \) and a characteristic function \( v : [0, 1]^n \to \mathbb{R} \) assigning a real value to each partial coalition; we require \( v(0^n) = 0 \).

A \textbf{coalition structure over} \( N \) is a \( n \times k \) matrix \( CS = (c_1, \ldots, c_k) \), where \( k \) is the number of coalitions. We require that for each \( i \in N \) it holds that \( \sum_{j=1}^k c_j^i \leq 1 \). This means that \( CS \) is a valid division of players’ resources. Coalition structures over subsets of \( N \) are defined in a similar manner. Throughout the paper, we will assume that \( v \) is monotone; thus, we can assume that all players would want to invest all their resources, i.e. \( \sum_{j=1}^k c_j^i = 1 \); such coalition structures are called \textbf{efficient}. We denote the set of all possible coalition structures over \( S \) as \( CS_S \). We also overload notation and define \( v(CS) = \sum_{j=1}^k v(c_j) \). Two coalition structures \( CS = (c_1, \ldots, c_k) \) and \( CS' = (d_1, \ldots, d_k) \) are \textbf{equivalent} if there is some permutation \( \sigma \) such that for all \( 1 \leq j \leq k \), \( c_j = d_{\sigma(j)} \).

Similarly to [4], we would sometimes like to limit the maximum number of coalitions players can form; indeed, oftentimes an agent who gives less than a certain fraction of her resources to a coalition can no longer contribute to a coalition. If the number of coalitions is limited by \( U \in \mathbb{N} \) we say that the game \( G \) is \textbf{U-finite}.

For any \( CS \in CS_S \), we call the vector \( w(CS) = \sum_{j=1}^k c_j \) the \textbf{weight vector} of \( CS \). Note that \( w(CS) \in [0, 1]^n \), and if \( CS \) is efficient then \( w(CS) \) is the indicator vector for the set \( S \).

For each \( S \subseteq N \) we denote by \( v^*(S) \) the maximum value achievable by \( S \)’s \( v^*(S) = \sup \{ v(CS) \mid CS \in CS_S \} \). Note that \( (N, v^*) \) can be viewed as a classic TU cooperative game; we will refer to \( (N, v^*) \) as the \textbf{crisp analogue} of \( G \). We extend the function \( v^* \) to partial coalitions by setting \( v^*(c) = \sup \{ v(CS) \mid w(CS) \leq c \} \). \( v^* \) is the \textbf{superadditive cover} of \( v \). Note that \( v^*(e^n) = v^*(J) \). We remark that we borrow the term "crisp" from Aubin, who introduced the concept of fuzzy games (and their crisp analogues) in [1]. Like OCF games, fuzzy games are also defined by functions from \([0, 1]^n \to \mathbb{R} \). However, they are based on very different intuition, and, in particular, employ a very different notion of stability. We refer the reader to [4] for a detailed discussion of the differences between OCF games and fuzzy games.

It is often useful to think of the agents as using their resources to complete a given set of tasks. Such games are described in [4] and are called \textbf{Threshold Task Games} (TTGs). A TTG comprises of a finite list of tasks, \( T = \{t_1, \ldots, t_k\} \), each \( t_i \) requires some weight \( w(t_i) \geq 0 \) for its completion, and gives a certain payoff \( p(t_i) \geq 0 \). Each player \( i \) has some weight \( w_i \geq 0 \) that he may allocate to the completion of any task. The worth of a coalition is

\[ v(e) = \max \{ p(t_i) \mid w(t_i) \leq \sum_{i=1}^n e_i w_i \} . \]

We say that a function \( v \) has \textbf{Efficient Coalition Structure (ECS) property} if for any \( J \subseteq N \) and any \( w \leq e^J \) there exists a coalition structure \( CS_J \in CS_J \) such that \( v^*(w_J) = v(CS_J) \). All U-finite continuous functions have the ECS property, since the set of all coalition structures with weight less than \( w_J \) is compact (due to U-finiteness); \( v \) is continuous and hence achieves a maximum over
We let the total payoff of \( R \) structure; this coalition structure is denoted with superadditive valuations.

An OCF solution concept is a function that assigns every OCF game a subset of its payoff vectors. Note that the definition of a payoff vector allows transfers between different partial coalitions. However, usually we want to divide payoffs in a way that respects the coalition structure. The next definition paves the way for this.

**Definition 2.2.** An imputation for a coalition structure \( CS = (c_1, \ldots, c_k) \in CS_N \) is an \( n \times k \) matrix \( x = (x_1, \ldots, x_k) \in M_{n \times k}(\mathbb{R}_+) \) that satisfies:

- **Individual Rationality:** \( \sum_{j=1}^k x_j^i \geq v^*\{\{i\}\} \) for all \( i \in N \).
- **Payoff Distribution:** for all \( 1 \leq j \leq k \) we have \( \sum_{i=1}^n x_j^i \leq v(c_j), \) and if \( c_j = 0 \) then \( x_j^i = 0 \).

An imputation is a way for members of each partial coalition to divide profits among themselves; observe that inter-coalitional transfers are not allowed. We call a tuple \( (CS, x) \) of a coalition structure and an imputation a feasible outcome, let \( F(CS) \) denote the set of all feasible outcomes over \( CS \). Let \( F(N) \) denote the set of all feasible outcomes over \( S \).

Given a coalition structure \( CS = (c_1, \ldots, c_k) \) and some \( M \subseteq \{1, \ldots, k\} \), the coalitions whose indices are in \( M \) form a coalition structure; this coalition structure is denoted \( R(CS, M) \).

Given a set \( J \subseteq N \), we denote \( K_J = \{ j \in \{1, \ldots, k\} \mid \text{supp}(c_j) \subseteq J \} \).

**Definition 2.3.** The coalition structure \( CS \) reduced to \( J \) is defined as

\[
CS|_J = R(CS, K_J).
\]

These are all coalitions that are supported by only members of \( J \). We let \( CS^c|_J \) denote the complement of \( CS|_J \) in \( CS \); \( CS^c|_J \) is the coalition structure consisting of all coalitions in \( CS \) that have non-\( J \) members in their support.

**Definition 2.4.** A coalition structure \( CS' \) is a deviation of \( J \) from \( CS \) if:

1. \( CS^c|_J = (c_1, \ldots, c_m), \text{ } CS^c|_J = (d_1, \ldots, d_n) \) and there is some permutation of \( m \) elements, \( \sigma \), such that for all \( 1 \leq l \leq m: \)
   
   \[
   v_i \notin J : d_i^\sigma = c_i^\sigma \text{ and } v_i \in J : d_i^\sigma \leq c_i^\sigma.
   \]

2. \( w(CS'|_J) = w(CS|_J) + \sum_{l=1}^k (c_{\sigma(l)} - d_l) \).

Note that if we assume that \( CS' \) is efficient, then condition (1) implies condition (2). The deviation \( CS' \) describes how a set \( J \) retracts resources from some coalitions and uses them in order to maximize its own welfare. Given a deviation \( CS' \) of \( J \) from \( CS \), we define \( v'(CS, J, CS') \) to be \( v'(w(CS'|_J)) \); if \( J \) withdraws all of its resources from \( CS^c|_{J^'} \), then the total weight available to \( J \) is \( c^J \), and \( v'(CS, J, CS') = v'(J) \).

### 3. THE ARBITRATION FUNCTION

To discuss stability in OCF games, we need to describe how agents react if some \( J \) deviates from \( (CS, x) \). Paper [4] presents three different alternatives for such a reaction. The conservative deviation, or c-deviation, completely denies payoffs to \( J \), even from coalitions that \( J \) did not affect. A relaxation of this approach leads to the notion of a refined deviation, or r-deviation. Under this deviation rule, deviators receive their share of the profit from all coalitions that were unaffected by the deviation, i.e. if no member of the deviating subset \( J \) changed his contribution to a coalition \( c \), then \( J \)'s payoff from \( c \) is the same as before the deviation. Under the optimistic deviation, or o-deviation, the players in \( J \) receive the share of the profits from any coalition in which all non-deviators can still earn the same payoff as before the deviation. Paper [4] defines three notions of the core that correspond to the deviations.

One could easily think of many other reactions to deviation; \( J \) receives only half of its original payoffs in all coalitions outside of \( J \)'s support, \( J \) receives payoff only from those agents who are not worse off after the deviation, and many others. Note that all such rules can be thought of as payoff function that is given the original coalition structure and \( J \)'s deviation, and then decides on an appropriate payoff to \( J \). We call this function an arbitration function or an arbitrator. This function decides how much \( J \) gets from each coalition, given the nature of its deviation.

#### 3.1 Arbitration Functions

Suppose that we are given an outcome \( (CS, x) \in F(N) \), a set of agents \( J \subseteq N \) and a deviation \( CS' \) of \( J \) from \( CS \). Let \( CS'|_J = (c_1, \ldots, c_m) \) and \( \overline{CS'}|_J = (d_1, \ldots, d_n) \).

**Definition 3.1.** The arbitration function is a mapping that assigns a real value to each coalition in \( CS'|_J \)

\[
A(CS, x, J, CS') = (\phi_1(CS, x, J, CS'))_{i=1}^n
\]

where \( \phi_1 \) is a function that determines how much the coalition \( c_i \) is willing to give \( J \) given its deviation. We require \( \phi_1 \) to satisfy the following constraints:

1. \( \phi_1 \) is non–negative.
2. \( \phi_1(CS, x, J, CS') \) is only distributable between \( J \cap \text{supp}(c_j) \).
3. If \( v(\text{dev}_{CS'}(c_i)) - v_{J\cap \text{supp}(c_i)}(c_i, x) \geq 0 \), then \( \phi_1(CS, x, J, CS') \leq v(\text{dev}_{CS'}(c_i)) - v_{J\cap \text{supp}(c_i)}(c_i, x) \), otherwise \( \phi_1(CS, x, J, CS') = 0 \).
4. \( \phi_1 \) is deviation-monotone: If \( K \subseteq J \) withdraws less resources from \( c_i \), then its payoff from \( \phi_1 \) is higher.

Condition (2) means that members of \( J \) that were not entitled to payoffs from \( c_i \) before the deviation are not entitled to payoffs after deviating; condition (3) states that a deviating set \( J \) must ensure that all members of \( N \setminus J \) in the support of \( c_i \) are paid what they received under \( x \) if it hopes to receive any profit from \( c_i \); condition
guarantees that the arbitrator behaves in a reasonable manner: agents know that their payoff from \( c_i \) is inversely proportional to the degree to which they hurt \( c_i \). We illustrate the logic behind the concept of an arbitrator in the following example.

**Example 3.2.** Consider a two-player TG where there are three tasks: \( t_1, t_2, t_3 \) with \( w(t_1) = 5, w(t_2) = 3, w(t_3) = 2 \) and \( p(t_1) = 10, p(t_2) = 7, p(t_3) = 4 \). We have two agents: Alice, who has weight 4, and Bob, who has weight 1. The total weight of Alice and Bob is 5; they can complete \( t_2 \) and \( t_3 \) together and earn a total of 11. However, for the sake of our discussion, suppose that Alice and Bob agree on completing \( t_1 \) using all of their weight, and dividing the payoff between them so that Alice receives 6 and Bob receives 4. The corresponding outcome is: \((\frac{3}{4}, \frac{1}{4})\).

Consider the following deviation by Alice; she withdraws 2 units of weight, and earns a total of 11. However, for the sake of our discussion, suppose that Alice and Bob agree on completing \( t_2 \) using all of their weight, and Alice can still complete \( t_2 \), earning 7. According to condition (3) Bob must receive at least what he did before the deviation. Therefore, the most that Alice can expect to get from \( t_2 \) is 3, under any arbitrator.

**Remark 3.3.** We can allow the arbitrator more flexibility by permitting it to collect fines/make additional payments to the deviating subset. This can be captured by adding a freely distributable value, or a function \( \Psi(C, x, J, CS') \) to the arbitrator, where \( \Psi \) is also deviation-monotone. This model is more general as \( CS' \) may only be distributed among the members of \( J \cap supp(\phi_i) \). \( \Psi \) can be, for example, a constant arbitration fee that must be paid by a deviating set. This fee is not related to any specific coalition, so the cost can be distributed between the agents in \( J \) in any way they see fit. All proofs in our paper go through for this more general model.

**Definition 3.4.** The arbitration value of \( A \) is

\[
v^*(CS, J, CS') = \sum_{i=1}^{m} \phi_i(CS, x, J, CS')\]

and denoted \( val(A, CS, x, J, CS') \).

The arbitration value is the total payoff to a deviating set \( J \) given its deviation. The payoff is comprised of the most that \( J \) can make on its own plus the total payoff \( J \) receives from the coalitions it formed with non-\( J \) members; the greater the arbitration value, the higher the incentive to deviate.

### 3.2 The Arbitrated Core

In the spirit of the definition given in [3], we now define a profitable deviation of a subset in an arbitrated game.

**Definition 3.5.** Let \( A \) be an arbitrator over \( G \). An \( A \)-profitable deviation of \( J \) from an outcome \((CS, x)\) is an outcome \((CS', y)\), where

1. \( CS' \) is a deviation of \( J \) from \( CS \).
2. For all \( c_i \in CS' \), \( p_j(\{dev_{CS'}(c_i)\}) \leq \phi_i(CS, x, CS') \).
3. For all \( c_i \in CS' \), if \( \phi_i(CS, x, CS') > 0 \), then for all \( i \in N \setminus J \), the payoff to \( i \) from the coalition \( dev_{CS'}(c_i) \) is equal to her payoff under \( c_i \).
4. \( v(CS'|J) = v^*(CS, J, CS') \) and \( y \) reduced to the coalitions in \( CS'|J \) is an imputation over \( J \).
5. For any \( j \in J \), \( p_j(CS', y) > p_j(CS, x) \).

Condition 3 implies that a coalition \( c_i \) agrees to pay a deviating \( J \) only if each non-\( J \) member gets the same payoff it received under \( x \).

**Definition 3.6.** The \( A \)-core of \( G = (N, v) \) is the set of all feasible outcomes in \( F(N) \) that no subset of agents has an \( A \)-profitable deviation from. The \( A \)-core is denoted \( C(A, G) \).

**Example 3.7.** The arbitration function for the c-core is \( \phi_i \equiv 0 \). The arbitration function for the r-core is \( p_j(c_i, x) \) if \( c_i \) is the same after the deviation and is 0 otherwise. The arbitration function for the o-core is \( \max \{0, v(dev_{CS'}(c_i) - p_{N\setminus J}(c_i, x))\} \). We can define other forms of arbitrators. Set

\[
N' = \{ i \in N : i \notin J \text{ and } \exists c_i, i \in supp(c_i), dev_{CS'}(c_i) = c_i \}.
\]

\( N' \) is the set of all non-members of \( J \) who were hurt in some way by \( J \)'s deviation. One could naturally assume that players in \( N' \) would not like to pay members of \( J \) anymore in any coalition. In this case, the arbitration function would be \( p_j(c_i, x) \) if \( supp(c_i) \cap J \neq \emptyset \) and 0 otherwise. We denote the core that corresponds to this arbitrator the sensitive core.

Note that if \( J \) can \( A_1 \)-profitably deviate using some deviation \( CS' \) and \( A_2 \subseteq (CS, x, J, CS') \leq A_2 \subseteq (CS, x, J, CS') \) (coordinate-wise), then \( J \) can \( A_2 \)-profitably deviate from \( (CS, x) \). This implies that if for all outcomes \( (CS, x) \) and all deviations \( CS' \) of any \( J \subseteq N \) we have \( A_1 \subseteq (CS, x, J, CS') \leq A_2 \subseteq (CS, x, J, CS') \), then \( C(A_2, G) \subseteq C(J, G) \). Particularly we have

\[ o-core \subseteq r-core \subseteq o-core \subseteq c-core \]

This is a generalization of the result shown in [4].

### 4. Characterization of the Arbitrated Core

We now give a general characterization of the core under some arbitration function \( A \). Our proof method is similar to the proof of the characterization result given in [4].

**Theorem 4.1.** If \( G = (N, v) \) has the ECS property, then an outcome \((CS, x) \in F(N) \) is in \( C(A, G) \) if and only if for any \( J \subseteq N \) and deviation \( CS' \) we have \( p_j(CS, x) \geq val(A, CS, x, J, CS') \).

Simply put, an outcome is stable if and only if for any coalition \( J \) and any deviation proposed by \( J \), the payoff that the members of \( J \) can obtain under \( A \) does not exceed their current payoff.

**Proof.** Suppose first that for every \( J \subseteq N \) and every deviation \( CS' \) of \( J \) from \( CS \) we have \( p_j(CS, x) \geq val(A, CS, x, J, CS') \). Then, for all \( y \in I(CS') \),

\[
p_j(CS', y) \leq val(A, CS, x, J, CS') \leq p_j(CS, x).
\]

Hence, there exists a player \( j \in J \) that does not strictly benefit from \( (CS', y) \), and \( J \) cannot \( A \)-profitably deviate from \( (CS, x) \).

Conversely, suppose that for some nonempty \( J \subseteq N \) there exists a deviation \( CS' \) such that \( p_j(CS, x) < val(A, CS, x, J, CS') \). We show that \( (CS, x) \) is not in the \( A \)-core of \( G \). Let \( CS' = (c_1, \ldots, c_n) \). For all \( j \in J \) let \( p_j = p_j(CS, x) \) and for all \( c_i \in CS' \), let \( r_i = \phi_i(CS, x, J, CS') \). As \( v \) has the ECS property, \( v^*(CS, J, CS') = v(CS_M) \) for some coalition structure \( CS_M \in CS_J \).

\[
val(A, CS, x, J, CS') = v(CS_M) + \sum_{i=m+1}^{n} r_i, \text{ which is strictly greater than } p_j(CS, x), \text{ while } J \text{ can strictly gain by deviating, it is possible that the members of } J \text{ cannot divide the payoffs from the deviation in a manner that strictly benefits all of them. We now}.
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show that there is a subset of $J$ that can profitably deviate. Recall that $r_i$ may only be distributed among $J_i = \text{supp}(e_i) \cap J$. Given $r_i$, we define the set of all viable payoff divisions of $r_i$ among the members of $J_i$ as

$$\Delta_i = \{\rho \in \mathbb{R}_+^n \mid \sum_{i=1}^n \rho_i = r_i \text{ and } \rho_i = 0 \text{ for all } i \notin J_i\}.$$ 

Note that $\Delta_i$ is compact. Given $(CS, x)$, we define its total loss function

$$TL_{i\{CS,x\}} : I(CS_M) \times \prod_{i=1}^m \Delta_i \to \mathbb{R}.$$ 

Given an imputation $y \in I(CS_M)$ and $(\rho_i)_{i=1}^m \in \prod_{i=1}^m \Delta_i$, we define the total payoff to player $j$ in $J$ as

$$q_j(p_j(CS_M, y) = \sum_{j \in [p_j > q_j]} p_j - q_j.$$ 

The total loss of a payoff division is

$$TL_{i\{CS,x\}}(y, (\rho_i)_{i=1}^m) = \sum_{j \in [p_j > q_j]} p_j - q_j.$$ 

$TL_{i\{CS,x\}}$ is a continuous, real valued function over a compact set, so there is some payoff division $(y, (\rho_i)_{i=1}^m)$ that minimizes $TL_{i\{CS,x\}}$. Given a loss-minimizing payoff division $(y, (\rho_i)_{i=1}^m)$, we construct a directed graph $\Gamma = (V, E)$ where $V = J$, and there is a directed edge from $i \in J \to j \in J$ if and only if $i$ can legally transfer payments to $j$; this can happen if an only if both $i$ and $j$ are in the support of some coalition $C$ and $i$ receives a positive payoff from $C$. We color the vertices of the graph as follows: a vertex $j$ is green if $p_j < q_j$, white if $p_j = q_j$, and red if $p_j > q_j$. Since $\sum_{j \in J} q_j > p_j(CS, x)$, the graph has at least one green vertex. If all vertices are green, then $p_j < q_j$ for all $j \in J$, i.e., $CS'$ is a profitable deviation for all players in $J$, and we are done. We now assume that there is at least one non-green vertex.

Note that if $g \in J$ is green, then if there is an edge from $g$ to some $j$, then $g$ can transfer a small amount of payoff $0 < \delta < q_j - p_j$ to $j$. If $\delta$ is small enough, then the resulting outcome is still a viable imputation. Similarly, $j$ can legally transfer the same amount to any vertex that $j$ is connected to. Therefore, if there is a path from a green vertex $g$ to some $j$, then $g$ can transfer a small amount $\delta$ to $j$ while remaining green. Following [4], we observe that since we chose a payoff distribution that minimizes $TL_{i\{CS,x\}}$, if there is a path from a green vertex $g$ to some vertex $i$, then $i$ is not red. Thus, we can assume w.l.o.g. that if a vertex $i$ is not green, then there is no path from a green vertex to $i$. Let $G_J$ be the set of all green vertices; we claim that $G_J$ can $A'$-profitably deviate. Indeed, note that making $J'(G_J)$ to return to their original contributions according to $CS$ will not negatively affect $G_J$ (here we use the fact that $A'$ is deviation–monotone); if $G_J$ decides to deviate from $CS$, without having $J'(G_J)$ deviate as well, its payoffs cannot decrease. Therefore, $G_J$ can $A'$-profitably deviate from $CS$, and we are done.

### 4.1 The Refined and Optimistic Cores

Theorem 4.1 immediately implies the characterization of the conservative core given in [4]. Let $A'$ denote the conservative arbitrator; under $A'$ we have $\phi_i(CS, x, J, CS') = 0$, so any deviating set should not leave any of its resources in any coalition, but rather devote all of its resources to maximize $v^*(CS, J, CS')$. Therefore,

$$\{\text{val}(A', CS, x, J, CS')\} = \sup_{CS'}\{v^*(CS, J, CS')\} = v^*(J).$$

Our characterization result indeed shows that $(CS, x)$ is $c$-stable if and only if for all $J \subseteq N$, $p_{J}(CS, x) \geq v^*(J)$.

Theorem 4.1 also gives an intuitive characterization of the refined and optimistic cores; under the refined arbitrator, denoted $A'$, a deviating subset $J$ can expect payoff only from coalitions it did not change. Thus, if $J$ decides to deviate from a coalition, it should withdraw all of its resources from that coalition. The arbitration value of $A'$ is $v^*(CS, J, CS') + p_J(U, x)$, where $U$ is a matrix whose columns are the coalitions unchanged by $J$'s deviation. Consequently, an outcome $(CS, x)$ is in the $c$-core if and only if for all $J \subseteq N$ and any deviation of $J, CS'$, we have $p_{J}(CS, x) \geq v^*(CS, J, CS') + p_J(U, x)$. To conclude, an outcome $(CS, x)$ is in the $c$-core if and only if for any $J \subseteq N$ and any matrix $Q$ whose column vectors are coalitions in $CS|J$ we have

$$p_{J}(CS, x) \geq v^*(CS, J, CS') + p_J(U, x).$$

Note that if $Q = CS|J$, we get the $c$-core condition.

Under the optimistic arbitrator, denoted $A''$, $J$ can expect payoff from a coalition $c$ if all non-$J$ members of $c$ get the payoff they received under $x$. Thus, the payoff available to $J$ is $v(d(CS, x))$, and $A''(NC, x)$ we denote by $P(CS)$ the coalitions from which $J$ can expect payoff if it makes the deviation $CS'$, and by $P(CS')$ the same coalitions after $J$'s deviation. We define $N(CS)$ to be the coalitions that will not pay $J$. By Theorem 4.1 we have that $(CS, x) \in C(A', G)$ if and only if

$$p_{J}(CS, x) \geq v^*(CS, J, CS') + v^*(P(CS')) - p_{J}(P(CS), x).$$

Since $p_{J}(P(CS), x) = v^*(P(CS))$, it follows that $(CS, x) \in C(A'', G)$ if and only if

$$p_{J}(NC, x) \geq v^*(CS, J, CS') + v^*(P(CS')) - v^*(P(CS)).$$

Note that if we only consider deviations where $J$ withdraws all of its resources from $N(CS)$ and does not change its contribution to $P(CS)$, then we get the characterization of the $c$-core. Also note that checking if an outcome is in the $c$-core or $c$-core can be done by considering a finite number of deviations, but for $c$-core this is not the case.

### 5. The Nucleolus of an Arbitrated OCF Game

Although the core of a game is a useful solution concept, it may be empty in some cases; it is desirable to have a solution concept that is more robust, and, in particular, is guaranteed to be non-empty for all (reasonable) OCF games. In the non-overlapping setting, this role is fulfilled by the nucleolus [11]. We extend the notion of nucleolus to OCF games, and show that it exhibits many of the desirable properties of its non-OCF counterpart.

Let $A''(CS, x, J)$ denote the most that $J \subseteq N$ can receive from an arbitrator given an outcome $(CS, x)$. In this section, we only consider OCF games for which $A''(CS, x, J)$ is a well-defined real value for any $CS$, $x$ and $J$.

**Definition 5.1.** Given an outcome $(CS, x)$, the excess of $J \subseteq N$ is defined as $e(CS, x, J) = A''(CS, x, J) - p_J(CS, x)$.

The excess is a measure of a subset’s “unhappiness” with a given outcome: the lower the excess, the happier the subset. Note also that Theorem 4.1 states that $(CS, x) \in C(A, G)$ if and only if $e(CS, x, J) \leq 0$ for all $J \subseteq N$. Given an outcome $(CS, x)$, we define its excess vector as

$$\theta(CS, x) = (e(CS, x, S_1), e(CS, x, S_2), ..., e(CS, x, S_n),$$
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where \( e(CS, x, S_1) \geq \ldots \geq e(CS, x, S_{2n}) \). We write \((CS, x) \preceq_L (CS', y)\) if \(\theta(CS, x)\) is lexicographically smaller than \(\theta(CS', y)\).

We point out that Definition 5.1 coincides with the definition of excess for classic TU cooperative games; given a classic TU game \((N, u)\), the most that the set \(J\) can get is simply \(u(J)\), and the excess is defined as the difference between \(u(J)\) and the payoff to \(J\). This analogous definition gives rise to an analogous definition of an arbitrable nucleolus.

Given an OCF game \(G = (N, v)\) arbitrated by \(A\), the arbitrable nucleolus of \(G\), denoted \(\mathcal{N}(A, G)\), is the set of all outcomes in \(\mathcal{F}(N)\) that are minimal with respect to \(\preceq_L\). Observe that just like in the non-overlapping case, if \(C(A, G) \neq \emptyset\), then \(\mathcal{N}(A, G) \subseteq \mathcal{C}(A, G)\).

### 5.1 Non-Emptiness of the Nucleolus

Unlike the arbitrated core, the nucleolus is never empty as long as \(A^*(CS, x, J)\) is continuous with respect to \((CS, x)\). In fact, it suffices that the excess of a set be achievable by using some deviation from a given outcome. This is true for the arbitrators defined above, assuming that \(v\) has the ECS property.

**Theorem 5.2.** If \(v\) has the ECS property and \(A^*(CS, x, J)\) is continuous w.r.t. \((CS, x)\), then \(\mathcal{N}(A, G) \neq \emptyset\).

**Proof.** First, we would like to note that the excess vector is comprised of continuous functions over \(\mathcal{F}(N)\). Indeed, observe that for any outcome \((CS, x)\) and any \(k = 1, \ldots, 2^n\) we have

\[\theta_k(CS, x) = \max_{S_1, \ldots, S_k \subseteq N} \left\{ \min\{e(CS, x, S_1), \ldots, e(CS, x, S_k)\} \right\},\]

where all \(S_1, \ldots, S_k\) are different subsets of \(N\). Since \(A^*(CS, x, J)\) is continuous, so is the excess. Thus, \(\theta_k\) is obtained by combining continuous functions using a finite number of min and max operations, and therefore it is continuous as well.

Set \(X_k = \{(CS, x) = \arg\min_{(CS', y) \in \mathcal{F}(N)} \theta_k(CS', y)\}\), and for every \(k = 2, \ldots, 2^n\), let

\[X_k = \{(CS, x) = \arg\min_{(CS', y) \in \mathcal{F}(N)} \theta_k(CS', y)\}\].

Next, we set \(X_2^n \subseteq \mathcal{N}(A, G)\), since if \((CS, x) \in X_k\) then \(\theta_k(CS, x) \leq \theta_k(CS', y)\) for every \(k = 1, \ldots, 2^n\). Thus, it remains to show that \(X_2^n\) is non-empty. Now, the set \(\mathcal{F}(N)\) is compact and non-empty. From elementary calculus, we know that if \(C \subseteq \mathbb{R}^n\) it's a non-empty compact set, and \(f : C \rightarrow \mathbb{R}\) is a continuous function, then the set \(X = \{x \in C \mid f(x) = \min_{y \in C} f(y)\}\) is a non-empty compact set. Hence, \(X_k\) is compact and non-empty, and inductively so is \(X_2^n\). Consequently, \(\mathcal{N}(A, G) \neq \emptyset\).

### 5.2 Properties of the Nucleolus

The nucleolus in the non-overlapping setting exhibits some attractive properties. For example, in the non-overlapping setting, the nucleolus is a single point [9, 18]. In the arbitraged OCF setting, however, the nucleolus may have a richer structure.

**Example 5.3.** Consider the following TG: \(N = \{1, 2\}\). Both players have weight of 1 and there is one task \(t\) with \(w(t) = 2\), \(p(t) = 20\). Assume that \(G\) is arbitrated by the refined arbitrator. The r-core of the game is not empty and the only coalition structure that is in the r-core is \(CS = \{t\}\). Let us consider a payoff distribution where player 1 gets 10 + \(\varepsilon\) and player 2 gets 10 − \(\varepsilon\) where 0 < \(\varepsilon\) < 10. The maximum value that can be provided to player 1 under the refined arbitrator is if he offers \(CS\) as his objection; any other deviation will leave him with nothing. Indeed, \(A^*(CS, x, \{1\}) = p_1(CS, x) = 10 - \varepsilon\), thus his excess is 0. One can verify that all nucleolus outcomes have excess of 0 for all sets in this game. However, if the same game is arbitrated by the conservative arbitrator, then the excess of player 1 is \(0 - (10 - \varepsilon) = \varepsilon - 10\), which will make him sensitive to the fact that he is being cheated.

Example 5.3 demonstrates that outcomes in \(\mathcal{N}(A, G)\) need not be unique, nor distribute payoffs the same way. However, it turns out that if \(A^*(CS, x, J)\) is convex as a function of \(x\) when \(J\) and \(CS\) are fixed, then for any two outcomes in the nucleolus that have the same coalition structure, each subset of players has the same excess under both of these outcomes. First, we need the following technical lemma:

**Lemma 5.4.** If \((CS, x), (CS, y) \in \mathcal{N}(A, G)\) and \(z = \frac{x+y}{2}\), then \((CS, z) \in \mathcal{N}(A, G)\).

**Proof.** Suppose that \((CS, x), (CS, y) \in \mathcal{N}(A, G)\). Both outcomes must have the same excess vector, i.e. \(\theta(CS, x) = \theta(CS, y)\). Set \(z = \frac{x+y}{2}\). Since \(I(CS)\) is convex, \(z \in I(CS)\). Consider \(\theta(CS, z)\). Denote

\[
\theta(CS, x) = (e(CS, x, J_1), \ldots, e(CS, x, J_{2^n})),
\]

\[
\theta(CS, y) = (e(CS, y, K_1), \ldots, e(CS, y, K_{2^n})),
\]

\[
\theta(CS, z) = (e(CS, z, L_1), \ldots, e(CS, z, L_{2^n})).
\]

Given a deviation \(CS'\) of \(J\) from \(CS\), we have

\[A^*(CS, z, J) \leq \frac{A^*(CS, x, J) + A^*(CS, y, J)}{2},\]

since \(A^*\) is convex. Since the payoffs to \(J\) are linear in the imputations, we conclude that

\[e(CS, z, J) \leq \frac{1}{2}e(CS, x, J) + \frac{1}{2}e(CS, y, J).\]

Denote \(e(CS, x, J_1) = e(CS, y, K_1) = V_i\). We get

\[e(CS, z, L_1) \leq \frac{e(CS, x, L_1) + e(CS, y, L_1)}{2} \leq V_i.\]

If at any point the inequality is strict, \(e(CS, z, L_1) < V_i\) and \(\theta(CS, z)\) is strictly smaller lexicographically than \(\theta(CS, x)\), a contradiction. We similarly conclude that \(e(CS, z, L_6) = V_k\) for all \(k = 1, \ldots, 2^n\). Therefore \(\theta(CS, z) = \theta(CS, x) = \theta(CS, y)\), and \((CS, z) \in \mathcal{N}(A, G)\).

**Theorem 5.5.** Let \(G = (N, v)\) be a game arbitrated by some convex arbitrator \(A\). If \((CS, x), (CS, y) \in \mathcal{N}(A, G)\) then for any \(J \subseteq N\) we have \(e(CS, x, J) = e(CS, y, J)\).

**Proof.** The proof scheme is somewhat similar to the proof that the nucleolus for non-OCF games is unique [18, 9]. Let \((CS, x)\) and \((CS, y)\) be in \(\mathcal{N}(A, G)\). Set \(z = \frac{x+y}{2}\). Using the same notation as in Lemma 5.4, we know that \(e(CS, x, J_1)\) is equal to \(e(CS, y, K_1)\) and \(e(CS, z, L_1)\), so

\[e(CS, x, J_1) + e(CS, y, K_1) = 2e(CS, z, L_1).\]

As shown in Lemma 5.4,

\[2e(CS, z, L_1) \leq e(CS, x, L_1) + e(CS, y, L_1).\]

By definition of \(J_1\), \(e(CS, x, L_1) \leq e(CS, x, J_1)\) and similarly, \(e(CS, y, L_1) \leq e(CS, y, K_1)\). This implies that

\[e(CS, y, K_1) = e(CS, y, L_1) = e(CS, x, J_1) = e(CS, x, L_1).\]

We can swap \(L_1\) with \(J_1\) in the excess ordering of \((CS, x)\) without changing the excess vector. This can be done inductively for any \(L_k\). We conclude that if \((CS, x), (CS, y) \in \mathcal{N}(A, G)\) then all sets have the same excess in both outcomes.
The conservative arbitrator is constant at \( v^*(J) \), and thus convex. This allows us to use Theorem 5.5 to show that for the conservative arbitration function any two outcomes in the nucleolus correspond to identical payoff vectors.

**Corollary 5.6.** If \( G \) is arbitrated by the conservative arbitrator, then for any \((CS, x), (CS, y) \in N(A^*, G)\) and any \( i \in N \), \( p_i(CS, x) = p_i(CS, y) \).

**Proof.** Consider two outcomes \((CS, x), (CS, y) \in N(A^*, G)\) and a player \( i \). By Theorem 5.5, \( A^*(CS, x, J) - p_i(CS, x) = A^*(CS, x, J) - p_i(CS, y) \). On the other hand, \( A^*(CS, x, J) = v^*(\{i\}) \), so \( p_i(CS, x) \) must equal \( p_i(CS, y) \).

We remark that one can also show that the refined arbitrator is convex. However, as illustrated by Example 5.3, the conclusion of Corollary 5.6 does not hold for the refined arbitrator, since the value of \( A^*(CS, x, J) \) may depend on the vector \( z \).

### 6. The Shapley Value of OCF Games

Introduced by L.S. Shapley in [12], the Shapley value is a central solution concept in classic cooperative game theory. We offer two possible extensions of the Shapley value to OCF games; one assumes a fixed coalition structure and is somewhat similar to the Shapley value for coalition structures defined in [2], while the other takes into account the ability of sets to maximize their profits using coalition structures and is similar to the classic notion defined in [12]. We show that both values are unique with regard to specific sets of axioms.

Our first definition assumes that the coalition structure \( CS \) is given; it is possible that the agents have agreed on some division of labor, or one was assigned to them by a central authority. The following definition of a value provides an axiomatic method of assessing the contribution of each player to \( CS \). Given a game \( G = (N, v) \) and a coalition \( c \in [0, 1]^n \) we set forth the following axioms for a value \( \Phi_i(N, v, c) \).

1. **Coalitional Efficiency:** \( \sum_{i=1}^n \Phi_i(N, v, c) = v(c) \).

2. **Symmetry:** Two players \( i, j \in N \) are OCF-symmetric if for all \( x \in [0, 1]^n \), \( v(x) = v(x_{i,j}) \), where \( x_{i,j} \) is \( x \) with the \( i \)-th and \( j \)-th coordinates exchanged. If \( i, j \) are OCF-symmetric, then \( \Phi_i(N, v, c) = \Phi_j(N, v, c) \).

3. **Dummy Player:** Set \( c_{-i} \) to be \( c \) with the \( i \)-th coordinate set to 0. If \( v(c_{-i}) = v(c) \) then \( \Phi_i(N, v, c) = 0 \).

4. **Additivity:** \( \Phi_i(N, v, c) + \Phi_i(N, u, c) = \Phi_i(N, u+v, c) \).

We define \( \alpha_v : [0, 1]^n \times 2^N \to \mathbb{R} \) as \( \alpha_v(c, S) = v(c|S) \). Given a coalition \( c \), the **coalitional OCF Shapley value** of \( c \), denoted \( SV_v(N, v, c) \), is \( sv_1(\alpha_v(c, \cdot)) \). One can verify that

- \( \alpha_v(c, N) = v(c) \);
- if two players are OCF-symmetric then they are symmetric in \( \alpha_v(c, \cdot) \);
- if \( i \) is a dummy then \( \alpha_v(c, S|\{i\}) = v(c|S\cup\{i\}) = \alpha_v(c, S) \), hence \( i \) is dummy in \( \alpha_v(c, \cdot) \);
- \( \alpha_v(c, S) + \alpha_v(c, S) = u(c|S) + v(c|S) = (u+v)(c|S) = \alpha_{u+v}(c, S) \).

This shows that the OCF properties described above naturally translate to their equivalents in non-OCF games. Hence, the coalitional OCF Shapley value satisfies properties (1)—(4). To show uniqueness, we use the following construction: given a function \( u : 2^N \to \mathbb{R} \), define \( v : [0, 1]^n \to \mathbb{R} \) by setting \( v(x) = u(S) \) if \( x = c_S \) for some \( S \subseteq N \) and \( v(x) = 0 \) otherwise. Clearly, we have \( \alpha_v(c, S) = u(S) \) for any \( S \subseteq N \). Therefore, uniqueness of the coalitional OCF Shapley value follows from the uniqueness of the classic Shapley value. The coalitional OCF Shapley value can be extended to coalition structures by setting \( SV_v(N, v, c) = \sum_{i=1}^n SV_v(N, v, c_i) \), where \( CS = (c_1, \ldots, c_n) \). It is immediate that \( SV_v(N, v, c) \) is efficient, i.e., the sum of the players’ values is \( v(CS) \), and the value of each coalition is distributed only among those who support it.

An alternative approach for measuring power does not assume a preexisting coalition structure, but rather measures the a–priori marginal contribution of a player, as all players try to maximize social welfare by forming coalition structures. Young [17] gives a characterization of the Shapley value using the notion of strong monotonicity; we use a similar notion for a value. We begin by setting forth the desirable axioms.

1. **Strong Monotonicity:** if for some \( u, v : [0, 1]^n \to \mathbb{R} \) and some \( i \in N \) we have \( v^*(c) - v^*(c_{-i}) \geq u^*(c) - u^*(c_{-i}) \) for all \( c \in [0, 1]^n \), then \( \Phi_i(N, v) \geq \Phi_i(N, u) \).

2. **Symmetry:** A value \( \Phi \) is symmetric if for any two symmetric players \( i, j \), \( \Phi_j(N, v) = \Phi_i(N, v) \).

3. **Efficiency:** \( \sum_{i=1}^n \Phi_i(N, v) = v^*(N) \).

Axiom (1) states that if a player \( i \) has higher marginal contribution to \( v^*(c) \) than to \( u^*(c) \) for any \( c \), then her value in \( c \) should be higher; this is a generalization of strong monotonicity as defined in [17]. Also note that if two players are OCF-symmetric, then they are symmetric as players in the crisp analogue of the game. Finally, these notions are only well–defined assuming that the game \( G \) has the ECS property. We define the **OCF Shapley value**, denoted \( SV_v^*(N, v) \), as

\[
SV_v^*(N, v) = sv_1(N, v^*).
\]

Strong monotonicity, efficiency and symmetry are inherited from their classic counterparts for \( sv_1(N, v^*) \). Note also that the class of crisp analogues of OCF games corresponds to the class of superadditive games. Recall that a function \( u : 2^N \to \mathbb{R} \) is called superadditive if for all disjoint \( T, S \subseteq N \) it holds that \( v(S) + v(T) \leq v(S \cup T) \). One can verify that the crisp analogue of any OCF game is superadditive. Moreover, given a superadditive \( u : 2^N \to \mathbb{R} \), one can define the function \( v : [0, 1] \to \mathbb{R} \) to be \( v(e^S) = u(S) \) and 0 otherwise; for all \( S \subseteq N \), \( v(S) = u(S) \). Therefore, the uniqueness of the Shapley value for superadditive games implies its uniqueness for the class of crisp analogues, which in turn implies its uniqueness for OCF games.

The two notions of Shapley value for OCF games considered above do not, in general, coincide, even if the coalition structure for which we compute the coalitional OCF Shapley value is socially optimal.

**Example 6.1.** Consider a 3-player TG with \( w_1 = 5, w_2 = 2, w_3 = 1 \), and two tasks, \( t_1, t_2 \), with \( p(t_1) = 6, p(t_2) = 12 \) and \( w(t_1) = 4, w(t_2) = 8 \). Let us compute \( SV_v^*(N, v) \). When player 1 is first or second he has marginal contribution of 6. When he is last, his marginal contribution is 12. Therefore, \( SV_v^*(N, v) = 8 \), and, by efficiency and symmetry, \( SV_v^*(N, v) = SV_v^*(N, v) = 2 \). However, consider a coalition structure where players work on two
copies of $t_1$, and each of them contributes half of his resources to each copy. Then any player has non-zero marginal contribution only if he is last, in which case he contributes $12$. Therefore $SV_1(N, v, CS) = SV_2(N, v, CS) = SV_3(N, v, CS) = 4$.

In Example 6.1, player 1 can contribute significantly more than the other players, but his coalitional OCF Shapley value is equal to theirs in $CS$. This is because in the specific coalition structure $CS$, his marginal contribution is the same as his peers'; if any one of them leaves a coalition, the value of the remaining coalition structure becomes zero.

Note also that if two players in a TTG have $w_i = w_j$, then $SV_1^o(N, v) = SV_2^o(N, v)$. However, this is not necessarily true for the coalitional Shapley value.

**Example 6.2.** Consider a 2-player TTG where both players have weight $w \geq 2$, and there are two tasks; $w(t_1) = 2w - 1$, $w(t_2) = 1$ and $p(t_1) = M, p(t_2) = x$, where $(2w - 1)x \leq M$. We form $CS$ so that player 1 contributes all of her weight to $t_1$, while player 2 contributes $w - 1$ to $t_1$, and completes $t_2$ by herself. When player 1 is first, then $v((\frac{1}{2})) = x$, while under the current coalition structure, player 2 can gain $2x$ on her own. $SV_1(N, v, CS) = \frac{1}{2}(x + 2w - 1 - 2x) = 2$, and by efficiency $SV_2(N, v, CS) = \frac{1}{2}M + \frac{1}{2}w$.

Example 6.2 implies that the difference between $SV_1^o(N, v)$ and $SV_2(N, v, CS)$ can be arbitrarily large.

### 7. CONCLUSIONS AND FUTURE WORK

Our work shows significant similarity between concepts from classic cooperative game theory and their OCF counterparts. We can also generalize the notion of the bargaining set [6] to OCF games; the resulting notion shares many properties with the bargaining set in crisp games. We omit these results due to space constraints. Other solution concepts, such as the c-core, can be described using the arbitration function itself, using the freely distributable component mentioned in Remark 3.3.

The arbitrated OCF model is far from being fully explored. We would like to point out a few promising directions for further research. First, it is shown in [13] that the Shapley value is in the core of a convex game. We would like to see if this result extends to the OCF setting. While [4] define convex OCF games and show that their c-core is not empty, it is not clear if there is an outcome in the c-core of a convex game such that each player is paid exactly her OCF Shapley value. In order to do so, we must find some coalition structure that corresponds to such a payoff scheme.

Another promising direction is exploring processes of overlapping coalition formation. While some work has been done on overlapping coalition formation algorithms [8], coalitional stability is yet to be fully explored. Our work assumes that an outcome is exogenously determined, and does not describe a process under which a stable outcome may arise. While [4] proposes a coalition formation procedure for convex OCF games, it is not clear how to extend it to the general case. A decentralized coalition formation algorithm, where agents repeatedly form and dissolve coalitions until a stable coalition structure and payoff division are agreed upon, would be useful in many multi-agent scenarios. The notion of arbitrators may play a significant role in such a process, as the arbitration function can effectively control the degree to which agents will be inclined to deviate.

Finally, we would like to investigate the algorithmic properties of the solution concepts defined in this paper. For example, it is clear that it is generally hard to compute the OCF Shapley value, even when one can compute $v^*$ in polynomial time. However, it would be interesting to identify natural classes of games where the Shapley value is tractable.
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ABSTRACT

Online digital goods auctions are settings where a seller with an unlimited supply of goods (e.g., music or movie downloads) interacts with a stream of potential buyers. In the posted price setting, the seller makes a take-it-or-leave-it offer to each arriving buyer. We study the seller’s revenue maximization problem in posted-price auctions of digital goods. We find that algorithms from the multi-armed bandit literature like UCB, which come with good regret bounds, can be slow to converge. We propose and study two alternatives: (1) a scheme based on using Gittins indices with priors that make appropriate use of domain knowledge; (2) a new learning algorithm, LLVD, that assumes a linear demand curve, and maintains a Beta prior over the free parameter using a moment-matching approximation. LLVD is not only (approximately) optimal for linear demand, but also learns fast and performs well when the linearity assumption is violated, for example in the cases of two natural valuation distributions, exponential and log-normal.
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1. INTRODUCTION

Digital goods auctions are those where a seller with an unlimited supply of identical goods interacts with a population of buyers who desire one unit of that good [12, 11]. These are typically thought of as digital goods which can be produced at negligible cost, for example, rights to watch a movie broadcast, or to download an audio file.

Consider the problem faced by a company that has the rights to a piece of music, and wants to market it to consumers. There is some underlying valuation distribution on the potential population of buyers, reflecting how much each potential buyer values that piece. However, the seller is not aware of this distribution, and can only learn it through interaction with buyers. The seller’s goal is to maximize her own revenue. While such problems have typically been dealt with by using a few discrete possible prices and estimating popularity, this has mostly been due to the transaction costs associated with regularly changing prices. Dynamic pricing mechanisms, on the other hand, are increasingly available to sellers, and it is now practical to consider strategies that change prices online [13]. The typical interaction will be that the user searches a music database for the piece, sees a price, and decides whether or not to buy.

In this kind of posted-price mechanism [15, 3], the seller offers a single price, and an arriving buyer has the option to either complete the purchase at that price, or not go through with it. If the seller knew the distribution of valuations, the pricing problem for revenue maximization would be simple to solve, yielding a single fixed price to be offered to all the buyers (under the assumption that the seller has no way of discriminating between buyers, or finding out their individual valuations). This distribution can also be thought of as the demand curve, because an arriving buyer will only buy if her valuation exceeds the posted price being offered.

Posted price mechanisms have also received attention in the context of limited supply auctions [4]. There has been work in economics on learning the demand curve in posted price auctions when the seller has a single unit of the item to sell [5], and also on learning the demand curve using buyers’ bidding behavior in non-posted price settings [19].

Posted price auctions in which the seller must learn the demand curve are a natural application for the tools of dynamic programming and reinforcement learning because they exhibit a classic exploration-exploitation dilemma. The quoted price serves as both a profit-seeking mechanism (exploitation) as well as an information-gathering one (exploration). In the context of two-sided posted-price mechanisms in finance where a “market maker” offers to both buy and sell a security at some price, Das and Magdon-Ismail [7] use dynamic programming techniques to show that there are times when it is optimal to make significant losses in order to learn the valuation distribution more quickly. In digital goods auctions the seller does not make a loss, but may lose out on potentially higher revenue instead.

Given the exploration-exploitation dilemma inherent in the problem, it is natural that many of the algorithms analyzed for posted price selling with unknown demand have been based on the multi-armed bandit literature. Several of
these schemes have been shown to possess good properties in terms of asymptotic regret for the seller’s revenue maximization problem in the unlimited supply setting. Blum et al. [3] discuss the application of Auer et al.’s [2] EXP3 algorithm for the adversarial multi-armed bandit problem to posted price mechanisms, showing a worst-case adversarial bound. Kleinberg and Leighton [15] derive regret bounds for Auer et al.’s [1] UCB1 bandit algorithm for i.i.d. settings in the posted price context. UCB1 is intended to minimize regret even in finite-horizon contexts, so we would expect it to perform relatively well. However, these algorithms rarely perform very well in terms of utility received in even simulated posted price auction settings – for example, in Conitzer and Garra’s comparison of EXP3 with gradient ascent and Bayesian methods [6], or even in different applications, as found by Vermorel and Mohri on an artificially generated dataset and a networking dataset [20]. Conitzer and Garra’s Bayesian methods are a relevant comparison to the algorithms we develop here, but they make a “correct prior” assumption, mostly focusing on learning when the model is known but the parameters unknown (for example, when the valuation distribution is uniform or exponential with known probabilities and a set of possible parameters with finite support for each type of distribution).

Contributions.

In this paper, we study the problem of revenue maximization in posted-price auctions of digital goods from the perspective of reinforcement learning and maximizing flow utility, rather than trying to achieve asymptotic regret bounds. We evaluate algorithms on simulated buying populations, with valuations distributed uniformly, exponentially, and log-normally. We find that regret-minimization algorithms from the multi-armed bandit literature are slow to learn in practice, and hence impractical, even for simple distributions of valuations in the buying population. We propose two alternatives: (1) a scheme based on Gittins indices that starts with different priors on the arms based on the knowledge that purchases at higher prices are less likely, and (2) a new reinforcement learning algorithm for the problem, called LLVD, that is based on a plausible linearity assumption on the structure of the demand curve. LLVD maintains a Beta distribution as the seller’s belief state, updating it using a moment-matching approximation. LLVD is (approximately) optimal when the linearity assumption holds, and empirically performs well for several families of valuation distributions that violate the linearity assumption.

2. THE POSTED PRICE MODEL

We start by introducing the model and assumptions that we will use. Buyers arrive in a stream, each with an i.i.d. valuation $v$ of the good from an unknown underlying distribution $f_v$. $f_v$ can have support on $[0, \infty)$. At each instant in time, the seller quotes a price $q \in [0, \infty)$, a potential buyer arrives with $v \sim f_v$, and chooses to buy if $v \geq q$, and not to buy otherwise. The seller has access to the history of her own pricing decisions, as well as the purchase decisions made by each arriving buyer. Her goal is to sequentially set $q_t$ so as to maximize (discounted) expected total long-term revenue (we assume an infinite horizon model).

2.1 Learning the Demand Curve

For any given distribution of buyer valuations $f_v$, under the assumption that buyer valuations are i.i.d. draws from $f_v$ at each point in time, there is a single optimal price $q_{OPT}$ that maximizes the seller’s expected revenue. When $f_v$ is unknown, there are several different possible design goals. In this work we seek to design an algorithm that maximizes flow utility, rather than an algorithm with the explicit goal of asymptotically correct or regret-bounded learning. Therefore, we focus on a dynamic programming approach that maximizes flow utility under a probabilistic model. This is a problem that falls within the domain of dynamic programming, reinforcement learning, and optimal experimentation, because the seller’s actions, corresponding to posted prices, have both a profit role (exploitation) and an informational role (exploration; conveying information about the true demand curve). The first problem with designing such a model is that the seller’s state space is itself a probability distribution over possible probability distributions (of valuations), so without restricting the space of possibilities it is difficult to get any traction. It is useful to consider a simple example.

“Linear” Demand.

Assume that buyer valuations are distributed uniformly on $[0, B]$. The probability of an arriving buyer choosing to buy at price $q$, $P(q)$ is $(B - q)/B$, or $1 - \gamma q$ where $\gamma = 1/B$. This entails a linear form for the probability of a sale at price $q$, so we refer to this (loosely) as the case of linear demand.

Now consider a particularly simple example. Suppose the seller knows with certainty that the demand function is either $F$, corresponding to $\gamma_1$, or $G$, corresponding to $\gamma_2$. Let $\alpha$ denote the probability the seller associates with demand function $F$. Then the state space is entirely parameterized by $\alpha$. The expected discounted revenue is given by

$$\pi(\alpha) = \sum_{k=0}^{\infty} \delta^{k-1} (\alpha \pi_2 q_k P_F(q_k) + (1 - \alpha) \pi_2 q_k P_G(q_k)).$$

A revenue maximizing policy is a mapping from $\alpha$ to $q$ that maximizes $\pi$. The states $\alpha = 0$ and $\alpha = 1$ have no uncertainty associated with them, and the problem reduces to a simple maximization. When $\alpha = 1$, we maximize $\max_q \sum_{k=0}^{\infty} \delta^k (q P_F(q)) = \max_q q^{1/\gamma}$. For this example we assume $\alpha \in [0, 1]$. So if the optimal $q$ is theoretically greater than 1, the item is priced at 1. The function itself is increasing up to a maximum at $q = 1/\gamma_1$, so the maximum within our domain $q \in [0, 1]$ is at $q = \min(1/2\gamma_1, 1)$ if $\alpha = 1$. Similarly if $\alpha = 0$, then the optimal price is $q = \min(1/2\gamma_2, 1)$.

For general $\alpha$, the seller sets a price $q$ (since we are discussing optimal actions in a situation that is not explicitly time dependent, we suppress any dependence on $t$). Depending on the action of an arriving buyer, the seller updates $\alpha$. If the buyer buys, then $\alpha' = \frac{\alpha P_F(q) + (1 - \alpha) P_G(q)}{1 + \beta \delta^{t+1} \alpha ((1 - \alpha) P_F(q) + \alpha P_G(q))}$, so we refer to this (loosely) as the case of linear demand.

Again, for our particular model, $\alpha'' = \frac{\alpha' P_F(q) + (1 - \alpha') P_G(q)}{1 + \beta \delta^{t+1} \alpha' ((1 - \alpha') P_F(q) + \alpha' P_G(q))}$. This latter equation is of particular interest, since there is, surprisingly, no dependence on $q$.

The relevant probabilities of buying and not buying, given a (state, action) pair consisting of $\alpha$ and $q$ are given by $Pr(\text{Buy} | \alpha, q) = \alpha P_F(q) + (1 - \alpha) P_G(q)$, and $Pr(\neg \text{Buy} | \alpha, q) = \alpha (1 - P_F(q)) + (1 - \alpha) (1 - P_G(q))$. 
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Now we can write down the Bellman equation:

\[ V(\alpha) = \alpha q P_r(q) + (1 - \alpha) q P_C(q) + \delta V' \]  

(1)

where \( V' = \Pr(\text{Buy}|\alpha, q) V(\alpha') + \Pr(\neg \text{Buy}|\alpha, q) V(\alpha'') \).

We now know the dynamics of the system. We can solve by discretizing \( \alpha \) (we know \( \alpha \in [0, 1] \)) and using value iteration for any particular values of \( \gamma_1 \) and \( \gamma_2 \). Figure 1 shows the value function for two different values of \( \delta \).

Computing the value function in this case leads to an interesting observation. When \( \delta \) is high, the value function is almost linear in \( \alpha \). We can approximate the value function by \( V = b \alpha + c \) to get an analytical approximate solution. Substituting in Equation 1 and finding \( b \) and \( c \) by equating coefficients, we find \( V = \frac{2q^2 + 1}{4} \) where \( Z = (\gamma_2 - \gamma_1) \alpha - \gamma_2 \). This equation implies that the optimal choice for \( q \) is the same as the myopically optimal choice! The linearity of the value function and the approximate optimality of a myopic strategy arise in part because, regardless of the strategy for setting \( q \), good information is received by whether or not a buyer buys, allowing us to distinguish the populations, and \( \alpha \) converges to either 0 or 1 quickly. This is partly a function of the fact that only one of the two possible future states \( \alpha' \) and \( \alpha'' \) depends in any way on \( q \). In fact, the myopic approximation continues to be an excellent approximation to the optimal strategy even for lower values of \( \delta \), because at lower values immediate revenue dominates future revenue in the value function anyhow.

**More General Settings.**

The example discussed above is analytically tractable because of the restriction to two possible distributions, reducing our state space to a single continuous variable. This restriction is too onerous for any realistic application. The simplest way to remove this restriction without sending tractability overboard is to consider the whole space of linear demand functions with \( \gamma \in [0, 1] \) (the restriction to \( \gamma \leq 1 \) is not restrictive, because the effect could be achieved through rescaling of the valuations). We approach this problem by maintaining a probability distribution over \( \gamma \).

**3. ALGORITHMS**

Here we describe the three algorithms we compare for this problem: (1) our new parametric algorithm, LLVD; (2) a Gittins-index based strategy with appropriately chosen priors; (3) UCB, a regret-minimizing algorithm from the multiarmed bandit literature.

**3.1 The LLVD Algorithm**

Our main assumption is that it is reasonable to model the probability of an arriving buyer choosing to go through with a purchase at quoted price \( q \) as a linear function of \( q \), \( \Pr(\text{Buy}|q) = 1 - \gamma q \). This gives rise to our learning algorithm, which we call “Linear Learning of Valuation Distributions” (LLVD).

Under the linearity assumption we want to maximize total expected (discounted) revenue. The seller’s state space is now the space of distributions over \( \gamma \). In order to make this a tractable state space to work with, we enforce that the seller always represents her beliefs as a Beta distribution (\( \gamma \in [0, 1] \)). The state space can then be parametrized by the two parameters of the Beta distribution. We need to derive the state space transition model and the reward model in order to solve for the seller’s optimal policy. In the following, \( f(\gamma; \alpha, \beta) \) represents the density function for the Beta distribution. \( F(\gamma; \alpha, \beta) \) represents the c.d.f for the Beta distribution, and \( F_k(\gamma) \) represents \( F(\gamma; \alpha + k, \beta) \).

**Transition Model.**

An arriving buyer is quoted a price \( q \) and decides whether or not to buy at that price. She will buy if her valuation is less than equal to the price quoted. The seller updates her own distribution over \( \gamma \) based on whether or not the arriving buyer bought the good. Consider the Bayesian updates in two cases:

1. **Buyer does not buy:**

\[
\begin{align*}
    f(\gamma|\neg \text{Buy}) &= \frac{f(\gamma; \alpha, \beta)(\gamma q)}{\int_0^1 f(\gamma; \alpha, \beta)(\gamma q) d\gamma} = \frac{\gamma^\alpha(1 - \gamma)^{\beta - 1}}{\int_0^1 \gamma^\alpha(1 - \gamma)^{\beta - 1} d\gamma} \\
    &= \frac{f(\gamma; \alpha + 1, \beta)}{F(1/q, \alpha, \beta)} = \frac{f(\gamma; \alpha + 1, \beta)}{F_0(1/q)}
\end{align*}
\]

For \( q < 1 \), the normalizing constant is 1 and the true posterior is Beta. When \( q > 1 \) the posterior need not be Beta, so we compute the Beta distribution that matches the first and second moment of the true posterior. This yields a pair of simultaneous equations for \( \alpha_{t+1} \) and \( \beta_{t+1} \) (in the equations below \( F_k \) represents \( F_k(1/q) \)):

\[
\begin{align*}
    \frac{\alpha_{t+1}}{\alpha_{t+1} + \beta_{t+1}} &= \frac{q \mathbb{E}(\gamma^2) F_2 + \mathbb{E}(\gamma)(1 - F_1)}{(q \mathbb{E}(\gamma) F_1 + 1 - F_0)} \\
    \frac{\alpha_{t+1}(\alpha_{t+1} + 1)}{(\alpha_{t+1} + \beta_{t+1})(\alpha_{t+1} + \beta_{t+1} + 1)} &= \frac{q \mathbb{E}(\gamma^3) F_3 + \mathbb{E}(\gamma^2)(1 - F_2)}{(q \mathbb{E}(\gamma) F_1 + 1 - F_0)}
\end{align*}
\]

2. **Buyer buys:**

\[
\begin{align*}
    f(\gamma|\text{Buy}) &= \frac{f(\gamma; \alpha, \beta)(1 - \gamma q)}{\int_0^1 f(\gamma; \alpha, \beta)(1 - \gamma q) d\gamma} \\
    &= \frac{f(\gamma; \alpha, \beta)(1 - \gamma q)}{(F(1/q, \alpha, \beta) - q \mathbb{E}(\gamma) F(1/q, \alpha + 1, \beta))} \\
    &= \frac{f(\gamma; \alpha, \beta)(1 - \gamma q)}{(F_0(1/q) - q \mathbb{E}(\gamma) F_1(1/q))}
\end{align*}
\]
Again, we approximate the true posterior with a Beta distribution by matching the first and second moments.

\[
\frac{\alpha_{t+1} + \beta_{t+1}}{\alpha_{t+1} + \beta_{t+1} + 1} = \frac{E(\gamma)F_1 - q_0F_2E(\gamma^2)}{F_0 - q_0E(\gamma)F_1}
\]

Let \( M \) and \( S \) represent first and second order moments respectively. Solving these equations yields update rules \( \alpha_{t+1} = \frac{MS - M^2}{M + S} \) and \( \beta_{t+1} = \frac{(1-M)\alpha_{t+1}}{M} \).

**Reward Model.**

Let \( \pi \) denote the discounted long-term revenue and \( \delta \) the discount factor. Let \( P(q) = P_r(\text{Buy}|q) \). Then \( \pi = q_0P(q_0) + \sum_{t=1}^{\infty} q_tP(q_t) \). The first term, \( \pi_0 = q_0P(q_0) \) is the expected reward at this particular instant, from the next action. We can compute the expected value of this term:

\[
P(q) = \int_0^{1/q} (1 - \gamma q) f(\gamma; \alpha, \beta) \, d\gamma
\]

\[
= F(1/q; \alpha, \beta) - q_0E(\gamma)F(1/q; \alpha + 1, \beta)
\]

\[
= F(1/q; \alpha, \beta) - q_0F(1/q; \alpha + 1, \beta)
\]

where \( \mu = \alpha / (\alpha + \beta) \).

\[
\pi_0 = q_0(F(1/q_0; \alpha, \beta) - q_0E(\gamma)F(1/q_0; \alpha + 1, \beta))
\]

\[
= q_0(F(1/q_0; \alpha, \beta) - q_0F(1/q_0; \alpha + 1, \beta))
\]

\[
\text{(3)}
\]

**The Bellman Equation.**

In a risk-neutral framework, we can similarly take expectations over \( \gamma \) and derive the appropriate Bellman equation:

\[
V(\alpha_t, \beta_t) = \max_q qP(q) + \delta V', \text{ where } V' = P(q)V(\alpha_{t+1}, \beta_{t+1}|\text{Buy}) + (1 - P(q))V(\alpha_{t+1}, \beta_{t+1}|\neg\text{Buy})
\]

Obviously, if \( \gamma \) were known to the seller, the optimal action would be the optimal myopic action, and it would yield a discounted expected revenue of:

\[
\pi = \max_q q(1 - \gamma q) + \sum_{t=1}^{\infty} \delta^t q(1 - \gamma q)
\]

\[
= \max_q \frac{q(1 - \gamma q)}{1 - \delta} = \max_q \frac{q(1 - \gamma q)}{1 - \delta}
\]

\[
\text{(4)}
\]

This equation is maximized at \( q = \frac{1}{\delta^\gamma} \), in our environment, yielding \( V = \frac{1}{\delta^\gamma} \).

**Solving for the optimal policy.**

Various issues arise in trying to solve such a system. A value-iteration type method would rely on a reasonable functional approximation of the value function in order to converge to a correct estimate. We use a different approach by first restricting the problem to a space where table-based value iteration can be applied, and then extrapolating to the complete space. We start by restricting to values of \( q \) between 0 and 1.

**The \( q < 1 \) case:** Equation 2 reduces to \( P(q) = (1 - \mu q) \), therefore Equation 3 reduces to \( \pi_0 = q_0(1 - \mu q) \) because \( F(1/q) = 1 \) for the Beta distribution as \( q < 1 \). Equation 4 is maximized at \( q = \min(1, \frac{1}{\delta^\gamma}) \), in our environment, yielding \( V = \min(\frac{1}{\delta^\gamma}, \frac{1 - \mu}{1 - \delta}) \). Since the transition model is known (the fact that the true posterior is Beta when the buyer buys for \( q < 1 \) is helpful in efficient implementation), all that remains in order to discretize and apply value iteration is to specify some boundary conditions on the model. The boundary conditions correspond to having a high degree of certainty about the value of \( \gamma \). We assume that when the variance of the Beta distribution becomes less than 0.001, \( \gamma \) can be assumed to be known to the seller, and it is then equal to \( \mu \). In order for this technique to be consistent, we need to show that once the variance is sufficiently low, it will not be the case that it again starts increasing. We can show that in expectation the variance decreases in every iteration for \( q < 1 \); the proof is omitted due to space considerations.

This yields the final algorithm: we use value iteration to solve for the value function on a grid for \( \alpha, \beta \in [0, 1, 200] \), but we pre-fill all spaces where \( \alpha, \beta \) are such that the variance of the distribution is less than 0.001. Figure 3 (V1) shows the value function for \( \delta = 0.95 \), as a function of \( \alpha \) and \( \beta \).

**Extending to \( q > 1 \):** We expect the value function computed using table-based value iteration to closely approximate the universally “correct” one for regions where the optimal value of \( q \) is less than 1. Therefore, we fit a regression line using values from the value function matrix where \( \mu > 0.6 \) (implying that the optimal \( q \) is probably lower than 0.85). Empirically, we find that the value function is close to linear in \( \frac{1}{\mu} \) and \( \frac{1}{\alpha + \beta} \) (see Figure 2). So we approximate the value function for the whole space as

\[
V(\alpha, \beta) = a_1 \frac{\alpha + \beta}{\alpha} + a_2 \frac{1}{\alpha + \beta}
\]

\[
\text{(5)}
\]

Figure 3 shows that this is a good approximation over the entire space. Now, at any time \( T = t \), with the belief state

\[
\text{Figure 2: Comparison of the regression line with data from the value iteration table for different values of } \alpha + \beta \text{. Note the very tight match in the domain where the optimal } q \text{ would be expected to be less than 1. The regression function allows LLVD to generalize this to the entire space (notice the difference between the line and the data points for lower values of } \mu \text{, which correspond to higher optimal values of } q \text{.)}
\]
Multi-armed bandit algorithms are often applied to Dynamic pricing [16]. The different pricing options are the arms of the bandit and the goal is to find the arm that maximizes infinite horizon discounted reward. The downside of such approaches is that one needs to have fixed arms, and there is no “information sharing” between arms. How to discretize the space into arms is an interesting problem. For the arms we use $a_1 = 5$ and $a_2 = 1.5$. The LLVD based seller then learns online, constantly updating her belief on $\gamma$ (starting from $\alpha = \beta = 1$), and choosing the price that maximizes the value function at any instant. 

Implementation notes: In our experiments, we compute the value function using $\delta = 0.95$. The best fit regression line is obtained for $a_1 = 4.99$ and $a_2 = 1.5147$; for convenience we use $a_1 = 5$ and $a_2 = 1.5$. The LLVD based seller then learns online, constantly updating her belief on $\gamma$ (starting from $\alpha = \beta = 1$), and choosing the price that maximizes the value function at any instant.

### 3.2 Bandit Schemes

Multi-armed bandit algorithms are often applied to Dynamic pricing [16]. The different pricing options are the arms of the bandit and the goal is to find the arm that maximizes infinite horizon discounted reward. The downside of such approaches is that one needs to have fixed arms, and there is no “information sharing” between arms. How to discretize the space into arms is an interesting problem. For the purposes of this paper, we discretize the space from $[0.5, 2q]^{K}$ in 20 steps, where $q$ is the (analytically computed) optimal price for the specific valuation distribution. While reasonable for evaluation, there may be situations where the need to find a reasonable interval is a downside for bandit-based methods. We discuss two algorithms.

### A Gittins Index Scheme With Smart Priors.

Gittins and Jones introduced dynamic allocation indices as the Bayes optimal solution to the exploration-exploitation dilemma in the standard multi-armed bandit context [10, 8, 9]. In the context of “yes/no” rewards, a particularly useful, computable scheme is to maintain a Beta prior on each arm. This takes advantage of the conjugate nature of the Beta distribution for Bernoulli observations. The distribution $\beta(a, b)$ is updated to $\beta(a + 1, b)$ upon success and $\beta(a, b + 1)$ upon failure. For every pair $(a, b)$ we can calculate the Gittins index $G(a, b)$. For simplicity we assume that when $a + b \geq 500$, the mean $\frac{a}{a+b}$ represents the correct probability of success for that arm. We choose the arm to play next by multiplying the Gittins index for each arm with its payoff if the arm is successful, $S_i = q_i G_i(a_i, b_i)$ and choosing the arm with highest $S_i$. This is equivalent to maintaining Gittins indices on arms with two payoffs, 0 and $q_i$ [16].

The standard approach of initializing all the arms with the same prior is inappropriate in this case, because we know that the probability of a buyer buying at a higher price is lower. Thus we arrange the arms in increasing order of their weights and divide them in 4 region. We initialize arms in the region with lowest weight with a Beta $(4,1)$ prior, next lowest with a Beta $(3,2)$ prior, next with $(2,3)$ and the remaining with $(1,4)$. As expected, this weighting of the priors significantly outperforms uniform priors on all the arms. Table 1 shows the final algorithm in detail.

### UCB1.

Much work on digital goods auctions has focused on algorithms with good regret bounds. Two of these that are based on algorithms for multi-armed bandit problems have gained particular attention, namely the EXP3 algorithm [2, 3] and the UCB1 algorithm [1, 15]. Kleinberg discusses a “continuum armed” bandit algorithm called CAB1, which is

---

### Table 1: A Gittins-Index Based Algorithm. The $K$ parameter governs the discretization of the space (we use $K = 20$).

<table>
<thead>
<tr>
<th>Parameters:</th>
<th>Price $Q \in [0.5, 2q]^K$, Matrix G of Gittins Indicies.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization:</td>
<td>$n = 0$ (# buyers so far), Divide Q in 4 regions in increasing order of magnitude. Initialize state $S$ for each of the K arms according to the region they lie in: from lower to higher: $(4,1),(3,2),(2,3),(1,4)$</td>
</tr>
<tr>
<td>For each $k$ in Buyers do:</td>
<td></td>
</tr>
<tr>
<td>1. Price the item at $Q_j$, which maximizes $Q_j G[S_j]$. Denote the chosen price by $Q_j$.</td>
<td></td>
</tr>
<tr>
<td>2. If the buyer buys, set $S_j(a) = S_j(a) + 1$ else set $S_j(b) = S_j(b) + 1$</td>
<td></td>
</tr>
</tbody>
</table>

---

Figure 3: V1 is the value function computed using table-based value iteration with $q < 1$ (the maximum value of V is 20). V2 is the value function computed using regression (see Equation 5), showing the similarity to V1 where the value function is less than 20 (the flat maroon region shows where $V \geq 20$, where the value functions would be expected to differ, and $q > 1$). V3 shows some more of the structure of the value function computed using regression (Equation 5) in the region where it attains values between 20 and 30.
Parameters: Price $Q \in [0.5, 2q^\ast]^K$, Number of buyers: $nob.$
Initialization: $n = 0$ (# buyers so far)

For each $k$ in first $K$ buyers do:

1. Price the item at $Q_k$
2. $n_k = 1; n = n + 1$
3. If the buyer buys then $x_k = Q_k$ else $x_k = 0$

For the remaining buyers at each time instant $t$ do:

1. Price the item at $Q_j$ which maximizes $\frac{x_j}{n_j} + \sqrt{\frac{2\ln n}{n_j}}$. Denote the chosen price by $Q_{j\ast}$.
2. $n_{j\ast} = n_j + 1; n = n + 1$
3. If the buyer buys, set $x_{j\ast} = x_j + Q_{j\ast}$ and update total profit

Table 2: Algorithm UCB1, adapted to our setting. The $K$ parameter governs the discretization of the space (we use $K = 20$).

a wrapper around algorithms like UCB1 or EXP3 for continuous spaces [14]. We perform extensive empirical tests on all these algorithms, adapted to our setting. UCB1 and EXP3 discretize the action space and treat each possible price as a unique possible action (or “arm” in bandit language). The EXP3 and UCB1 algorithms are specifically designed for adversarial and I.I.D scenarios respectively. As expected, we find that EXP3 is outperformed (or equaled in performance) by UCB1 in all our I.I.D. scenarios, so we do not report results from EXP3. While one would expect CAR1 to perform well, since it is designed for continuous action spaces, it is geared more towards producing useful regret bounds, and does not take advantage of the structure of the search space, instead using doubling processes to efficiently scan a potentially large continuum. It is outperformed by UCB1. The specific form of the UCB1 algorithm we use is shown in Table 2.

4. EXPERIMENTAL RESULTS

We consider various different distributions that generate demand. We restrict ourselves to I.I.D. assumptions rather than considering adversarial scenarios.

Choice of distributions.

We consider three sets of valuation distributions that generate a wide range of optimal prices:

1. Uniform on $[0, B]$ where $B$ is 4, 2.5, 1.5.
2. Exponential with rate ($\lambda$) parameters 1.75, 0.8, 0.5.
3. Log-normal with location ($\mu$) and scale ($\sigma$) parameters (1, 1), (1, 0.75) and (1, 0.5).

Analysis of Results.

Each simulation consists of a stream of $n$ buyers, arriving one after the other, each buyer has a valuation $v$ that is sampled at random from the valuation distribution. The seller chooses a price $q$ to offer, and if $v \geq q$ the buyer goes through with the purchase, otherwise she turns down the offer. In Figure 4 we report results averaged over 1000 simulations of the process, each consisting of 500 time steps.

In addition to comparing the algorithms, in cases where the linearity assumption of LLVD is violated (exponential and log-normal valuation distributions), we are interested in quantifying how much of the regret of the algorithm can be attributed to the linearity assumption itself, and how much may be due to not learning the best possible linear function. In order to study this, we also report the analytical profit that would be achieved by using the linear function of the form $1 - \gamma q$ to model the probability of buying, when $\gamma$ is chosen so that the functional distance between the uniform distribution on $[0, 1/\gamma]$ and the true target valuation distribution is minimized. We evaluate functional distance between the two distributions as the sum of squared difference between their c.d.f (square of L2-Norm of the difference of the c.d.f). Let $F(x)$ and $G(x)$ be the two distributions

$$f_d = \text{L2-Norm} = \sqrt{\int_0^\infty (F(x) - G(x))^2 \, dx}$$

In our case where $F(x)$ is the uniform distribution in the interval $[0, B]$ where $B = 1/\gamma$,

$$D = f_d^2 = \int_0^B (F(x) - G(x))^2 \, dx + \int_B^\infty G^2(x) \, dx$$

Further details are in Appendix A.

Uniform valuation distributions (linear demand) As expected, LLVD always learns the correct distribution rapidly in these cases, significantly outperforming UCB1 and the Gittins-index based scheme.

Exponential valuation distributions In this case, $\Pr(\text{Buyer Buys} | q) = e^{-\lambda q}$, where $\lambda$ is the rate parameter. LLVD performs either better than or as well as the Gittins-index based scheme in these cases, and significantly outperforms UCB1.

Log-normal valuation distributions For the log-normal, $\Pr(\text{Buyer Buys} | q) = 1 - \phi(x \frac{\ln q - \mu}{\sigma})$, where $\mu$ and $\sigma$ are the location and scale parameters for the log-normal distribution. While LLVD dominates UCB1, the Gittins-index based scheme is competitive, sometimes performing better and sometimes worse. LLVD may have trouble with these cases because the log-normal distribution is harder to approximate with a linear function, or because the learning process is thrown off. In some cases LLVD even outperforms the “best” linear function (indicating that the fit over the entire distribution is not necessarily the best measure when profit-seeking behavior is determined by only a portion of the distribution), providing evidence for the latter explanation.

A note about long-term learning.

It is worth noting that in the long-term, when the LLVD algorithm converges to a suboptimal price, it remains suboptimal, whereas bandit-based algorithms keep learning and slowly improving their performance over time. In some cases (like exponential distributions with $\lambda = 0.5, 0.8$) where LLVD and the Gittins index scheme perform similarly, the perfor-
5. DISCUSSION

As dynamic pricing becomes a reality with intelligent agents making rapid pricing decisions on the Internet, the field of algorithmic pricing has developed rapidly. While there has been continuing work on revenue management and inventory issues in operations research, the study of posted price mechanisms for digital goods auctions has mostly been confined to computational learning theory, inspired by developments from computational learning theory. As a result, the focus has mostly been on deriving regret bounds rather than developing and analyzing algorithms that could prove useful in practice. In the spirit of Vermorel and Mohri’s empirical analysis of algorithms for bandit problems [20], we believe that it is important to test algorithms in simulation, and ideally in real-world environments, or at least using real-world data. This paper starts exploring this path with simulation experiments.

We find that the UCB1 algorithm, which has some desirable theoretical properties for posted price auctions with unlimited supply, can be slow to learn in simple simulated environments; further, choosing the right number of arms can have a significant effect on performance (we experimented with several different numbers of arms to come up with a good number, reported in this paper). Theoretical extensions to spaces with a continuum of actions, like CAB1, fare no better. However, there are two promising directions: (1) an algorithm based on making a linearity assumption about the demand curve performs well, even when the true model...
is not linear. Additionally, our experimental results and theoretical analysis of the linearity assumption indicate that it may be a very useful approximation, far beyond just for truly linear models. (2) Using simple but appropriate priors in a Gittins-index based scheme also shows promise. There is still scope to further improve performance by enabling better information sharing between arms. One possibility is to apply knowledge gradient techniques [18, 17] to the pricing problem, but current state-of-the-art KG techniques also do not account for correlation between arms. Existing extensions typically consider multivariate normal priors, though, which are not appropriate for monotonic functions like demand. This is a fruitful area for future work.
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APPENDIX

A. FUNCTIONAL DISTANCE

Let $F(x) = \frac{x}{a}$ represent the c.d.f of Uniform distribution over the interval $[0, B]$ and $G(x)$ be the c.d.f be the actual valuation distribution. L2-Norm for the difference between the two distributions is given by:

$$f_d = \sqrt{\int_0^\infty (F(x) - G(x))^2 dx}$$

For convenience we consider $D = f_d^2$, written as

$$D = f_d^2 = \int_0^\infty ((1 - G(x)) - (1 - F(x))^2 dx$$

Let $F_1(x) = 1 - F(x)$ and $G_1(x) = 1 - G(x)$. Then

$$D = \int_0^B F_1^2(x) dx - 2 \int_0^B G_1(x)F_1(x) dx + \int_0^\infty G_1^2(x) dx$$

$$= \frac{B}{3} - 2 \int_0^B G_1(x)F_1(x) dx + \int_0^\infty G_1^2(x) dx$$

differentiating w.r.t $B$ and setting to 0 to calculate minima, we find

$$1 - 2 \int_0^B \frac{qG_1(x)}{B^2} dx = 0$$

This equation can easily be solved numerically for $G(x)$ exponential and lognormal respectively, and it can be verified that $\frac{\partial D}{\partial B} > 0$ for minima.
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ABSTRACT
In their groundbreaking paper, Bartholdi, Tovey and Trick [1] argued that many well-known voting rules, such as Plurality, Borda, Copeland and Maximin are easy to manipulate. An important assumption made in that paper is that the manipulator’s goal is to ensure that his preferred candidate is among the candidates with the maximum score, or, equivalently, that ties are broken in favor of the manipulator’s preferred candidate. In this paper, we examine the role of this assumption in the easiness results of [1]. We observe that the algorithm presented in [1] extends to all rules that break ties according to a fixed ordering over the candidates. We then show that all scoring rules are easy to manipulate if the winner is selected from all tied candidates uniformly at random. This result extends to Maximin under an additional assumption on the manipulator’s utility function that is inspired by the original model of [1]. In contrast, we show that manipulation becomes hard when arbitrary polynomial-time tie-breaking rules are allowed, both for the rules considered in [1], and for a large class of scoring rules.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems;
F.2 [Theory of Computation]: Analysis of Algorithms and Problem Complexity

General Terms
Algorithms, Theory

Keywords
voting, manipulation, tie-breaking rules, complexity

1. INTRODUCTION
Computational social choice is an actively growing subarea of multiagent systems that provides theoretical foundations for preference aggregation and collective decision-making in multiagent domains. One of the most influential early contributions to this area is the paper by Bartholdi, Tovey, and Trick entitled “The computational difficulty of manipulating an election” [1]. In this paper, the authors suggested that computational complexity can serve as a barrier to dishonest behavior by the voters, and proposed classifying voting rules according to how difficult it is to manipulate

Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.
ing the unique winner. Thus, following [6], we endow the manipulator with utilities for all candidates, and seek a manipulation that maximizes his expected utility, where the expectation is taken over the random bits used to select the winner. We demonstrate that for all scoring rules such a manipulation can be found in polynomial time. This is also true for Maximin as long as the manipulator’s utility function has a special form that is inspired by the notion of manipulation employed in [1]: namely, the manipulator values one of the candidates at 1 and the rest of the candidates at 0.

Given these easiness results, it is natural to ask whether all (efficiently computable) tie-breaking rules produce easily manipulable rules when combined with the voting correspondences considered in [1]. Now, paper [1] shows that for Copeland this is not the case, by proving that the second-order Copeland rule is hard to manipulate. However, prior to our work, no such result was known for other rules considered in [1]. Our second contribution is in demonstrating that Maximin and Borda, as well as many families of scoring rules, become hard to manipulate if we allow arbitrary polynomial-time tie-breaking rules. This holds even if we require that the tie-breaking rule only depends on the set of the tied alternatives, rather than the voters’ preferences over them; we will refer to such tie-breaking rules as simple. Our proof also works for Copeland, thus strengthening the hardness result of [1] to simple tie-breaking rules. One can view these results as a continuation of the line of work suggested in [3, 7], namely, identifying minor tweaks to voting rules that make them hard to manipulate. Indeed, here we propose to “tweak” a voting rule by combining it with an appropriate tie-breaking rule; arguably, such a tweak affects the original rule less than the modifications proposed in [3] and [7] (i.e., combining a voting rule with a preorder or taking a “hybrid” of the rule with itself or another rule). We remark, however, that our hardness result is not universal: Plurality and other scoring rules that correspond to scoring vectors with a bounded number of non-zero coordinates are easy to manipulate under any polynomial-time simple tie-breaking rule. However, if non-simple tie-breaking rules are allowed, Plurality can be shown to be hard to manipulate as well.

The rest of the paper is organized as follows. We cover the preliminaries and introduce the necessary notation in Section 2. Section 3 discusses the algorithm and the formal model of [1]. We describe the algorithms for scoring rules and Maximin under randomized tie-breaking in Section 4, and prove our hardness results in Section 5. Section 6 concludes.

2. PRELIMINARIES

An election is specified by a set of candidates $C$, $|C| = m$, and a set of voters $V = \{v_1, \ldots, v_n\}$, where each voter $v_i$ is associated with a linear order $R_i$ over the candidates in $C$; this order is called $v_i$’s preference order. We denote the space of all linear orderings over $C$ by $\mathcal{L}(C)$. For readability, we will sometimes denote $R_i$ by $\succ_i$. When $a \succ_i b$ for some $a, b \in C$, we say that voter $v_i$ prefers $a$ to $b$. The vector $\mathcal{R} = (R_1, \ldots, R_n)$, where each $R_i$ is a linear order over $C$, is called a preference profile. A voting rule $\mathcal{F}$ is a mapping that, given a preference profile $\mathcal{R}$ over $C$ outputs a candidate $c \in C$; we write $c = \mathcal{F}(\mathcal{R})$. Many classic voting rules, such as the ones defined below, are, in fact, voting correspondences, i.e., they map a preference profile $\mathcal{R}$ to a non-empty subset $S$ of $C$. Voting correspondences can be transformed into voting rules using tie-breaking rules. A tie-breaking rule for an election $(C, V)$ is a mapping $T = T(\mathcal{R}, S)$ that for any $S \subseteq C$, $S \neq \emptyset$, outputs a candidate $c \in S$. A tie-breaking rule $T$ is called simple if it does not depend on $\mathcal{R}$, i.e., the value of $T(\mathcal{R}, S)$ is uniquely determined by $S$. Such rules have the attractive property that if a manipulator can not change the set of tied candidates, he cannot affect the outcome of the election. Further, we say that $T$ is lexicographic with respect to a preference ordering $\succ$ over $C$ if for any preference profile $\mathcal{R}$ over $C$ and any $S \subseteq C$ it selects the most preferred candidate from $S$ with respect to $\succ$, i.e., we have $T(S) = c$ if and only if $c \succ a$ for all $a \in S \setminus \{c\}$. A composition of a voting correspondence $\mathcal{F}$ and a tie-breaking rule $T$ is a voting rule $T \circ \mathcal{F}$ that, given a preference profile $\mathcal{R}$ over $C$, outputs $T(\mathcal{R}, \mathcal{F}(\mathcal{R}))$. Clearly, $T \circ \mathcal{F}$ is a voting rule and $T \circ \mathcal{F}(\mathcal{R}) \in \mathcal{F}(\mathcal{R})$.

We will now describe the voting rules (correspondences) considered in this paper. All these rules assign scores to candidates; the winners are the candidates with the highest scores.

Scoring rules Any vector $\alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{R}^m$ with $\alpha_1 \geq \cdots \geq \alpha_m$ defines a scoring rule $\mathcal{F}_\alpha$. Under this rule, each voter grants $\alpha_i$ points to the candidate it ranks in the $i$-th position; the score of a candidate is the sum of the scores it receives from all voters. The vector $\alpha$ is called a scoring vector. A scoring rule is said to be faithful if $\alpha_1 > \cdots > \alpha_m$. We are interested in scoring rules that are succinctly representable; therefore, throughout this paper we assume that the coordinates of $\alpha$ are nonnegative integers given in binary. We remark that scoring rules are defined for a fixed number of candidates. Therefore, we will often consider families of scoring rules, i.e., collections of the form $(\alpha^m)^{\infty}_{m=1}$, where $\alpha^m = (\alpha^m_1, \ldots, \alpha^m_m)$. We require such families to be polynomial-time computable, i.e., we only consider families of voting rules $(\alpha^m)^{\infty}_{m=1}$ for which there exists a polynomial-time algorithm that given an $m \in \mathbb{N}$ outputs $\alpha^m_1, \ldots, \alpha^m_m$. Two well-known examples of polynomial-time computable families of scoring rules are Borda, given by $\alpha^m = (m - 1, \ldots, 1, 0)$, and $k$-approval, given by $\alpha^m_i = 1$ if $i \leq k$, $\alpha^m_i = 0$ if $i > k$. 1-approval is also known as Plurality.

Copeland We say that a candidate $a$ wins a pairwise election against $b$ if more than half of the voters prefer $a$ to $b$; if exactly half of the voters prefer $a$ to $b$, then a is said to tie his pairwise election against $b$. Given a rational value $\alpha \in [0, 1]$, under the Copeland$^\alpha$ rule each candidate gets 1 point for each pairwise election he wins and $\alpha$ points for each pairwise election he ties.

Maximin The Maximin score of a candidate $c \in C$ is equal to the number of votes he gets in his worst pairwise election, i.e., $\min_{v_i \in C \setminus \{c\}} \{|i \mid c \succ_i d\}$. Given a preference profile $\mathcal{R}$ over a set of candidates $C$, for any preference order $L$ over $C$ we denote by $(\mathcal{R}_{\succ L}, L)$ the preference profile obtained from $\mathcal{R}$ by replacing $R_i$ with $L$. We say that a voter $v_i$ can successfully manipulate an election $(C, V)$ with a preference profile $(R_1, \ldots, R_n)$ with respect to a voting rule $\mathcal{F}$ if $\mathcal{F}(\mathcal{R}_{\succ L}, L) \succ_i \mathcal{F}(\mathcal{R})$. We will now define the computational problem that corresponds to this notion.

An instance of the $\mathcal{F}$-MANIPULATION problem is given by a set of candidates $C$, a set of voters $V$, a preference profile $\mathcal{R}$, and the manipulating voter $v_i$. It is a “yes”-instance if there exists a vote $L$ such that $\mathcal{F}(\mathcal{R}_{\succ L}, L) \succ_i \mathcal{F}(\mathcal{R})$ and a “no”-instance otherwise.

3. THE MODEL AND THE ALGORITHM OF BARTHOLDI, TOVEY AND TRICK

Before we describe the algorithm presented in [1], we remark that the definition of successful manipulation given in [1] differs from our definition of $\mathcal{F}$-MANIPULATION (which is modeled after the standard social choice definition, see, e.g., [12, 16]), even if we assume that $\mathcal{F}$ is a voting rule rather than a voting correspondence. Specifically, in [1] it is assumed that the manipulator has a preferred candidate $p$, and his goal is to make $p$ elected; we will refer
to this problem as \( F\)-MANIPULATION \((p)\). However, a polynomial-
time algorithm for \( F\)-MANIPULATION \((p)\) can be converted into a polynomial-
time algorithm for \( F\)-MANIPULATION: we can simply run \( F\)-MANIPULATION \((p)\) on all candidates ranked by the ma-
nipulator above the current winner, and pick the best among the candidates for which \( F\)-MANIPULATION \((p)\) outputs “yes”. Thus, if \( F\)-MANIPULATION is hard, \( F\)-MANIPULATION \((p)\) is hard, too. Moreover, all of our hardness reductions directly show hardness of both variants of the problem.

The algorithm for \( F\)-MANIPULATION \((p)\) proposed in [1] as-
sumes that the voting rule assigns scores to all candidates, and the
winners are the candidates with the highest scores. Let \( v\) be the manipulator, and let \( p\) be her preferred candidate. The algorithm places \( p\) first, and then fills in the remaining positions in the vote from top to bottom, searching for a candidate that can be placed in the next available position in \( v\)’s vote so that his score does not ex-
ceed that of \( p\). This approach works as long as the rule is monotone
and we can determine a candidate’s final score given his position
in \( v\)’s vote and the identities of the candidates that \( v\) ranks above
him. It is not hard to show that Plurality and Borda (and, in fact, all
scoring rules), as well as Copeland and Maximin have this property.

We can easily modify this algorithm for the setting where the ties
are broken adversarially to the manipulator: in that case, when the
manipulator fills a position \( i\) in his vote, \( i > 1\), he needs to ensure
that the score of the candidate in that position is strictly less than
that of \( p\). Generally, if ties are broken according to a lexicographic
ordering \( \succ\) over the candidates, when placing a candidate \( c\) with
\( c \succ p\), the manipulator needs to make sure that \( c\)’s score is less
than that of \( p\), and when placing a candidate \( c\) with \( c \prec p\), he needs
to make sure that \( c\)’s score does not exceed that of \( p\).

4. RANDOMIZED TIE-BREAKING RULES

In this section, we consider a very common approach to tie-
breaking, namely, choosing the winner uniformly at random among
all tied candidates. In this case, knowing the manipulator’s prefer-
cence ordering is not sufficient to determine his optimal strategy.
For example, suppose that voter \( v\) prefers \( a\) to \( b\) to \( c\), and by voting
strategically he can change the output of the voting correspondence
from \( b\) to \( \{a, c\} \). It is not immediately clear if this manipulation is
beneficial. Indeed, if \( v\) strongly prefers \( a\), but is essentially indif-
derent between \( b\) and \( c\), then the answer is probably positive, but if
\( v\) strongly dislikes \( c\) and slightly prefers \( a\) to \( b\), the answer is likely
to be negative (of course, this also depends on \( v\)’s risk attitude).

Thus, to model this situation appropriately, we need to know the
utilities that the manipulator assigns to all candidates. Under the
natural assumption of risk neutrality, the manipulator’s utility for a
set of candidates is equal to his expected utility when the candidate
is drawn from this set uniformly at random, or, equivalently, to his
average utility for a candidate in this set. Since we are interested
in computational issues, it is reasonable to assume that all utilities
are rational numbers; by scaling, we can assume that all utilities are
positive integers given in binary.

Formally, given a set of candidates \( C\), we assume that the ma-
nipulator is endowed with a utility function \( u : C \rightarrow \mathbb{N}\). This
function can be extended to sets of candidates by setting \( u(S) = \frac{1}{|S|} \sum_{c \in S} u(c)\) for any \( S \subseteq C\). Given a voting correspondence \( F\) and an election \((C, V)\) with a preference profile \( R\), we say that a vote \( L\) is optimal for a voter \( v_i\) \( \in V\) with a utility func-
tion \( u_i : C \rightarrow \mathbb{N}\) with respect to \( F\) combined with the ran-
momized tie-breaking rule if \( u_i(F(R_{\ldots}, L')) \geq u_i(F(R_{\ldots}, L'))\) for all
\( L' \in \mathcal{L}(C)\). We say that \( v_i\) has a successful manipulation if his op-
timal vote \( L\) satisfies \( u_i(F(R_{\ldots}, L)) > u_i(F(R))\). In the rest of
this section, we will explore the complexity of finding an optimal
vote with respect to scoring rules and Maximin.

4.1 Scoring rules

All scoring rules turn out to be easy to manipulate under ran-
domized tie-breaking.

Theorem 4.4. For any election \( E = (C, V)\) with \(|C| = m\), any
vote \( v \in V\) with a utility function \( u : C \rightarrow \mathbb{N}\), and any
scoring vector \( \alpha = (\alpha_1, \ldots, \alpha_m)\), wecan find in polynomial time
an optimal vote for \( v\) with respect to the scoring rule \( F_\alpha\) combined
with the randomized tie-breaking rule.

Proof. Fix a voter \( v \in V\) with a utility function \( u\), and let \( R'\)
represent the preference profile consisting of all other voters’ prefer-
ences. Let \( s_i\) denote the score of candidate \( c_i\) after all voters
other than \( v\) have cast their vote. Let us renumber the candidates
in order of increasing score, and, within each group with the same
score, in order of decreasing utility. That is, under the new order-
ning we have \( s_1 \leq \cdots \leq s_m\) if and only if \( s_i = s_j\) for some \( i < j\) then
\( u(c_i) \geq u(c_j)\). We say that two candidates \( c_i, c_j\) with \( s_i = s_j\)
belong to the same level. Thus, all candidates are partitioned into
\( h \leq m\) levels \( H_1, \ldots, H_h\), so that if \( c_i \in H_k\) and \( c_j \in H_{k'}, \ell \leq \ell', \)
then \( s_i < s_j\).

Consider first the vote \( L_0\) given by \( c_1 \succ \cdots \succ c_m\), and let \( T\)
be the number of points obtained by the winner(s) in \((R', L_0)\). We
claim that for any \( L \subseteq L(C)\), in the preference profile \((R', L)\)
the winner(s) will get at least \( T\) points. Indeed, let \( c_i\) be the last
candidate to get \( T\) points in \((R', L_0)\), and suppose that there exists
a vote \( L\) such that \( c_i\) gets less than \( T\) points in \((R', L)\). By the
pigeonhole principle, this means that \( L\) assigns at least \( \alpha_i\) points to
some \( c_j\) with \( j > i\), and we have \( s_j + \alpha_i \geq s_i + \alpha_i = T\), i.e., some
other candidate gets at least \( T\) points, as claimed. We will say that
a vote \( L\) is conservative if the winner’s score in \((R', L)\) is \( T\).

We will now argue that if \( L\) maximizes \( v\)’s utility, then either \( L\)
conservative or it can be chosen so that \( F_\alpha\) has a unique winner un-
der \((R', L)\). Indeed, suppose that this is not the case, i.e., any vote
\( L\) that maximizes \( v\)’s utility is such that the set \( S = F_\alpha(R', L)\)
is of size at least 2, and all candidates in \( S\) get \( T' > T\) points. Let
\( c_i\) be \( v\)’s most preferred candidate in \( S\); we have \( u(c_i) \geq u(S)\).
Suppose that \( L\) grants \( \alpha_i\) points to \( c_i\). Since we have \( c_i \succ \alpha_i > T\),
then \( c_i\) gets \( T' > T\) points. Further, \( c_i\) gets \( s_1 + \alpha_i \geq s_i + \alpha_i \geq T\) points. Thus, in this case \( c_i\) is a unique
winner and \( u(c_i) > u(S)\), a contradiction.

Therefore, to find an optimal manipulation, it suffices to (i) check
for each candidate \( c \in C\) whether \( c\) can be made the unique winner
with a score that exceeds \( T\) and (ii) find an optimal conservative
vote. The optimal manipulation can then be selected from the ones
found in (i) and (ii).

Step (i) is easy to implement. Indeed, a candidate \( c_i\) can be
made the unique winner with a score that exceeds \( T\) if and only
if \( s_i + \alpha_i > T\). To see this, observe that if \( s_i + \alpha_i > T\), we can
swap \( c_i\) and \( c_i\) in \( L_0\); \( c_i\) will get more than \( T\) points, and all other
candidates will get at most \( T\) points. Conversely, if \( s_i + \alpha_i \leq T\),
then the score of \( c_i\) is at most \( T\) no matter how \( v\) votes.

Thus, it remains to show how to implement (ii). Intuitively, our
algorithm proceeds as follows. We start with the set of winners
produced by \( L_0\); we will later show that this set is minimal, in the
sense that if it contains \( x\) candidates from some level, then for
any vote the set of winners will contain at least \( x\) candidates from
that level. Note also that due to the ordering of the candidates we
select the best candidates from each level at this step. We then try
to increase the average utility of the winners’ set. To this end, we order the remaining candidates by their utility, and try to add them to the set of winners one by one as long as this increases its average utility. We will now give a formal description of our algorithm and its proof of correctness.

Let $S_0 = F_\alpha(R', L_0)$. We initialize $S$ and $L$ by setting $S = S_0$, $L = L_0$. Let $>_\ast$ be some ordering of the set $C$ that ranks the candidates in $S_0$ first, followed by the candidates in $C \setminus S_0$ in the order of decreasing utility, breaking ties arbitrarily. We order the candidates from $C \setminus S_0$ according to $>_\ast$, and process the candidates in this ordering one by one. For each candidate $c_i$, we check if $u(c_i) > u(S)$; if this is not the case, we terminate, as all subsequent candidates have even lower utility. Otherwise, we check if we can swap $c_i$ with another candidate that is currently not in $S$ and receives $T - s_i$ points from $L$ (so that $c_i$ gets $T$ points in the resulting vote). If this is the case, we update $L$ by performing the swap and set $S = S \cup \{c_i\}$. We then proceed to the next candidate on the list.

We claim that the vote $L$ obtained in the end of this process is optimal for the manipulator, among all conservative votes. We remark that at any point in time $S$ is exactly the set of candidates that get $T$ points in $(R', L)$. Thus, we claim that any conservative vote $L$ satisfies $u(F_\alpha(R', \hat{L})) \leq u(S)$.

Assume that this is not the case. Among all optimal conservative votes, we will select one that is most “similar” to $L$ in order to obtain a contradiction. Formally, let $L_0$ be the set of all optimal conservative votes, and let $L_1$ be the subset of $L_0$ that consists of all votes $L'$ that maximize the size of the set $F_\alpha(R', L') \cap S$. The ordering $>_\ast$ induces a lexicographic ordering on the subsets of $C$. Let $L$ be the vote such that the set $F_\alpha(R', L)$ is minimal with respect to this ordering, over all votes in $L_1$. Set $\hat{S} = F_\alpha(R', \hat{L})$; by our assumption we have $u(\hat{S}) > u(S)$.

Observe first that our algorithm never removes a candidate from $S$: when we want to add $c_i$ to $S$ and search for an appropriate swap, we only consider candidates that have not been added to $S$ yet. Also, at each step of our algorithm the utility of the set $S$ strictly increases. These observations will be important for the analysis of our algorithm.

We will first show that $\hat{S} \setminus S$ is empty.

**Lemma 4.2.** We have $\hat{S} \setminus S = \emptyset$.

**Proof.** Suppose that the lemma is not true, and let $c_i$ be a candidate in $\hat{S} \setminus S$. Suppose that $c_i$ appears in the $j$-th position in our ordering of $\hat{S} \setminus S$. If our algorithm terminated at or before the $j$-th step, we have $u(c_i) < u(S) < u(\hat{S})$, and hence $u(\hat{S} \setminus \{c_i\}) > u(\hat{S})$, a contradiction with the optimality of $\hat{L}$.

Thus, when our algorithm considered $c_i$, it could not find a suitable swap. Since $c_i \in \hat{S}$, it has to be the case that there exists an entry of the scoring vector that equals $T - s_i$; however, when our algorithm processed $c_i$ it was unable to place $c_i$ in a position that grants $T - s_i$ points. This could only happen if all candidates that were receiving $T - s_i$ points from $L$ at that point were in $S$ at that time; denote the set of all such candidates by $B_i$. Note that all candidates in $B_i$ belong to the same level as $c_i$. Also, all candidates in $B_i \cap S$ have the same or higher utility than $c_i$, because initially we order the candidates at the same level by their utility, so that $L_0$ grants a higher score to the best candidates at each level. On the other hand, all candidates in $B_i \setminus S_0$ were added to $S$ at some point, which means that they have been processed before $c_i$. Since at this stage of the algorithm we order the candidates by their utility, it means that they, too, have the same or higher utility than $c_i$.

Now, since $\hat{L}$ grants $T - s_i$ points to $c_i$, it grants less than $T - s_i$ points to one of the candidates in $B_i$. Let $c_k$ be any such candidate, and consider the vote $\hat{L}'$ obtained from $\hat{L}$ by swapping $c_i$ and $c_k$. Let $S' = F_\alpha(R', L')$; we have $S' = (\hat{S} \setminus \{c_i\}) \cup \{c_k\}$. By the argument above, we have either $u(c_k) > u(c_i)$ or $u(c_i) = u(c_k)$. In the former case, we get $u(S') > u(\hat{S})$. In the latter case, we get $u(S') = u(\hat{S})$ and $|S' \cap S| > |S \cap S|$. In both cases, we obtain a contradiction with our choice of $\hat{L}$.

Thus, we have $\hat{S} \subseteq S$, and it remains to show that $S \subseteq \hat{S}$. We will first show that $S$ contains all candidates in $S_0$.

**Lemma 4.3.** We have $S_0 \subseteq \hat{S}$.

**Proof.** Suppose that $|S_0 \cap H_k| = m_k$ for $k = 1, \ldots, h$. We will first show that $|S \cap H_k| \geq m_k$ for $k = 1, \ldots, h$. Indeed, fix a $k \leq h$, and suppose that the first candidate in the $k$-th level is $c_i$. Then in $(R', L_0)$ the scores of the candidates in $H_k$ are $s_i + \alpha_1, \ldots, s_i + \alpha_j$ for some $j \geq i$. If $s_i + \alpha_i < T$, then $m_k = 0$ and our claim is trivially true for this value of $k$. Otherwise, by the pigeonhole principle, it holds that in $(R', \hat{L})$ less than $m_k$ voters in $H_k$ get $T$ points; by swapping $c_i$ with $c_j$, $S_k$ gets at least $\alpha_i$ points from $L$. However, for any $c_j \in H_{k+1} \cup \cdots \cup H_h$ we get $s_i > s_j$, so $s_i + \alpha_i > T$, a contradiction with our choice of $\hat{L}$.

Now, suppose that $S_0 \cap H_k \subseteq \hat{S} \cap H_k$ for some $k \leq h$, and consider a candidate $c_j \in \hat{S} \cap H_k \setminus \hat{S} \cap H_k$. Since we have argued that $|S \cap H_k| \geq m_k$, it must be the case that there also exists a candidate $c_j \in \hat{S} \cap H_k \setminus \hat{S} \cap H_k$. It is easy to see that $S_0$ contains the $m_k$ best candidates from $H_k$, so $u(c_j) \geq u(c_i)$. The rest of the proof is similar to that of Lemma 4.2: Consider the vote $\hat{L}'$ obtained from $\hat{L}$ by swapping $c_i$ and $c_j$, and let $S' = F_\alpha(R', \hat{L}')$. Since $c_i$ and $c_j$ belong to the same level, we have $\hat{S} = (\hat{S} \setminus \{c_i\}) \cup \{c_j\}$. Thus, either $u(S') > u(\hat{S})$ or $u(S') = u(\hat{S})$ and $|\hat{S} \setminus S| > |S \setminus S|$. In both cases we get a contradiction. Thus, we have $S_0 \cap H_k \subseteq \hat{S} \cap H_k$. Since this holds for every value of $k$, the proof is complete.

Given Lemma 4.2 and Lemma 4.3, it is easy to complete the proof. Suppose that $S$ is a strict subset of $S$. Observe first that for any subset $S'$ of $S$ there is a vote $L'$ such that $F_\alpha(R', L') = S'$; we can simply ignore the candidates that are not members of $S'$ when running our algorithm, as this only increases the number of “available” swaps at each step. Now, order the candidates in $C \setminus S_0$ according to $>_\ast$. Let $c_i$ be the first candidate in this order that appears in $S$, but not in $\hat{S}$. If there is a candidate $c_j$ that appears later in the sequence and is contained in both $S$ and $\hat{S}$, consider the set $S' = \hat{S} \setminus \{c_i\} \cup \{c_j\}$. As argued above, there is a vote $L'$ such that $F_\alpha(R', L') = S'$. Now, if $u(c_j) = u(c_i)$, this set has a higher average utility than $\hat{S}$. Thus, this is a contradiction with our choice of $\hat{L}$. On the other hand, if $u(c_j) = u(c_i)$, then we have $u(S') = u(\hat{S})$, $|S \cap S'| = |S \cap \hat{S}|$, and $S'$ precedes $\hat{S}$ is the lexicographic ordering induced by $>_\ast$, a contradiction with the choice of $\hat{L}$ again. Therefore, none of the candidates in $S$ that appear after $c_i$ in the ordering belongs to $\hat{S}$. Now, when we added $c_i$ to $S$, we did so because its utility was higher than the average utility of $S$ at that point. However, by construction, the latter is exactly equal to $u(\hat{S})$. Thus, $u(S \cup \{c_j\}) \geq u(\hat{S})$, a contradiction again. Therefore, the proof is complete.

**4.2 Maximin**

For Maximin with randomized tie-breaking, we have not been able to design an efficient algorithm for finding an optimal manipulation in the general utility model. However, we will now present a
polynomial-time algorithm for this problem assuming that the
manipulator’s utility function has a special structure. Specifically, re-
call that in the model of [1] the manipulator’s goal is to make a
specific candidate \( p \) a winner. This suggests that the manipu-
lator’s utility function can be modeled by setting \( u(p) = 1, u(c) = 0 \) for all
c \( \in \mathbb{C} \setminus \{ p \} \). We will now show that for such utilities there exists a
two-time algorithm for finding an optimal manipulation under Maximin combined with the randomized tie-breaking rule.

**Theorem 4.4.** If the manipulator’s utility function is given by
\( u(p) = 1, u(c) = 0 \) for \( c \in \mathbb{C} \setminus \{ p \} \), the problem of finding an
optimal manipulation under Maximin combined with the randomized
tie-breaking rule is in \( \text{P} \).

**Proof.** Consider an election \( E = (C, V) \) with the candidate
set \( C = \{ c_1, \ldots, c_m \} \) and the voter set \( V = \{ v_1, \ldots, v_n \} \), and let
\( v_n \) be the manipulating voter. In this proof, we denote by \( s(c_i) \) the
Maximin score of a candidate \( c_i \in C \) in the election \( E' = (C, V') \),
where \( V' = \{ v_1, \ldots, v_{n-1} \} \). Let \( s = \max_{c_i \in C} s(c_i) \).

For any \( c_i \in C \), the manipulator’s vote increases the score of
\( c_i \) either by 0 or by 1. Thus, if \( s(p) = s - 1 \), the utility of the manipulator
will be 0 irrespective of how he votes.

Now, suppose that \( s(p) = s - 1 \). The manipulator can increase
the score of \( p \) by 1 by ranking \( p \) first. Thus, his goal is to ensure that
after he votes \( p \) a no other candidate gets \( s + 1 \) points and \( p \) is the
number of candidates in \( C \setminus \{ p \} \) with \( s \) points is as small as
possible. Similarly, if \( s(p) = s \), the manipulator can ensure that
\( p \) gets \( s - 1 \) points by ranking him first, so his goal is to rank the
remaining candidates so that in \( C \setminus \{ p \} \) the number of candidates
with \( s + 1 \) points is as small as possible. We will now describe an
algorithm that works for both of these cases.

We construct a directed graph \( G \) with the vertex set \( C \) that
captures the relationship among the candidates. Namely, we have an
edge from \( c_i \) to \( c_j \) if there are \( s(c_i) \) voters in \( V' \) that rank \( c_j \) above
\( c_i \). Observe that, by construction, each vertex in \( G \) has at least one
incoming edge. We say that \( c_i \) is a parent of \( c_j \) in \( G \) whenever
there is an edge from \( c_i \) to \( c_j \). We remark that if the manipula-
tor ranks one of the parents of \( c_j \) above \( c_j \) in his vote, then \( c_j \)’s
score does not increase. We say that a vertex \( c_i \) is purple if
\( s(c_i) = s(p) + 1 \), red if \( s(c_i) = s(p) \) and \( c_i \neq p \), and green
otherwise; note that by construction \( p \) is green. Observe also that if
\( s(p) = s \), there are no purple vertices in the graph. We will say
that a candidate \( c_j \) is dominated in an ordering \( L \) (with respect to
\( G \)) if at least one of \( c_j \)’s parents in \( G \) appears before \( c_j \) in \( L \). Thus,
our goal is to ensure that the set of dominated candidates includes
all purple candidates and as many red candidates as possible.

Our algorithm is based on a recursive procedure \( A \), which takes as
its input a graph \( H \) with a vertex set \( U \subseteq C \) together with a
coloring of \( U \) into green, red and purple; intuitively, \( U \) is the set of
currently unranked candidates. It returns “no” if the candidates in
\( U \) cannot be ranked so that all purple candidates in \( U \) are dominated
by other candidates in \( U \) with respect to \( H \). Otherwise, it returns an
ordered list \( L \) of the candidates in \( U \) in which all purple candidates
are dominated, and a set \( S \) consisting of all red candidates in \( U \)
that remain undominated in \( L \) with respect to \( H \).

To initialize the algorithm, we call \( A(G) \). The procedure \( A(H) \)
is described below.

1. Set \( L = \emptyset \).
2. If \( H \) contains \( p \), set \( L = \{ p \} \), and remove \( p \) from \( H \).
3. While \( H \) contains a candidate \( c \) that is green or has a parent
   that has already been ranked, set \( L :: [c] \) (where :: denotes
   the list concatenation operation) and remove \( c \) from \( H \).
4. If \( H \) is empty, return \( (L, \emptyset) \).
5. If there is a purple candidate in \( H \) with no parents in \( H \), return
   “no”.
6. If there is a red candidate \( c \) in \( H \) with no parents in \( H \), let \( H' \)
   be the graph obtained from \( H \) by coloring \( c \) green. Compute
   \( A(H') \). If \( A(H') \) returns “no”, return “no”. Otherwise, if
   \( A(H') \) returns \( (L', S') \), return \( (L :: L', S' :: \{ c \}) \).

7. At this point in the algorithm, each vertex of \( H \) has a par-
   ent. Hence, \( H \) contains a cycle. Let \( T \) be some such cycle.
   Collapse \( T \), i.e., (a) replace \( T \) with a single vertex \( t \), and (b)
   for each \( y \notin T \), add an edge \((t, y)\) if \( H \) contained an edge
   \((x, y)\) for some \( x \in T \) and add an edge \((y, t)\) if \( H \) contained a
   vertex \( z \) with \((y, z) \in E \). Color \( t \) red if \( T \) contains at least
   one red vertex, and purple otherwise. Let \( H' \) be the resulting
   graph and call \( A(H') \). If \( A(H') \) returns “no”, return “no”.
   Now, suppose that \( A(H') \) returns \( (L', S') \).
   Suppose that \( t \in S' \). At any point in the algorithm, we only
   put a vertex in \( S \) if it is red, so \( t \) must be red, and hence \( T \)
   contains a red vertex. Let \( c \) be some red vertex in \( T \), and let
   \( L' \) be an ordering of the vertices in \( T \) that starts with \( c \) and
   follows the edges of \( T \). Let \( L'' = \text{the list obtained from } L'
   \) by replacing \( t \) with \( L \) (i.e., if \( L' = L_1 \ldots L_n \), then
   \( L'' = L_1 \cdots L_{t-1} : L_t : L_{t+1} \ldots L_n \)).
   Return \( (L :: L', S' :: \{ c \}) \).

We will now argue that our algorithm outputs “no” if and only if
no matter how \( v_n \) votes, some candidate in \( C \setminus \{ p \} \) gets \( s(p) + 2 \)
points. Moreover, if \( A(H) = (L, S) \) and the set \( S \) contains \( r \) red
candidates, then whenever \( v_n \) votes so that after his vote all other
candidates have at most \( s(p) + 1 \) points, there are at least \( r \) red
candidates with \( s(p) + 1 \) points.

We will split the proof into several lemmas.

**Lemma 4.5.** At any point in the execution of the algorithm, if
\( A(H) = (L, S) \), then each candidate in \( U \setminus S \) is dominated in \( H \).

**Proof.** The proof is by induction on the recursion depth. Con-
sider a candidate \( x \in U \setminus S \). Clearly, if there are no recursive calls,
\( A \) ranks \( x \) at Step 3, and the claim is obviously true.

For the induction step, suppose that the claim is true if we have \( d \)
nested recursive calls, and consider an execution that makes \( d + 1 \)
nested calls. Again, consider a candidate \( x \in U \setminus S \). As in the base
case, if \( x \) has been ranked in Step 3 the claim is clearly true. If \( x \)
was ranked in Step 6, it follows that \( x \notin S' \), and the claim follows
by the inductive assumption. Now, suppose that \( x \) was ranked in
Step 7 when we collapsed some cycle \( T \). If \( x \notin T \), then \( x \notin S' \)
and the claim follows by the inductive assumption. In particular, if
\( x \) was ranked after \( t \) before the expansion, there is some vertex \( y \)
in \( T \) such that \( H \) contains the edge \((y, x)\), so after expansion \( x \) will
be dominated by \( y \).

Now, suppose that \( x \in T \). If \( t \) was in \( S' \), but \( x \) was not added
to \( S \), it means that \( x \) was not the first vertex of \( T \) to appear in the
ranking, i.e., \( x \) was ranked after its predecessor in \( T \). If \( t \) was not
in \( S' \), then by the inductive assumption \( t \) was ranked after its parent
in \( H' \), i.e., there is a \( z \in H' \setminus \{ t \} \) such that \( z \) is ranked before \( t \)
in \( L' \) and there is an edge \((z, t)\) in \( H' \). By construction of \( t \), this
means that there is a vertex \( y \in T \) such that there is an edge \((z, y)\) in \( H \). Thus, when we expanded \( t \) into \( T \), the first vertex of \( T \) to be ranked was placed after its parent, and all subsequent vertices of \( T \) were placed after their predecessors in \( T \). Thus, all vertices in \( T \) and, in particular, \( x \), are dominated.

We are now ready to prove that our algorithm correctly determines whether the manipulator can ensure that no candidate gets more than \( s(p) + 1 \) points.

**LEMMA 4.6.** The algorithm outputs “no” if and only if for any vote \( L \) there is a purple candidate that is undominated.

**PROOF.** Observe that the algorithm only outputs “no” if it finds a purple candidate with no parents. Let \( c \) be some such candidate. Now, in the original graph \( G \) each vertex has a parent. Further, if there was an edge from some \( x \) to \( c \), and we collapsed a cycle \( T \) that contains \( x \), but not \( c \), there is still an edge from the resulting vertex \( t \) to \( c \). Thus, the only way to obtain a purple vertex with no incoming edges is by collapsing a cycle \( T \) such that \( T \) contains purple vertices only, and no vertex of \( T \) has an incoming edge. By induction on the execution of the algorithm, it is easy to see that if we obtained a purple vertex with no incoming edges at some point, then in the original graph there was a group of purple vertices such that there was no edge from any red or green vertex to any of the vertices in the group. Now, in any ordering on \( C \) one of the candidates in this group would have to be ranked first. By construction, this candidate would be ranked before all its parents, so it is undominated.

Conversely, suppose that the algorithm does not answer “no”, and outputs a pair \((L, S)\) instead. We have observed that \( S \) consists of red vertices only. Thus, by Lemma 4.5 each purple vertex is dominated.

It remains to show that the set \( S \) output by the algorithm contains as few candidates as possible.

**LEMMA 4.7.** At any point in the execution of the algorithm, if \( \mathcal{A}(H) = (L, S) \), then in any ordering of the candidates in \( U \) in which each purple vertex in \( U \) is dominated, at least \(|S|\) red vertices in \( U \) are undominated.

**PROOF.** The proof is by induction on the recursion depth. Suppose first that we make no recursive calls. Then our algorithm outputs \( S = \emptyset \), and our claim is trivially true. Now, suppose that our claim is true if we make \( d \) nested calls. Consider an execution of \( \mathcal{A} \) which makes \( d + 1 \) nested call, and suppose that when we call \( \mathcal{A}(H') \) within this execution, it returns \((L', S')\).

Suppose first that we made the recursive call in Step 6 of the algorithm, and therefore set \( S = S' \cup \{c\} \). Suppose for the sake of contradiction that there exists a ranking of the candidates in \( U \) such that at most \(|S| - 1\) candidate is undominated. Since \( c \) has no parents in \( H \), there are at most \(|S| - 2\) other red candidates that are undominated. In other words, if we recolor \( c \) green, in the resulting instance (which is exactly the instance passed to \( \mathcal{A} \) during the recursive call), there are at most \(|S| - 2\) undominated red candidates. Since \(|S'| = |S| - 1\), this is a contradiction with the inductive assumption.

Now, suppose that we made the recursive call in Step 7 of the algorithm, and collapsed a cycle \( T \) into a vertex \( t \). Again, assume for the sake of contradiction that there exists a ranking \( L \) of the candidates in \( U \) such that at most \(|S| - 1\) candidates are undominated. Let \( c \) be the first vertex of \( T \) to appear in \( L \). Consider the ranking of \( U' \) obtained by removing all vertices of \( T \setminus \{c\} \) from \( L \) and replacing \( c \) with \( t \); denote this ranking by \( L' \). We claim that in \( L' \) at most \(|S| - 1\) vertices of \( H' \) are undominated. Indeed, any parent of \( c \) in \( H \) is a parent of \( t \) in \( H' \), so \( t \) is undominated if and only if \( c \) was. On the other hand, if for some vertex \( x \) the only parent that preceded it in \( L \) was a vertex \( y \in T \setminus \{c\} \), then in \( H' \) there is an edge from \( t \) to \( x \), i.e., \( x \) is preceded by its parent \( t \) in \( L' \). For all other vertices, if they were preceded by some parent \( z \in L \), they are preceded by the same parent in \( L' \). Since \(|S| = |S'|\), we have shown that \( U' \) can be ordered so that at most \(|S| - 1\) vertices are undominated, a contradiction with the inductive assumption.

Combining Lemma 4.6 and Lemma 4.7, we conclude that if our algorithm outputs \((L, S)\), then \( L \) is the optimal vote for \( v_n \), and if our algorithm outputs “no”, then the manipulator’s utility is 0 no matter how he votes. Also, it is not hard to see that the algorithm runs in polynomial time. Thus, the proof is complete.

5. HARDNESS RESULTS

We will now demonstrate that if we allow arbitrary polynomial-time tie-breaking rules, the algorithmic results presented in the previous sections no longer hold. In fact the problem of finding a beneficial manipulation becomes NP-hard. We will first present a specific simple tie-breaking rule \( T \). We will then show that manipulating the composition of this rule with Borda, Copeland or Maximin is NP-hard.

Recall that an instance \( C \) of 3-SAT is given by a set of \( s \) variables \( X = \{x_1, \ldots, x_s\} \) and a collection of \( t \) clauses \( \mathcal{C} = \{c_1, \ldots, c_t\} \), where each clause \( c_i \in \mathcal{C} \) is a conjunction of three literals over \( X \), i.e., variables or their negations; we denote the negation of \( x_i \) by \( \overline{x_i} \).

It is a “yes”-instance if there is a truth assignment for the variables in \( X \) such that all clauses in \( \mathcal{C} \) are satisfied, and a “no”-instance otherwise. This problem is known to be hard even if we assume that all literals in each clause are distinct, so from now on we assume that this is the case. Now, given variables \( x_1, \ldots, x_s \), there are exactly \( \ell = \binom{s}{3} \) 3-literal clauses that can be formed from these variables (this includes clauses of the form \( x_1 \land x_2 \land x_3 \)). Ordering the literals as \( x_1 < x_2 < \cdots < x_s \) induces a lexicographic ordering over all 3-literal clauses. Let \( \phi_i \) denote the \( i \)-th clause in this ordering.

Thus, we can encode an instance \( C \) of 3-SAT with \( s \) variables as a binary string \( \sigma(C) \) of length \( \ell \), where the \( i \)-th bit of \( \sigma(C) \) is 1 if and only if \( \phi_i \) appears in \( C \).

We are ready to describe \( T \). Given a set \( S \subseteq C \) of candidates, where \(|C| = m \), \( T \) first checks if \( m = \ell + 2s + 4 \) for some \( s > 0 \) and \( \ell = \binom{s}{3} \). If this is not the case, it outputs the lexicographically first candidate in \( S \) and stops. Otherwise, it checks whether \( c_m \in S \) and for every \( i = 1, \ldots, s \), the set \( S \) satisfies \(|\mathcal{C} \cap \{c_{i+2i-1}, c_{i+2i}\}| = 1\). If this is not the case, it outputs the lexicographically first candidate in \( S \) and stops. If the conditions above are satisfied, it constructs an instance \( C = (X, \mathcal{C}) \) of 3-SAT by setting \( X = \{x_1, \ldots, x_s\} \), \( \mathcal{C} = \{\phi_i \mid 1 \leq i \leq \ell, c_i \in S\} \). Next, it constructs a truth assignment \( (\xi_1, \ldots, \xi_s) \) for \( C \) by setting \( \xi_i = \top \) if \( c_{i+2i-1} \in S \), \( c_{i+2i} \not\in S \) and \( \xi_i = \bot \) if \( c_{i+2i-1} \not\in S \) or \( c_{i+2i} \in S \). Finally, if \( C(\xi_1, \ldots, \xi_s) = \top \), it outputs \( c_m \) and otherwise it outputs the lexicographically first candidate in \( S \). Clearly, \( T \) is simple and polynomial-time computable, and hence the problem \( T \circ \mathcal{F} \)-MANIPULATION is in NP for any polynomial-time computable rule \( \mathcal{F} \) (and, in particular, for Borda, Maximin and Copeland). In the rest of this section, we will show that \( T \circ \mathcal{F} \)-MANIPULATION is NP-hard for all these rules.

5.1 Borda and other scoring rules

We will first consider the Borda rule. We will then show that essentially the same proof works for a large class of scoring rules. To simplify notation, in the proof of Lemma 5.1 and Theorem 5.2
we will denote the Borda score of a candidate \( x \) in a preference profile \( R \) by \( s(R, x) \).

**Lemma 5.1**. For any set of candidates \( C = \{c_1, \ldots, c_m\} \) with \( m \geq 4 \) and any vector \( (\beta_1, \ldots, \beta_{m-1}) \) with \( \beta_i \in \{0, 1, \ldots, m\} \) for \( i = 1, \ldots, m - 1 \) and \( \beta_1 > 0 \), we can efficiently construct a preference profile \( R = (R_1, \ldots, R_n) \) with \( n = (m - 1) \) voters such that for some \( K \geq m^2 + m + 1 \) and some \( u \leq m(m - 1) \) the Borda scores of all candidates satisfy \( s(R, c_i) = K + \beta_i \) for \( i = 1, \ldots, m - 1 \) and \( s(R, c_m) = u \).

The proof of Lemma 5.1 is similar to that of Theorem 3.1 in [5] and is omitted due to space constraints.

**Theorem 5.2.** \( T \circ \text{Borda-MANIPULATION} \) is NP-hard.

**Proof.** Suppose that we are given an instance \( C \) of 3-SAT with \( s \) variables. Note that this instance can be encoded by a binary vector \( (\sigma_1, \ldots, \sigma_\ell) \), where \( \ell = \binom{s}{3} \), as described in the construction of \( T \): \( \sigma_i \) is 1 if and only if \( C \) contains the \( i \)-th 3-variable clause with respect to the lexicographic order. We will now construct an instance of our problem with \( m = \ell + 2s + 4 \) candidates \( c_1, c_2, \ldots, c_m \). For readability, we will also denote the first \( \ell \) candidates by \( u_1, \ldots, u_\ell \), the next \( 2s \) candidates by \( x_1, y_1, \ldots, x_s, y_s \), and the last four candidates by \( d_1, d_2, w, \text{ and } c \).

Let \( U = \{u_1, \ldots, u_\ell\} \), let \( Q = \{c_i \in U \mid \sigma_i = 1\} \), and let \( q = |Q| \). For convenience, we renumber the candidates in \( U \) so that \( Q = \{u_1, \ldots, u_q\} \).

We will now use Lemma 5.1 to construct a preference profile \( R = (R_1, \ldots, R_n) \) with the following scores:

- \( s(R, w) = K + m, s(R, c) = K + 1; \)
- \( s(R, u_i) = K + 1 \) for \( i = 1, \ldots, q; \)
- \( s(R, u_i) = K \) for \( i = q + 1, \ldots, \ell; \)
- \( s(R, x_i) = s(R, y_i) = K + i + 1 \) for \( i = 1, \ldots, s; \)
- \( s(R, d_1) = K, s(R, d_2) = u \),

where \( K > m^2 + m + 1 \) and \( u \leq m(m - 1) \).

Now, consider an election with the set of candidates \( C \) and a set of voters \( V = \{v_1, \ldots, v_{m+1}\} \), where for \( i \leq n \) the preferences of the \( i \)-th voter are given by \( R_i \), and the preferences of the last voter (who is also the manipulating voter) are given by \( c \succ w \succ x_1 \succ y_1 \succ \ldots \succ x_s \succ y_s \succ u_1 \succ \ldots \succ u_q \succ d_1 \succ d_2 \).

Observe that if \( \nu_{m+1} \) votes truthfully, \( w \) wins. Thus, a manipulation is successful if and only if \( \nu_{m+1} \) manages to vote so that \( c \) gets elected.

Suppose first that we have started with a “yes”-instance of 3-SAT, and let \( (x_1, \ldots, x_s) \in \{\top, \bot\}^s \) be the corresponding truth assignment. For \( i = 1, \ldots, s \), set \( z_i = x_i \) if \( \xi_i = \top \) and \( z_i = y_i \) if \( \xi_i = \bot \). Suppose that \( v_{m+1} \) submits a vote \( L \) in which he ranks \( c, z_1, \ldots, z_s \) in the top \( s + 1 \) positions (in this order), \( u_1, \ldots, u_q, w \) in the bottom \( q + 1 \) positions (in this order), and all other candidates in the remaining positions in between.

It is not hard to see that in this case the candidates \( c, w, z_1, \ldots, z_s \) and all candidates in \( Q \) get \( K + m \) points, while all other candidates get less than \( K + m \) points. Thus, the set of tied candidates \( S = Q \cup \{c, w, z_1, \ldots, z_s\} \). Therefore, given the set \( S \), our tie-breaking rule will reconstruct \( C \), check whether \( z_1, \ldots, z_s \), encode a satisfying truth assignment for \( C \) (which is indeed the case), and output \( c_\text{max} = c \). Thus, in this case \( L \) is a successful manipulation.

Conversely, suppose that \( \nu_{m+1} \) submits a vote \( L \) so that \( c \) gets elected. Since we have \( s(R, w) - s(R, c) = m - 1 \), it follows that \( L \) ranks \( c \) first and \( w \) last, and hence both of them get \( K + m \) points. Similarly, we can show by induction on \( i \) that for all \( i = 1, \ldots, q \) it holds that \( \nu_{i+1} \) ranks \( u_i \) in the \((m - i)\)-th position; thus, each candidate in \( Q \) also gets \( K + m \) points. Moreover, all other candidates in \( U \setminus Q \) get less than \( K + m \) points, i.e., the manipulator cannot change the formula encoded by the set of tied candidates. Let \( S \) be the set of all candidates with the top score. Since \( c \) wins the election, it has to be the case that the set \( S \cap \{x_1, y_1, \ldots, x_s, y_s\} \) encodes a satisfying truth assignment for \( C \), i.e., \( C \) is satisfiable. Thus, the proof is complete.

**Theorem 5.2** can be generalized to other families of scoring rules, including \( k \)-approval, where \( k \) is polynomially related to \( m \) (i.e., \( m = \poly(k) \)). Note, however, that we cannot hope to prove an analogue of Theorem 5.2 for all scoring rules as long as we insist that the tie-breaking rule is simple: we have to require that the scoring vector has a superlogarithmic number of non-zero coordinates. Indeed, if the number of non-zero coordinates \( k \) satisfies \( k = \Omega(\log m) \), the manipulator can simply try all possible placements of the candidates into the top \( k \) positions in polynomial time. This strategy works for any simple polynomial-time tie-breaking rule, since the set of tied candidates only depends on the top \( k \) positions in the manipulator’s vote. On the other hand, if we drop the simplicity requirement, there are tie-breaking rules for which even Plurality is hard to manipulate.

**Theorem 5.3.** There exists a tie-breaking rule \( T' \) such that \( T' \circ \text{Plurality-MANIPULATION} \) is NP-complete.

We omit the formal proof of Theorem 5.3 due to space constraints; intuitively, we can consider a tie-breaking rule \( T' \) that interprets the set of winners as a boolean formula and views the manipulator’s vote as a truth assignment.

**5.2 Copeland and Maximin**

We will now show that \( T \circ \text{Copeland} \) and \( T \circ \text{Maximin} \) are hard to manipulate using essentially the same construction as in the proof of the Theorem 5.2.

**Theorem 5.4.** \( T \circ \text{Maximin-MANIPULATION} \) is NP-hard.

**Proof.** Given a 3-SAT formula \( C \), we construct an election \( E = (C, V) \) where \( C, U, Q \) and \( q \) are as in the proof of Theorem 5.2.

We can encode an election over a set of candidates \( C \) as a matrix \( \{a(i, j)\}_{i, j \in C} \), where for all \( i \neq j \) the entry \( a(i, j) \) equals the number of voters that prefer \( i \) to \( j \). By McGarvey’s theorem [14], for some \( n = \poly(m) \) we can efficiently construct a preference profile \( R = (R_1, \ldots, R_n) \) corresponding to the following matrix:

- \( a(u_i, u_{i+1}) = b + 1 \) for \( i = 1, \ldots, q; \)
- \( a(u_i, u_{i+1}) = b - 1 \) for \( i = q + 1, \ldots, \ell; \)
- \( a(x_i, y_i) = a(y_i, u_i) = b \) for \( i = 1, \ldots, s; \)
- \( a(c, w) = a(d_1, c) = b, a(w, d_1) = b + 1; \)
- \( a(c, d_2) = g + 1; \)
- \( a(x, y) = g + b - a(y, x) \) if \( a(y, x) \) has been defined above;
- \( a(x, y) = \frac{b+q}{2} \) for all other pairs \( (x, y) \in C \times C \).

where \( u_{n+1} := u_1, b < m, g > 2m, \) and \( b + g = n \). Now, consider an election with the set of candidates \( C \) and a set of voters \( V = \{v_1, \ldots, v_{n+1}\} \), where for \( i \leq n \) the preferences of the \( i \)-th
voter are given by \( R_c \), and the preferences of the last voter (who is also the manipulating voter) are given by
\[
c > w > d_1 > d_2 > x_1 > y_1 > \ldots > x_s > y_s > u_t > \ldots > u_1.
\]

Observe that if \( v_{n+1} \) votes truthfully, then \( a(w, d_1) = b + 2 \), \( a(w, x) = b + 2 \) for all \( x \in C \setminus \{d_1\} \), while the Maximin score of any other candidate is at most \( b + 1 \), so \( w \) is the election winner. Hence, a manipulation is successful if and only if \( v_{n+1} \) manages to vote so that \( c \) gets elected. It can be shown that this is possible if and only if we have started with a “yes”-instance of 3-SAT; we omit the proof due to lack of space. \( \Box \)

**Theorem 5.5.** \( T \circ \text{Copeland}^a \)-Manipulation is NP-hard for any \( \alpha \in [0, 1] \).

**Proof.** Given a 3-SAT formula \( C \), we construct an election \( E = (C, V) \) where \( C, U, Q \) and \( q \) are the same as in the premise of the Theorem 5.2. We say that \( x \) safely wins a pairwise election against \( y \) (and \( y \) safely loses a pairwise election against \( x \)) if at least \( \frac{n}{2} + 2 \) voters prefer \( x \) to \( y \). For any candidate \( x \in C \), let \( SW(x) \) and \( SL(x) \) denote the number of pairwise elections that \( x \) safely wins and safely loses, respectively. By McGarvey’s theorem [14], we can construct a preference profile \( R = (R_1, \ldots, R_n) \) with the following properties:

- \( SW(u_i) = \frac{m-1}{2}, SL(u_i) = \frac{m-3}{2} \) for \( i = 1, \ldots, q \);
- \( SW(u_i) = \frac{m-1}{2}, SL(u_i) = \frac{m-3}{2} \) for \( i = q+1, \ldots, \ell \);
- \( SW(x_i) = SW(y_i) = \frac{m-3}{2} \) for \( i = 1, \ldots, s \);
- \( SW(c) = \frac{m-1}{2}, SL(c) = \frac{m-3}{2} \);
- \( SW(w) = \frac{m-1}{2}, SL(w) = \frac{m-3}{2} \);
- \( SW(d_1) = \left\lfloor \frac{\ell + q + s - 1}{2} \right\rfloor, SL(d_1) = \left\lfloor \frac{\ell + q + 3s + 5}{2} \right\rfloor \);
- \( SW(d_2) = \left\lfloor \frac{\ell + q + s - 1}{2} \right\rfloor, SL(d_2) = \left\lfloor \frac{\ell + q + 3s + 5}{2} \right\rfloor \);
- there is a tie between \( c \) and \( w \) and \( d_1 \) and \( d_2 \), and \( x_i \) and \( y_i \) for \( i = 1, \ldots, s \).

It is easy to check that for each candidate the total number of wins, losses and ties that involve him equals \( m - 1 \); in particular, \( \ell - q + s - 1 \) and \( \ell + q + 3s + 5 \) have the same parity, so \( SW(d_1) + SL(d_1) = \) \( SW(d_2) + SL(d_2) = \ell + 2s + 2 = m - 2 \). Moreover, the total number of wins equals the total number of losses. Thus, such a profile can indeed be constructed.

Now, consider an election with the set of candidates \( C \) and a set of voters \( V = \{v_1, \ldots, v_{n+1}\} \), where for \( i \leq n \) the preferences of the \( i \)-th voter are given by \( R_i \), and the preferences of the last voter (who is also the manipulating voter) are given by
\[
c > w > d_1 > d_2 > x_1 > y_1 > \ldots > x_s > y_s > u_t > \ldots > u_1.
\]

If \( v_{n+1} \) votes truthfully, \( w \) wins. Hence, a manipulation is successful if and only if \( v_{n+1} \) manages to vote so that \( c \) gets elected. It can be shown that this is possible if and only if we started with a “yes”-instance of 3-SAT; we omit the proof due to lack of space. \( \Box \)

**6. CONCLUSIONS AND FUTURE WORK**

We have explored the complexity of manipulating many common voting rules under randomized tie-breaking as well as under arbitrary polynomial-time tie-breaking procedures. Our results for randomized tie-breaking are far from complete, and a natural research direction is to extend them to other voting rules, such as Copeland or Bucklin, as well as to the Maximin rule with general utilities. Other interesting questions include identifying natural tie-breaking rules that make manipulation hard and extend our results to multi-winner elections.
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ABSTRACT

Boolean games are a natural, compact, and expressive class of logic-based games, in which each player exercises unique control over some set of Boolean variables, and has some logical goal formula that it desires to be achieved. A player’s strategy set is the set of all possible valuations that may be made to its variables. A player’s goal formula may contain variables controlled by other agents, and in this case, it must reason strategically about how best to assign values to its variables. In the present paper, we consider the possibility of overlaying Boolean games with taxation schemes. A taxation scheme imposes a cost on every possible assignment an agent can make. By designing a taxation scheme appropriately, it is possible to perturb the preferences of the agents within a society, so that agents are rationally incentivised to choose some socially desirable equilibrium that would not otherwise be chosen, or incentivised to rule out some socially undesirable equilibria. After formally presenting the model, we explore some issues surrounding it (e.g., the complexity of finding a taxation scheme that implements some socially desirable outcome), and then discuss possible desirable properties of taxation schemes.
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1. INTRODUCTION

The computational aspects of game-theoretic mechanism design have received a great deal of attention over the past decade [11]. Particular attention has been paid to the Vickrey-Clarke-Groves (VCG) mechanism, which can be used to incentivise rational agents to truthfully report their private preferences in settings such as combinatorial auctions [5, 10]. The key point of interest of the VCG mechanism is that, because it incentivises agents to report their preferences truthfully, it allows us to compute outcomes that maximise social welfare, which would not in general be possible if agents could benefit from misrepresenting their preferences.

Ultimately, the VCG mechanism is a taxation scheme. Taxation schemes are used in human societies for several purposes. First, they are used to incentivise certain socially desirable behaviours, in much the same way that the VCG mechanism is used — for example, a government may tax car driving to encourage the use of environmentally friendly public transport. Second, they are used to raise revenue, typically with the intention that this revenue is then used to fund socially desirable projects (education, healthcare, etc). And finally, of course, they may be used for a combination of these purposes. Our aim in the present paper is to study the design of taxation schemes for incentivising behaviours in multi-agent systems. It is important to note that our focus in the present paper is not on the design of incentive compatible (truth-telling) mechanisms, and in this key respect, our work differs from the large body of work on computational and algorithmic mechanism design [11, 5, 10]. Of course, this is not to say that incentive compatibility is not important, or in any way to diminish the significance and value of the VCG mechanism; we are simply focussing on scenarios in which the preferences and actions of agents are known.

The setting for our study is the domain of Boolean games [6, 2, 4]. Boolean games are a natural, expressive, and compact class of games, based on propositional logic. Boolean games were introduced in [6], and their computational and logical properties have subsequently been studied by several researchers [2, 4]. In such a game, each agent $i$ is assumed to have a goal, represented as a propositional formula $\gamma_i$ over some set of variables $\Phi_i$. In addition, each agent $i$ is allocated some subset $\Phi_i$ of the variables $\Phi$, with the idea being that the variables $\Phi_i$ are under the unique control of agent $i$. The choices, or strategies, available to $i$ correspond to all the possible allocations of truth or falsity to the variables $\Phi_i$. An agent will try to choose an allocation so as to satisfy its goal $\gamma_i$. Strategic concerns arise because whether $i$’s goal is in fact satisfied will depend on the choices made by others.

In the present paper, we introduce the idea of imposing taxation schemes on Boolean games, so that various possible choices are taxed in different ways. Taxation schemes are designed by an agent external to the system known as the principal. The ability to impose taxation schemes enables the principal to perturb the preferences of the players in certain ways: all other things being equal, an agent will prefer to make a choice that minimises taxes. As discussed above, the principal is assumed to be introducing a taxation scheme so as to incentivise agents to achieve a certain socially desirable outcome; or to incentivise agents to rule out certain socially undesirable outcomes. We represent the outcome that the principal desires to achieve via a propositional formula $\Upsilon$: thus, the idea is...
that the principal will impose a taxation scheme so that agents are rationally incentivised to make individual choices so as to collectively satisfy \( \Upsilon \). However, a fundamentally important assumption in what follows is that taxes do not give us absolute control over an agent’s preferences. To assume that we were able to completely control an agent’s preferences by imposing taxes would be unrealistic: to pick a perhaps rather morbid and slightly tongue in cheek example, no matter how much you propose to tax me, I would still choose to achieve my goal of being alive rather than otherwise. If we did have complete control over agents’ preferences through taxation, then the problems we consider in this paper would indeed be rather trivial. In our setting specifically, it is assumed that no matter what the level of taxes, an agent would still prefer to have its goal achieved than not. This imposes a fundamental limit on the extent to which an agent’s preferences can be perturbed by taxation.

We begin in the following section by introducing the model of Boolean games that we use throughout the remainder of the paper. We then introduce taxation schemes, and the incentive design problem. After investigating some properties of the incentive design problem, we go on to consider socially equitable properties of taxation schemes (such as minimising the total tax burden, etc). We conclude with a discussion and future work.

## 2. BOOLEAN GAMES

In this section, we introduce the model of Boolean games that we work with throughout the remainder of this paper. This model slightly generalises previous models of Boolean games [6, 2, 4], in that it explicitly represents the costs of each action. In what follows, we let \( \mathbb{R}_\geq \) denote the set of real numbers greater than or equal to 0.

### Propositional Logic:
Throughout the paper, we make use of classical propositional logic, and for completeness, we thus begin by recalling the technical framework of this logic. Let \( \mathbb{B} = \{ \top, \bot \} \) be the set of Boolean truth values, with “\( \top \)” being truth and “\( \bot \)” being falsity. We will abuse notation a little by using \( \top \) and \( \bot \) to denote both the syntactic constants for truth and falsity respectively, as well as their semantic counterparts (i.e., the respective truth values). Let \( \Phi = \{ p, q, \ldots \} \) be a (finite, fixed, non-empty) vocabulary of Boolean variables, and let \( \mathcal{L} \) denote the set of (well-formed) formulae of propositional logic over \( \Phi \), constructed using the conventional Boolean operators (“\( \land \)”, “\( \lor \)”, “\( \neg \)”, “\( \Rightarrow \)” and “\( \Leftrightarrow \)”), as well as the truth constants “\( \top \)” and “\( \bot \)”. We assume a conventional semantic consequence relation “\( \models \)” for propositional logic. A valuation \( v \) is a function \( v : \Phi \to \mathbb{B} \), assigning truth or falsity to every Boolean variable. We write \( v \models \varphi \) to mean that \( \varphi \) is true under, or satisfied by, valuation \( v \), where the satisfaction relation “\( \models \)” is defined in the standard way. Let \( \mathcal{V} \) denote the set of all valuations over \( \Phi \).

We write \( \models \varphi \) to mean that \( \varphi \) is a tautology, i.e., is satisfied by every valuation. We denote the fact that formulae \( \varphi, \psi \in \mathcal{L} \) are logically equivalent by \( \varphi \Leftrightarrow \psi \); thus \( \varphi \Leftrightarrow \psi \) means that \( \models \varphi \Leftrightarrow \psi \).

Note that “\( \models \)” is a meta-language relation symbol, which should not be confused with the object-language bi-conditional operator “\( \Leftrightarrow \)”.

### Agents, Goals, and Controlled Variables:
The games we consider are populated by a set \( \text{Ag} = \{ 1, \ldots, n \} \) of agents – the players of the game. Each agent is assumed to have a goal, characterised by an \( \mathcal{L} \)-formula: we write \( \gamma_i \) to denote the goal of agent \( i \in \text{Ag} \). Each agent \( i \in \text{Ag} \) controls a (possibly empty) subset \( \Phi_i \) of the overall set of Boolean variables (cf. [14]). By “control”, we mean that \( i \) has the unique ability within the game to set the value (either \( \top \) or \( \bot \)) of each variable \( p \in \Phi_i \). We will require that \( \Phi_1, \ldots, \Phi_n \) forms a partition of \( \Phi \), i.e., every variable is controlled by some agent and no variable is controlled by more than one agent (\( \Phi_i \cap \Phi_j = \emptyset \) for \( i \neq j \)). Where \( i \in \text{Ag} \), a choice for agent \( i \) is defined by a function \( v_i : \Phi_i \to \mathbb{B} \), i.e., an allocation of truth or falsity to all the variables under \( i \)’s control. Let \( \mathcal{V}_i \) denote the set of choices for agent \( i \). The intuitive interpretation we give to \( \mathcal{V}_i \) is that it defines the actions or strategies available to agent \( i \); the choices available to the agent.

An outcome, \( \{ v_1, \ldots, v_n \} \in \mathbb{V}_1 \times \cdots \times \mathbb{V}_n \), is a collection of choices, one for each agent. Clearly, every outcome uniquely defines a valuation, and we will often think of outcomes as valuations, for example writing \( \{ v_1, \ldots, v_n \} \models \varphi \) to mean that the valuation defined by the outcome \( \{ v_1, \ldots, v_n \} \) satisfies formula \( \varphi \in \mathcal{L} \). Let \( \varphi(\{ v_1, \ldots, v_n \}) \) denote the formula that uniquely characterises the outcome \( \{ v_1, \ldots, v_n \} \):

\[
\varphi(\{ v_1, \ldots, v_n \}) = \left( \bigwedge_{p \notin \Phi} p \right) \land \left( \bigwedge_{p \in \Phi} v_p \right)
\]

\( \mathcal{V}(\{ v_1, \ldots, v_n \}) \) denote the set of agents who have their goal achieved by outcome \( \{ v_1, \ldots, v_n \} \), i.e.:

\[
\mathcal{V}(\{ v_1, \ldots, v_n \}) = \{ i \in \text{Ag} | \{ v_1, \ldots, v_n \} \models \gamma_i \}.
\]

### Costs:
Intuitively, the actions available to agents correspond to setting values true or false. We assume that these actions have costs, defined by a cost function \( c : \Phi \times \mathbb{B} \to \mathbb{R}_\geq \), so that \( c(p, \top) \) is the marginal cost of assigning variable \( p \in \Phi \) the value \( \top \in \mathbb{B} \). We let \( c_0 \) denote the cost function that assigns zero cost to all assignments.

This notion of a cost function represents an obvious generalisation of previous presentations of Boolean games: costs were not considered in the original presentation of Boolean games [6, 2], and while costs were introduced in [4], it was assumed that only the action of setting a variable to \( \top \) would incur a cost. (In fact, as we shall see later, costs are, in a technical sense, not required in our framework; we can capture the key strategic issues at stake without them. However, it is natural from the point of view of modelling to have costs for actions, and to think about costs as being imposed from within the game, and taxes, (defined below), as being imposed from without.)

### Boolean Games:
Collecting these components together, a Boolean game, \( G \), is a \((2n+3)\)-tuple:

\[
G = (\text{Ag}, \Phi, c, \gamma_1, \ldots, \gamma_n, \Phi_1, \ldots, \Phi_n),
\]

where \( \text{Ag} = \{ 1, \ldots, n \} \) is a set of agents, \( \Phi = \{ p, q, \ldots \} \) is a finite set of Boolean variables, \( c : \Phi \times \mathbb{B} \to \mathbb{R}_\geq \) is a cost function, \( \gamma_i \in \mathcal{L} \) is the goal of agent \( i \in \text{Ag} \), and \( \Phi_1, \ldots, \Phi_n \) is a partition of \( \Phi \) over \( G \), with the intended interpretation that \( \Phi_i \) is the set of Boolean variables under the unique control of \( i \in \text{Ag} \). We will say a game is cost free if it has cost function \( c_0 \).

When playing a Boolean game, the primary aim of an agent \( i \) will be to choose an assignment of values for the variables \( \Phi_i \) under its control so as to satisfy its goal \( \gamma_i \). The difficulty is that \( \gamma_i \) may contain variables controlled by other agents \( j \neq i \), who will also be trying to choose values for their variables \( \Phi_j \) so as to get their goals satisfied; and their goals in turn may be dependent on the variables \( \Phi_i \). Note that if an agent has multiple ways of getting its goal achieved, then it will prefer to choose one that minimises costs; and if an agent cannot get its goal achieved, then it simply chooses to minimise costs. These considerations are what give Boolean games their strategic character. For the moment, we will postpone the formal definition of the utility functions and preferences associated with our games.
3. DESIGNING INCENTIVES

We can now describe in more detail the overall problem that we consider in the remainder of the paper. Imagine a society populated by agents $A_g$, with each agent $i \in A_g$ having a goal $\gamma_i \in \mathcal{L}$ and actions corresponding to valuations to $\Phi_i$. We assume an external principal has some goal $\Upsilon \in \mathcal{L}$ that it wants the society to achieve, and to this end, wants to incentivise the agents $A_g$ to act collectively so as to bring about $\Upsilon$. Incentives in our model are provided by taxation schemes.

**Taxation Schemes**: A taxation scheme defines additional (imposed) costs on actions, over and above those given by the marginal cost function $c$. While the cost function $c$ is fixed and immutable for any given Boolean game, the principal is assumed to be at liberty to define a taxation scheme as they see fit. Agents will seek to minimise their overall costs, and so by assigning different levels of taxation to different actions, the principal can incentivise agents away from performing some actions and towards performing others; if the principal designs the taxation scheme correctly, then agents are incentivised to choose valuations $(v_1, \ldots, v_n)$ so as to satisfy $\Upsilon$ (i.e., so that $(v_1, \ldots, v_n) \models \Upsilon$).

How exactly should we model taxation schemes? One very general approach would be to levy taxes on the basis of *outcomes*. We could model such taxes by a function $\tau : A_g \times V_1 \times \cdots \times V_n \to \mathbb{R}_\geq$, with the intended interpretation that $\tau(i, v_1, \ldots, v_n)$ is the amount of tax that would be imposed on agent $i$ if the outcome $(v_1, \ldots, v_n)$ was selected. However, for the purposes of the present paper, we choose a simpler, additive model of taxes, the idea being that taxes are levied on individual actions, and the total tax imposed on an agent $i$ is the sum of the taxes on individual choices (assignments of truth or falsity to a variable) made in the outcome $v_i$ chosen by $i$.

Formally, we therefore model a taxation scheme as a function $\tau : \Phi \times B \to \mathbb{R}_\geq$, where the intended interpretation is that $\tau(p, b)$ is the tax that would be imposed on the agent controlling $p$ if the value $b$ was assigned to the Boolean variable $p$. The total tax paid by an agent $i$ in choosing a valuation $v_i \in V_i$ will be $\sum_{p \in \Phi_i} \tau(p, v_i(p))$.

We let $\tau_i$ denote the taxation scheme that applies no taxes to any choice, i.e., $\forall x \in \Phi$ and $b \in B$, $\tau_i(x, b) = 0$. Let $\Upsilon(G)$ denote the set of taxation schemes over $G$. We make one technical assumption in what follows, relating to the space requirements for taxation schemes in $\Upsilon(G)$. Unless otherwise stated explicitly, we will assume that we are restricting our attention to taxation schemes whose values can be represented with a space requirement that is bounded by a polynomial in the size of the game. This seems a reasonable requirement: realistically, taxation schemes requiring space exponential in the size of the game at hand could not be manipulated. It is important to note that this requirement relates to the space requirements for taxes, and not to the size of *taxes themselves*: for a polynomial function $f : \mathbb{N} \to \mathbb{N}$, the value $2^{f(n)}$ can be represented using only a polynomial number of bits (i.e., $f(n)$ bits).

**Utilities and Preferences**: One important assumption we make is that while taxation schemes can influence the decision making of rational agents, they cannot, ultimately, change the goals of an agent. That is, if an agent has a chance to achieve its goal, it will take it, no matter what the taxation incentives are to do otherwise. To understand this point, and to see formally how incentives work, we need to formally define the utility functions for agents, and for this we require some further auxiliary definitions. First, with a slight abuse of notation, we extend cost and taxation functions to partial valuations as follows:

$$c_i(v) = \sum_{p \in \Phi_i} c(p, v_i(p))$$

$$\tau_i(v) = \sum_{p \in \Phi_i} \tau(p, v_i(p))$$

Next, let $v'_i$ denote the most expensive possible course of action for agent $i$:

$$v'_i \in \arg \max_{v_i \in V_i} (c_i(v_i) + \tau_i(v_i)).$$

Let $\mu_i$ denote the cost to $i$ of its most expensive course of action:

$$\mu_i = c_i(v'_i) + \tau_i(v'_i).$$

Given these definitions, we define the *utility* to agent $i$ of an outcome $(v_1, \ldots, v_n)$, as follows:

$$u_i(v_1, \ldots, v_n) = \begin{cases} 1 + \mu_i - (c_i(v_i) + \tau_i(v_i)) & \text{if } (v_1, \ldots, v_n) \models \gamma_i \\ -(c_i(v_i) + \tau_i(v_i)) & \text{otherwise} \end{cases}$$

Thus utility for agent $i$ will range from $1 + \mu_i$ (the best outcome for $i$, where it gets its goal achieved by performing actions that have no tax or other cost) down to $-\mu_i$ (where $i$ does not get its goal achieved but makes its most expensive choice). This definition has the following properties:

- an agent prefers all outcomes that satisfy its goal over all those that do not satisfy it;
- between two outcomes that satisfy its goal, an agent prefers the one that minimises total expense ($= marginal costs + taxes$); and
- between two valuations that *do not* satisfy its goal, an agent prefers to minimise total expense.

*It is important to note that while utility functions provide a convenient numeric representation of preference relations, utility is not transferable in our settings.*

**Solution Concepts**: Given this formal definition of utility, we can define solution concepts in the standard game-theoretic way [12]. In this paper, we focus on (pure) Nash equilibrium. (Of course, other solution concepts, such as dominant strategy equilibrium, might also be considered, but for simplicity, in this paper we focus on Nash equilibria.) We say an outcome $(v_1, \ldots, v_n)$ is a Nash equilibrium if for all agents $i \in A_g$, there is no $v'_i \in V_i$ such that $u_i(v_1, \ldots, v'_i, \ldots, v_n) > u_i(v_1, \ldots, v_i, \ldots, v_n)$. Let $NE(G, \tau)$ denote the set of all Nash equilibria of the game $G$ with taxation scheme $\tau$.

Before proceeding, let us consider some properties of Nash equilibrium outcomes. First, observe that an unsuccessful agent will choose a least cost course of action in any Nash equilibrium.

**Proposition 1.** Suppose $(v^*_1, \ldots, v^*_n) \in NE(G, \tau)$ is such that $i \not\in succ(v^*_1, \ldots, v^*_n)$. Then:

$$v^*_i \in \arg \min_{v_i \in V_i} c_i(v_i) + \tau_i(v_i)$$

**Proof.** Agent $i$ cannot make a choice $v'_i$ that $(v^*_1, \ldots, v'_i, \ldots, v^*_n) \models \gamma_i$, otherwise $u_i(v^*_1, \ldots, v'_i, \ldots, v^*_n) > u_i(v^*_1, \ldots, v^*_i, \ldots, v^*_n)$, in which case $(v^*_1, \ldots, v'_i, \ldots, v^*_n) \not\in NE(G, \tau)$. So, the only way $i$ could profitably deviate would be by making an alternative choice $v'_i$ that reduced costs compared to $v^*_i$. But by definition, $v^*_i$ minimises $i$’s costs. □
The following is an obvious decision problem:

**Nash Outcome Verification:**

*Instance:* Boolean game $G$, taxation scheme $\tau$, and outcome $(v_1, \ldots, v_n)$.

*Question:* Is $(v_1, \ldots, v_n) \in \text{NE}(G, \tau)$?

**Proposition 2.** Nash Outcome Verification is co-NP-complete, even for two player games with $\tau = \tau_0$ and where $c$ assigns no costs.

Proof. Membership is immediate. For hardness, we reduce SAT to the complement problem. Given an instance $\varphi$ of SAT over variables $x_1, \ldots, x_k$, define a game $G$ with $Ag = \{1, 2\}$, $\Phi = \{x_1, \ldots, x_k, \text{z}\}$ (where $\text{z}$ does not occur in $\varphi$), $\Phi_1 = \{x_1, \ldots, x_k\}$, $\Phi_2 = \{\text{z}\}$, $\gamma_1 = \varnothing$, $\gamma_2 = \text{z}$, let $v_1(\text{y}) = \bot$ for all $\text{y} \in \Phi_1$, and let $v_2(\text{z}) = \top$. We claim $(v_1, v_2) \notin \text{NE}(G, \tau_0) \iff \varphi$ is satisfiable. ($\implies$) Suppose $(v_1, v_2) \notin \text{NE}(G, \tau_0)$. Then either agent 1 or agent 2 can benefit by deviating. Clearly agent 2 cannot benefit, since it gets its goal achieved through $v_2$ at no cost, which is optimal for 2. So 1 must be able to benefit by deviating. Since it incurs no cost through $v_1$, the only way agent 1 could benefit would be by achieving its goal, which would imply $\varphi$ was satisfiable. ($\impliedby$) Suppose $\varphi$ is satisfiable. Then player 1 could benefit by choosing a valuation $v_1 \neq v_1$ satisfying $\varphi$. Hence $(v_1, v_2) \notin \text{NE}(G, \tau_0)$.

Next, note that while being able to model costs in games explicitly is attractive from a modelling perspective, it is, in a sense, unnecessary from a purely technical point of view: we can always design a taxation scheme that simulates the costs and thus gives rise to the same set of Nash equilibria.

**Proposition 3.** Let $G$ be a game with cost function $c$ and let $\tau$ be a taxation scheme for $G$. Then there exists a taxation scheme $\tau'$ such that $\text{NE}(G, \tau) = \text{NE}(G', \tau')$ for the game $G'$ we obtain by replacing $c$ with $c\circ \tau$ in $G$.

Proof. Let $\tau'(p, b) = \tau[p, b] + c(p, b)$ for all $p \in \Phi$ and all $b \in \mathbb{B}$. Then the utility functions for $(G', \tau')$ are identical to those for $(G, \tau)$, and thus the Nash equilibria must coincide as well.

Moreover, we can show that, for the analysis of Nash equilibria, it suffices to consider taxation schemes that only impose taxes on making a variable true (rather than false). Call a taxation scheme $\tau$ positive if $\tau(p, \bot) = 0$ for all $p \in \Phi$. Now consider two zero cost games $G$ and $G'$. We call $G'$ a variant of $G$ if $G'$ is the same as $G$, except that for some $p \in \Phi$ all occurrences of $p$ in the agents' goals $\gamma_i$ have been replaced by $\neg p$ (but $\gamma_0$ has not been changed).

**Proposition 4.** Let $G$ be a zero cost game and let $\tau$ be a taxation scheme for that game. Then there exists a variant $G'$ of $G$ and a positive taxation scheme $\tau'$ such that $\text{NE}(G, \tau) = \text{NE}(G', \tau')$.

Proof. We have to define $G'$ and $\tau'$ with respect to each $p \in \Phi$. For all variables $p$ we will have $\tau'(p, \bot) = 0$ (as $\tau'$ should be positive). So we have to define the values $\tau'(p, \top)$ and we have to specify whether $p$ should occur in the goal formulas in $G'$ as in $G$, or whether $p$ should get flipped (i.e., whether it should get rewritten as $\neg p$).

1. If $\tau(p, \top) > \tau(p, \bot)$, then we set $\tau'(p, \top) = 0$ and we leave $p$ untouched in the game.

2. If $\tau(p, \top) > \tau(p, \bot)$, then we set $\tau'(p, \top) = \tau(p, \top) - \tau(p, \bot)$ and we again leave $p$ untouched in the game.

3. If $\tau(p, \top) < \tau(p, \bot)$, then we set $\tau'(p, \top) = \tau(p, \bot) - \tau(p, \top)$ and we flip $p$ in the game.

The crucial feature of this construction is that the difference in tax between making $p$ true or false remains $|\tau(p, \top) - \tau(p, \bot)|$ in the new game, and the new taxation scheme still "pushes in the same direction" as before. Therefore, the utility functions for $(G', \tau')$ are identical to those for $(G, \tau)$, and thus the Nash equilibria must coincide as well.

**Incentive Design:** We now come to the main problems that we consider in the remainder of the paper. Suppose we have an agent, which we will call the principal, who is external to a game $G$. The principal is at liberty to impose taxation schemes on the game $G$. It will not do this for no reason, however: it does it because it wants to provide incentives for the agents in $G$ to choose certain collective outcomes. Specifically, the principal wants to incentivize the players in $G$ to choose a collectively a collective outcome that satisfies an objective, which is represented as a propositional formula $\Upsilon$ over the variables $\Phi$ of $G$. We refer to this general problem – trying to find a taxation scheme that will incentivize players to choose collectively a collective outcome that satisfies a propositional formula $\Upsilon$ – as the implementation problem. It inherits concepts from the theory of Nash implementation in mechanism design [7], although our use of Boolean games, taxation schemes, and propositional formulae to represent objectives is quite different.

### 3.1 Weak Implementation

Let $W(I, \Upsilon)$ denote the set of taxation schemes over $G$ that satisfy a propositional objective $\Upsilon$ in at least one Nash equilibrium outcome:

$$W(I, \Upsilon) = \{\tau \in T(G) \mid \exists (v_1, \ldots, v_n) \in \text{NE}(G, \tau) \text{ s.t. } (v_1, \ldots, v_n) \models \Upsilon\}.$$

Given this definition, we can state the first basic decision problem that we consider in the remainder of the paper:

**Weak Implementation:**

*Instance:* Boolean game $G$ and objective $\Upsilon \in \mathcal{L}$.

*Question:* Is it the case that $W(I, \Upsilon) \neq \emptyset$?

If the answer to the Weak Implementation problem $(G, \Upsilon)$ is "yes", then we say that $\Upsilon$ can be weakly implemented in Nash equilibrium (or simply: $\Upsilon$ can be weakly implemented in $G$). Let us see an example.

**Example 1.** Define a game $G$ as follows: $Ag = \{1, 2\}$, $\Phi = \{p_1, p_2\}$, $\Phi_1 = \{p_1\}$, $\gamma_1 = p_1$, $\gamma_2 = \neg p_1 \land \neg p_2$, $c(p_1, b) = 0$ for all $b \in \mathbb{B}$, while $c(p_2, \bot) = 1$ and $c(p_2, \top) = 0$. Define an objective $\Upsilon = p_1 \land p_2$. Now, without any taxes (i.e., with taxation scheme $\tau_0$), there is a single Nash equilibrium, $(v_1^*, v_2^*)$, which satisfies $p_1 \land \neg p_2$. Agent 1 gets its goal achieved, while agent 2 does not; and moreover $(v_1^*, v_2^*) \not\models \Upsilon$. However, if we adjust $\tau$ so that $\tau(p_2, \bot) = 10$, then we find a Nash equilibrium outcome $(v_1', v_2')$ such that $(v_1', v_2') \models p_1 \land p_2$, i.e., $(v_1', v_2') \models \Upsilon$. Here, agent 2 is not able to get its goal achieved, but it can, nevertheless, be incentivized by taxation to make a choice that ensures the achievement of the objective $\Upsilon$.

So, what objectives $\Upsilon$ can be weakly implemented? At first sight, it might appear that the satisfiability of $\Upsilon$ is a sufficient condition for
implementability. Consider the following naive approach for constructing taxation schemes with the aim of implementing satisfiable objectives \( \Upsilon \):

\[(*)\] Find a valuation \( v \) such that \( v \models \Upsilon \) (such a valuation will exist since \( \Upsilon \) is satisfiable). Then define a taxation scheme \( \tau \) such that \( \tau(p, b) = 0 \) if \( b = v(p) \) and \( \tau(p, b) = k \) otherwise, where \( k \) is a suitably large number.

Thus, the idea is simply to make all choices other than selecting an outcome that satisfies \( \Upsilon \) too expensive to be rational. In fact, this approach does not work, because of an important subtlety of the definition of utility. In designing a taxation scheme, the principal can perturb an agent’s choices between different valuations, but it cannot perturb them in such a way that an agent would prefer an outcome that does not satisfy it’s goal over an outcome that does.

We have:

**Proposition 5.** There exist instances of the Weak Implementation problem with satisfiable objectives \( \Upsilon \) that cannot be weakly implemented.

**Proof.** Consider the following example. Define a game \( G \) as follows: \( Ag = \{1, 2\}, \Phi = \{p, q\}, \Phi_1 = \{p\}, \Phi_2 = \{q\} \). Then define \( \gamma_1 = p \equiv c(p), b = 0 \) for all \( b \in \mathbb{B} \). Let \( \Upsilon = \neg \gamma_1 \). Suppose there is a taxation scheme \( \tau \) such that \( \exists v_1 \in NE(G, \tau) \) and \( v_1 \models \Upsilon \). Clearly, \( v_1(p) = 1 \), so \( v_1 \not\models \gamma_1 \) and thus \( u_1(v_1) = -c_1(v_1) + \tau(v_1) = 0 \). But consider the valuation \( v'_1(p) = 0 \), which since \( v'_1 \models \Upsilon \) would yield \( u_1(v'_1) = 1 + c_1(v'_1) + \tau(v'_1)) \). Thus \( u_1(v'_1) > u_1(v_1) \); contradiction. \( \square \)

What about tautologous objectives, i.e., objectives \( \Upsilon \) such that \( \Upsilon \models \Upsilon \)? Again, we might be tempted to assume that tautologies are trivially implementable. This is not in fact the case, however, as it may be that \( NE(G, \Upsilon) = \emptyset \) for all taxation schemes \( \tau \).

**Proposition 6.** There exist instances of the Weak Implementation problem with tautologous objectives \( \Upsilon \) that cannot be implemented.

**Proof.** Define a game \( G \) with \( Ag = \{1, 2\}, \Phi = \{p, q\}, \Phi_1 = \{p\}, \Phi_2 = \{q\} \). Then define \( \gamma_1 = p \equiv q, \gamma_2 = \neg p \equiv q \), and \( c \) assigns zero cost to all actions. Clearly \( NE(G, \Upsilon) = \emptyset \). For example, in the outcome \((v_1, v_2)\) in which \( v_1(p) = 1 \) and \( v_2(q) = 1 \), agent 1 would prefer to change its valuation to \( v'_2(q) = 0 \). There is, in fact, no taxation scheme \( \tau \) such that \( NE(G, \Upsilon) \neq \emptyset \). \( \square \)

Tautologous objectives might appear to be of little interest, but we argue that this is not the case. Suppose we have a game \( G \) such that \( NE(G, \gamma_0) = \emptyset \). Then, in its unmodified condition, this game is *unsolvable*: it has no equilibrium. Thus, we will refer to the problem of implementing \( \Upsilon \) (= checking for the existence of a taxation scheme that would ensure at least one Nash equilibrium outcome), as the Stabilisation problem. The following example illustrates Stabilisation.

**Example 2. Let** \( Ag = \{1, 2, 3\} \) **with** \( \varphi = \{p, q, r\} \), \( \Phi_1 = \{p\} \), \( \Phi_2 = \{q\} \), \( \Phi_3 = \{p \land q \} \), \( \gamma_1 = \top \), \( \gamma_2 = \neg \gamma_1 \equiv \neg p \equiv q \), \( \gamma_3 = \neg \gamma_1 \equiv \neg \gamma_2 \equiv \neg p \equiv q \equiv r \), and all other costs are 0. For any outcome in which \( p = \bot \), agent 1 would prefer to set \( p = \top \), but such an outcome \( \top \) cannot exist. So, consider outcomes \((v_1, v_2, v_3)\) in which \( p = \top \). Here if \((v_1, v_2, v_3) = q \leftrightarrow r \) then agent 3 would prefer to deviate, while if \((v_1, v_2, v_3) = q \leftrightarrow r \) then agent 2 would prefer to deviate. Now, consider a taxation scheme with \( \tau(p, \top) = 10 \) and \( \tau(p, \bot) = 0 \) and all other taxes are 0. With this scheme, the outcome in which all variables are set to \( \bot \) is a Nash equilibrium. Hence this taxation scheme stabilises the system.

Returning to the weak implementation problem, we can derive a sufficient condition for weak implementation, as follows.

**Proposition 7.** For all games \( G \) and objectives \( \Upsilon \), if the formula \( \Upsilon' \) is satisfiable:

\[ \Upsilon' = \Upsilon \land \bigwedge_{i \in Ag} \gamma_i \]

\( \therefore \) \( W'I(G, \Upsilon) \neq \emptyset \).

**Proof.** Assume \( \Upsilon' = \Upsilon \land \bigwedge_{i \in Ag} \gamma_i \) is satisfiable. Let \( v \) be a valuation such that \( v \models \Upsilon' \). The basic idea is to use the approach \((*)\), described above, to build a taxation scheme ensuring that the valuation \( v \) is a rational choice. For all \( i \in Ag, x \in \Phi_i \) and \( b \in \mathbb{B} \), define:

\[ \tau(x, b) = \begin{cases} 0 & \text{if } b = v(x) \\ 1 + c_i(v'_i) & \text{otherwise.} \end{cases} \]

(Recall that \( v'_i \) is the choice for \( i \) that has the highest marginal cost.) Let \((v'_1, ..., v'_n)\) be the outcome corresponding to the valuation \( v \). Obviously, \((v'_1, ..., v'_n) \models \Upsilon \). We claim that \((v'_1, ..., v'_n) \in NE(G, \Upsilon) \). For suppose that \((v'_1, ..., v'_n) \) is not a Nash equilibrium. Then some agent \( i \) can benefit by deviating. Since by construction \((v'_1, ..., v'_n) \models \gamma_i \), then \( i \) can only benefit from a choice that would decrease its overall costs. But the construction of \( \tau \) ensures that any other choice would increase taxes more than any benefit gained by decreasing marginal costs. So, \( i \) cannot benefit by changing its choice, and so \((v'_1, ..., v'_n)\) is a Nash equilibrium. \( \square \)

We know from [2] that the problem of checking for the existence of pure strategy Nash equilibria in cost-free Boolean games is \( \Sigma_2^{op} \)-complete. It turns out that the Implementation problem is no harder:

**Proposition 8.** The Stabilisation problem is \( \Sigma_2^{op} \)-complete, even if taxes are 0-bounded. As a consequence, the Weak Implementation problem is also \( \Sigma_2^{op} \)-complete.

**Proof.** Membership requires evaluating the following condition:

\[ \exists r \in T(G), \exists(v_1, ..., v_n) \in \mathcal{V}_1 \times ... \times \mathcal{V}_n, \]

\[ (v_1, ..., v_n) \in NE(G, \tau), \]

\[ \langle ** \rangle \]

Notice that the condition \((**\rangle\) is a co-NP predicate, and that the existential quantifiers can be computed in \( NP \) (recall that we assume taxation schemes in \( T(G) \) require space at most polynomial in the size of \( G \), and hence guessed in non-deterministic polynomial time). Thus the problem is in \( \Sigma_2^{op} \). For hardness, we can trivially reduce the problem of checking for the existence of pure strategy Nash equilibria in cost-free Boolean games, which was proved \( \Sigma_2^{op} \)-complete in [2, Proposition 5]. Given a cost free game as in [2], we construct an instance of one of our games directly, setting all costs to 0; we then ask whether the system can be stabilised with a tax bound of 0. Clearly, the answer is “yes” iff the given Boolean game instance has a pure strategy Nash equilibrium. \( \square \)

### 3.2 (Strong) Implementation

The fact that \( W'I(G, \Upsilon) \neq \emptyset \) is good news of a kind – it tells us that we can impose a taxation scheme such that at least one rational (NE) outcome of the game satisfies \( \Upsilon \). However, it could be that there are many taxation schemes, and only one of them satisfies \( \Upsilon \). This motivates us to consider the strong implementation (or simply implementation) problem. Strong implementation corresponds closely to the notion of Nash implementation in the mechanism design literature [7]. Let \( SI(G, \Upsilon) \) denote the set of taxation schemes \( \tau \) over \( G \) such that:
1. $G$, $\tau$ has at least one Nash equilibrium outcome;
2. all Nash equilibrium outcomes of $G$, $\tau$ satisfy $\Upsilon$.

Formally:

$$SI(G, \Upsilon) = \{v \in T(G) | NE(G, \tau) \neq \emptyset \land \forall (v_1, \ldots, v_n) \in NE(G, \tau) : (v_1, \ldots, v_n) \models \Upsilon\}.$$ 

This gives us the following decision problem:

**Implementation:**

**Instance:** Boolean game $G$ and objective $\Upsilon \in L$.

**Question:** Is it the case that $SI(G, \Upsilon) \neq \emptyset$?

It turns out that strong implementation is no harder than weak implementation:

**Proposition 9. Implementation is $\Sigma^p_2$-complete.**

**Proof.** Observe that the problem involves evaluating the following condition: is the case that $\exists \tau \in T(G) : NE(G, \tau) \neq \emptyset$ and $\forall (v_1, \ldots, v_n) \in NE(G, \tau)$ we have $(v_1, \ldots, v_n) \models \Upsilon$? Expanding out and re-arranging, it can be seen that this is equivalent to asking whether $\exists \tau \in T(G), \exists (v_1, \ldots, v_n) \in V_1 \times \cdots \times V_n, \forall (v_1', \ldots, v_n') \in V_1 \times \cdots \times V_n, \{v_1, \ldots, v_n\} \in NE(G, \tau)$ and if $(v_1', \ldots, v_n') \in NE(G, \tau)$ we have $(v_1', \ldots, v_n') \models \Upsilon$. Clearly this is a $\Sigma^p_2$ predicate. For hardness, we can reduce the Stabilisation problem as in Proposition 8.

How are $WZ(G, \Upsilon)$ and $SI(G, \Upsilon)$ related? It turns out that weak and strong implementation are indeed different:

**Proposition 10.**

1. For all games $G$ and objectives $\Upsilon$ we have:

$$SI(G, \Upsilon) \subseteq WZ(G, \Upsilon).$$

2. There exist games $G$ and objectives $\Upsilon$ s.t.:

$$WZ(G, \Upsilon) \nsubseteq SI(G, \Upsilon).$$

**Proof.** Item (1) is immediate: if a taxation scheme strongly implements $\Upsilon$ in $G$ then it weakly implements it. For item (2), we give an example of an objective and such that the objective can be weakly, but not strongly implemented. Let $Ag = \{1, 2\}$, with $\Phi = \{p, q\}$, $\Phi_1 = \{p\}$, $\Phi_2 = \{q\}$, $\gamma_1 = \gamma_2 = (p \iff q)$, with cost function $c_0$. Finally, let $\Upsilon = p \land q$. Now, the taxation function $f_0$ with zero taxes will weakly implement $\Upsilon$: there will be two Nash equilibria, one satisfying $p \land q$ and the other satisfying $\lnot(p \lor q)$. However, $\Upsilon = p \land q$ cannot be strongly implemented, because the outcome satisfying $\lnot(p \lor q)$ will be a Nash equilibrium for all taxation schemes $\tau$. To see this, observe that for it not to be a Nash equilibrium, one agent would benefit by deviating; by definition of the utility functions, such a deviation would involve an agent moving from positive to negative utility.

Thus, to show that an objective $\Upsilon$ cannot be weakly implemented, it suffices to show that it cannot be weakly implemented.

One interesting question relates to the size of taxes required for implementation. In some cases, it turns out that we only require very small amounts of tax:

**Proposition 11.** Let $\varepsilon << 1$ be any arbitrarily small positive number. If $G$ is cost-free (i.e., with cost function $c_0$) then $\Upsilon$ is implementable (respectively, weakly implementable) in $G$ iff $\Upsilon$ is implementable by a taxation scheme bounded by $\varepsilon$.

**Proof.** We first claim that for any arbitrarily small $\varepsilon$ and any cost-free Boolean game $G$ there is a cost-free Boolean game such that the taxation scheme is bounded by $\varepsilon$ and the sets of Nash equilibria of the two games coincide. The idea is to define a new taxation scheme $\tau'$ by using $\varepsilon$ to systematically scale down taxation values from $\tau$. The transformation from $(G, \tau)$ to $(G, \tau')$ preserves the relative order on utilities, that is, $u^{G, \tau'}_i(v_i) \geq u^{G, \tau}_i(v_i)$ if and only if $u^{G, \tau}_i(v_i) \geq u^{G, \tau'}_i(v_i)$. Therefore, $\nu = (v_1, \ldots, v_n)$ is a Nash equilibrium of $(G, \tau')$ if and only if it is a Nash equilibrium of $(G, \tau)$. As a consequence, $\Upsilon$ is implementable (respectively, weakly implementable) in $G$ by taxation scheme $\tau$ if and only if it is implementable (resp. weakly implementable) in $G$ by $\tau'$.

4. **Taxation and Social Welfare**

In attempting to design a taxation scheme $\tau$ for a Boolean game $G$, the primary aim of a principal is to design the scheme so that agents are rationally motivated to choose an outcome satisfying the objective $\Upsilon$. However, if it is possible to incentivise agents to satisfy $\Upsilon$, then there will, in general, be multiple possible taxation schemes that incentivise the agents in this way, and not all of these taxation schemes will be equally desirable from the point of view of society. In this section, therefore, we consider different societal criteria that might be considered by a principal when choosing a taxation scheme; our discussion here is inspired by the literature on axioms for cooperative decision-making [9].

**Utilitarian Social Welfare:** The first idea we consider is the very well-known concept of maximising utilitarian social welfare. Formally, the social welfare of an outcome $(v_1, \ldots, v_n)$ is denoted $sw(v_1, \ldots, v_n)$:

$$sw(v_1, \ldots, v_n) = \sum_{i \in Ag} u_i(v_1, \ldots, v_n).$$

An outcome $(v^{sw}_1, \ldots, v^{sw}_n)$ that maximises utilitarian social welfare is thus one satisfying:

$$(v^{sw}_1, \ldots, v^{sw}_n) \in \arg \max_{(v_1, \ldots, v_n)} sw(v_1, \ldots, v_n).$$

Of course, simply finding an outcome that maximises social welfare in itself is not much use if agents are rationally motivated to choose another outcome, which does not maximise social welfare. We therefore say a taxation scheme $\tau$ weakly implements utilitarian social welfare maximisation in a game $G$ if

$$\exists (v_1', \ldots, v_n') \in NE(G, \tau) \text{ s.t. } (v_1', \ldots, v_n') \in \arg \max_{(v_1, \ldots, v_n)} sw(v_1, \ldots, v_n).$$

We can define strong implementation in the expected way. With a slight abuse of notation, let $WZ(G, sw)$ denote the set of taxation schemes that weakly implement utilitarian social welfare maximisation, and let $SI(G, sw)$ denote the set of taxation schemes that strongly implement utilitarian social welfare maximisation. Can we always implement utilitarian social welfare maximisation? No:

**Proposition 12.** There are games $G$ in which utilitarian social welfare maximisation cannot be weakly implemented (and hence cannot be strongly implemented).

**Proof.** Define a game $G$ with $Ag = \{1, 2, 3\}$, $\Phi = \{p_1, p_2, p_3\}$, $\Phi_1 = \{p_1\}$, $\Phi_2 = \{p_2\}$, $\Phi_3 = \{p_3\}$, $\gamma_1 = p_1 \lor (p_2 \land p_3)$, $\gamma_2 = p_2 \land \lnot p_3$, $c(p_1, \Upsilon) = 20$, $c(p_1, \bot) = 1$, $c(p_2, \Upsilon) = 2$, $c(p_2, \bot) = 1$, $c(p_3, \Upsilon) = 2$, $c(p_3, \bot) = 1$. Now, with taxation scheme $f_0$, there is a unique Nash equilibrium $(v^*_1, v^*_2, v^*_3)$ in which agent 1 sets $p_1 = \top$, agent 2 sets $p_2 = \bot$, agent 3 sets $p_3 = \bot$. We have $u_1(v^*_1, v^*_2, v^*_3) = 1 + 20 - 20 = 1$, $u_2(v^*_1, v^*_2, v^*_3) = 1 + 2 - 1 = 2$, $u_3(v^*_1, v^*_2, v^*_3) = 20 + 20 - 20 = 20$. Therefore, $\nu = (v^*_1, v^*_2, v^*_3)$ is a Nash equilibrium of $(G, \tau)$ if and only if it is a Nash equilibrium of $(G, \tau')$. As a consequence, $\Upsilon$ is implementable (respectively, weakly implementable) in $G$ by taxation scheme $\tau$ if and only if it is implementable (resp. weakly implementable) in $G$ by $\tau'$.
and \( u_3(v_1^*, v_2^*, v_3^*) = 1 + 2 - 1 = 2 \), and so \( \text{usw}(v_1^*, v_2^*, v_3^*) = 2 \), and so \( \text{usw}(v_1^*, v_2^*, v_3^*) = 1 + 2 + 2 = 5 \). Now consider the outcome \( (v_1, v_2, v_3) \) that satisfies \( (p_1 \land p_2) \land p_3 \). Observe that \( (v_1, v_2, v_3) \not\in \{v_1, v_2, v_3\} \), while \( (v_1, v_2, v_3) \not\not\in \{v_1, v_2, v_3\} \). We have \( u_1(v) = 1+20-1 = 20, u_2(v) = -2, \) and \( u_3(v) = -2 \). Thus \( \text{usw}(v_1, v_2, v_3) = 20 + (-2) + (-2) = 16 \). Clearly, outcome \( (v_1, v_2, v_3) \) maximises social welfare, but no taxation scheme can weakly implement this outcome: agents 2 and 3 will always prefer to get their goal achieved.

This example also illustrates that maximising utilitarian social welfare is not the same as maximising the number of agents that get their goal achieved.

Notice that because we represent objectives \( \Upsilon \) as logical formulae, and these logical formulae can completely characterise outcomes, we can directly model the problem of implementing utilitarian social welfare maximisation as a Weak Implementation problem. The following is immediate:

**Proposition 13.** It is possible to weakly (respectively, strongly) implement utilitarian social welfare maximisation in game \( G \) if \( \text{WE}(G, \text{USW}) \neq \emptyset \) (respectively, \( \text{WE}(G, \text{USW}) \neq \emptyset \)), where:

\[
\Upsilon_{\text{USW}} = \arg\max_{(v_1^*, \ldots, v_n^*) \in \text{arg max}_{(v_1, \ldots, v_n) \in V_n} \varphi(v_1^*, \ldots, v_n^*)} \Upsilon_{\text{USW}}^{v_1^* \ldots v_n^*}.
\]

From the point of view of a principal, of course, the main concern is to implement an objective \( \Upsilon \); maximising utilitarian social welfare is a secondary concern. A very natural aim of the principal will therefore be to design a taxation scheme that implements an objective while at the same time maximises the worst case utilitarian social welfare of all possible Nash equilibrium outcomes. This yields the following decision problem,

**USW Implementation:**

**Instance:** Boolean game \( G \), objective \( \Upsilon \), social welfare measure \( w \in \mathbb{R} \).

**Question:** Does there exist a taxation scheme \( \tau \in \text{SI}(G, \Upsilon) \) such that \( \min \{ \text{usw}(v_1, \ldots, v_n) | (v_1, \ldots, v_n) \in \text{NE}(G, \tau) \} \geq w \)?

**Proposition 14.** The USW Implementation problem is \( \Sigma_2^p \)-complete.

**Proof.** We reduce Weak Implementation. Where \( G, \Upsilon \) be an instance of Weak Implementation, we create an instance \( G, w \) of USW Implementation with a value for \( w \) that is guaranteed to be below the worst case utilitarian social welfare of any outcome.

The corresponding function problem is to compute a taxation scheme maximising the worst case utilitarian social welfare of a Nash equilibrium outcome satisfying \( \Upsilon \). We will denote such a taxation scheme by \( \tau_{\text{USW}}(G, \Upsilon) \):

\[
\tau_{\text{USW}}(G, \Upsilon) \in \arg\max_{\tau \in \text{SI}(G, \Upsilon)} \min \{ \text{usw}(v_1, \ldots, v_n) | (v_1, \ldots, v_n) \in \text{NE}(G, \tau) \}.
\]

Notice that in the case \( \Upsilon \equiv \top \), finding \( \tau_{\text{USW}}(G, \Upsilon) \) reduces to simply implementing utilitarian social welfare maximisation.

**Egalitarian Social Welfare:** A standard criticism of utilitarian social welfare is that it does not consider how utility is distributed amongst members of a society; it may allocate all utility to one agent, leaving all others with no utility. Egalitarian social welfare provides an alternative metric: it looks at how well off the least well off member of society is. The function \( \text{esw}(\cdot) \) gives the egalitarian social welfare of an outcome:

\[
\text{esw}(v_1, \ldots, v_n) = \min \{ u_i(v_1, \ldots, v_n) | i \in A_g \}.
\]

The taxation scheme implementing \( \Upsilon \) while maximising egalitarian social welfare in \( G \) is denoted \( \tau_{\text{esw}}(G, \Upsilon) \):

\[
\tau_{\text{esw}}(G, \Upsilon) \in \arg\max_{\tau \in \text{SI}(G, \Upsilon)} \min \{ \text{esw}(v_1, \ldots, v_n) | (v_1, \ldots, v_n) \in \text{NE}(G, \tau) \}.
\]

**Minimising the Total Tax Burden:** An alternative to measuring social welfare is to consider developing a taxation scheme that implements objective \( \Upsilon \) while imposing the lowest possible tax burden on society. Broadly, we can think of this approach as minimising the degree of intervention of the principal in the operation of society. The function \( \text{tb}(\cdot) \) gives the total tax burden of an outcome:

\[
\text{tb}(v_1, \ldots, v_n) = \sum_{i \in A_g} \tau(v_i).
\]

We define \( \tau_{\text{tb}} \) in the obvious way:

\[
\tau_{\text{tb}} \in \arg\min_{\tau \in \text{SI}(G, \Upsilon)} \max \{ \text{tb}(v_1, \ldots, v_n) | (v_1, \ldots, v_n) \in \text{NE}(G, \tau) \}.
\]

It is easy to construct examples showing that minimising the total tax burden may result in socially undesirable outcomes (but nevertheless, it seems such “least intervention” approaches are relatively popular in human societies).

**5. TAXATION AND EQUITY**

It is, of course, well-known that an outcome which maximises (for example) utilitarian social welfare may in fact be extremely undesirable from the point of view of the majority of agents in a system. For example, the social welfare maximising outcome might allocate all the utility in the system to one agent, leaving all others with nothing. This motivates us to consider a range of possible other notions of equity with respect to taxation schemes, inspired to some extent by the economics literature on taxation [3].

**Minimising the Difference in Taxes:** One very obvious (although arguably naive) notion of taxation equity is to simply try to ensure that agents are taxed at broadly the same level, i.e., to minimise the maximum difference in taxes levied on different agents. Let \( m_d(v_1, \ldots, v_n) \) give the maximum difference in taxes between any two agents in outcome \( (v_1, \ldots, v_n) \):

\[
m_d(v_1, \ldots, v_n) = \max \{ \text{abs}(\tau_i(v_i) - \tau_j(v_j)) | \{i, j\} \subseteq A_g \}
\]

where \( \text{abs}(x) \) denotes the absolute value of \( x \). Let \( \tau_{\text{md}} \) denote a taxation scheme that minimises this value over all possible Nash equilibria of taxation schemes that implement \( \Upsilon \) in \( G \):

\[
\tau_{\text{md}} \in \arg\min_{\tau \in \text{SI}(G, \Upsilon)} \max \{ m_d(v_1, \ldots, v_n) | (v_1, \ldots, v_n) \in \text{NE}(G, \tau) \}.
\]

**Horizontal Equity:** Simply aiming to apply the same level of taxes across an entire society may appear to be equitable, but on closer examination, it has some definite drawbacks. In particular, it does not distinguish between agents that have their goals achieved and those that do not. In the literature on taxation, the term horizontal equity is used to describe the idea that those in the same circumstances should be taxed at the same level [3]. One could formalise this notion in several different ways for our model, but we will fo-
Cus on the following idea: in any outcome, we have two “classes” of agents: those that get their goal achieved and those that do not. Thus, when looking at the differences in taxes paid, we only compare the taxes of agents that get their goal achieved against other agents that get their goal achieved, and we compare only compare agents that do not get their goal achieved against agents that do not get their goal achieved. The function \( h(v_1, \ldots, v_n) \) denote the maximum difference in tax paid between agents in the same equivalence class:

\[
he(v_1, \ldots, v_n) = \max(\abs{\gamma(v_i) - \gamma(v_j)} | \{i, j\} \subseteq Ag & (v_1, \ldots, v_n) \models \gamma \land \gamma | \cup \{\abs{\gamma(v_i) - \gamma(v_j)} | \{i, j\} \subseteq Ag & (v_1, \ldots, v_n) \models \neg(\gamma \lor \gamma)}
\]

Then \( \tau_{he} \) will denote an outcome that maximises horizontal equity (i.e., minimises the difference in taxes paid by agents in the same circumstances).

\[
\tau_{he} \in \arg\min_{\epsilon \in SE(G, \tau)} \max\{he(v_1, \ldots, v_n) | (v_1, \ldots, v_n) \in NE(G, \tau)\}
\]

6. CONCLUSIONS & FUTURE WORK

Taxation schemes, in the form of the VCG mechanism and variations thereof, have received an enormous amount of attention in the computer science literature over the past two decades [11]. Much of the current interest stems from the possibility, provided by VCG, of having incentive compatible mechanisms, i.e., mechanisms that incentivise agents to truthfully report their preferences, thereby allowing the computation of outcomes that maximise social welfare. There are, however, fundamental limits to what can be achieved with incentive compatible mechanisms, and it therefore seems worth considering the design of taxation schemes to incentivise behaviours in non incentive compatible settings. After all, taxation schemes in the real world are rarely incentive compatible. In the present paper, we have studied the use of taxation schemes to incentivise behaviours in Boolean games: a natural, expressive, and compact class of logic-based games. We showed how a principal could perturb the preferences of agents in a Boolean game by imposing a taxation scheme, and in doing so, how it could, in certain circumstances, incentivise agents to choose outcomes to satisfy some social objective \( \mathcal{T} \), represented as a Boolean formula. However, we saw that while an agent’s preferences can be perturbed, they are not completely malleable: no matter what the taxation scheme, an agent would always prefer to get its goal achieved than otherwise. This means there are limits on the extent to which preferences can be perturbed by taxation, and hence limits on what objectives \( \mathcal{T} \) can be achieved. We studied a number of questions around the question of implementing objectives \( \mathcal{T} \) via taxation schemes, and also discussed some issues surrounding equitable taxation.

Our work relates to a number of other topics in the multi-agent systems community and beyond. Some consideration has been given to how a principal can change the equilibrium strategies of specific games by introducing penalties (a form of taxation) on some actions of the players. Interesting applications include information security [13] and analyzing the TCP protocol. In the multi-agent systems community, Monderer and Tennenholtz proposed the notion of k implementation [8], whereby a principal can make payments to players (negative taxes) to incentivise players to choose certain outcomes. The setting for k-implementation is one of payments, in contrast to the present paper, and our use of Boolean games and logical objectives \( \mathcal{T} \) is rather different. A related idea is discussed in [1], which considers how much compensation would have to be paid to players in a cooperative game in order for certain outcomes to become core stable.

We believe the results of the present paper strongly indicate that there are important and interesting theoretical and practical questions relating to non-incentive compatible taxation schemes. Future work might consider, for example: a complete characterisation of the conditions under which an objective \( \mathcal{T} \) can be implemented in a game \( G \); consideration of the computation of taxation schemes \( \tau \) for objectives \( \mathcal{T} \); and the use of taxation schemes to incentivise behaviour in other settings, beyond the Boolean games considered in the present paper.
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Abstract
A common decision problem in multi-robot applications involves deciding on which robot, out of a group of \( N \) robots, should travel to a goal location, to carry out a task there. Trivially, this decision problem can be solved greedily, by selecting the robot with the shortest expected travel time. However, this ignores the inherent uncertainty in path traversal times; we may prefer a robot that is slower (but always takes the same time), over a robot that is expected to reach the goal faster, but on occasion takes a very long time to arrive. We make several contributions that address this challenge. First, we bring to bear economic decision-making theory, to distinguish between different selection policies, based on risk (risk averse, risk seeking, etc.). Second, we introduce social regret (the difference between the actual travel time by the selected robot, and the hypothetical time of another robot) to augment decision-making in practice. Then, we carry out experiments in simulation and with real robots, to demonstrate the usefulness of the selection procedures under real-world settings, and find that travel-time distributions have repeating characteristics.

Categories and Subject Descriptors
1.2.9 [Artificial Intelligence]: Robotics

General Terms
Algorithms, Economics, Performance, Experimentation

Keywords
Multi-Robot Systems, Decision-Making, Regret

1. INTRODUCTION

A common decision problem in multi-robot settings involves deciding on which robot, out of a group of \( N \) robots, should travel to a goal location, to carry out a task there. This decision repeats in many applications: in multi-robot exploration (e.g., deciding who should go to explore a new frontier), in package delivery robots (e.g., deciding who should go to pick up a package), and in other service robotics applications (e.g., in hospitals). In all of these, robots can plan a path to reach their destination, in an environment that is—for the most part—known to them. Thus, in principle, they can analytically predict their travel time to any location.
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time distributions have repeating characteristics (specifically, they fit extreme value distributions).

2. BACKGROUND

There have been several investigations that attempt to predict travel time or related costs. To the best of our knowledge, none addressed complete distributions.

Heero et al. [8] present a method for learning the shortest path in a partially-known environment by using a rectangular grid-based map. For each path they saved four parameters: number of rep-lans, travel time, travel distance and deviation from the originally pre-planned path. Chaudhury [3] presented an algorithm for generating paths using matrix representation of the robot’s previous path traversals. New paths are created by applying transformations to the matrix, given the new path requirements. Both investigations use previous experiences to generate travel time predictions.

Sofman et al. [13] demonstrated an approach for learning Gaussian distributions associated with the local environments of the robot, to improve navigation and the travel speed. They use the models to generalize to new environments. They do not learn travel time distributions, and in any case as we show, travel time distributions are not Gaussian.

A related—though inverse—problem to ours is the problem of choosing a path, out of k possible paths, for a single robot to reach a goal location. Haigh and Veloso developed ROUGE [7]. It learns situation-dependent rules based on the success or failure in carrying out its tasks, and in particular, learns to take different paths depending on the time of day, expected use of the corridor, etc. ROUGE learns these situated-dependent cost predictions by examining the mean costs of travel for given locations. Thurn et al. developed MINERVA, an interactive tour guide robot for the Smithsonian museum [14]. It used POMDP methods to learn and plan its motion. The use of POMDP is similar to the risk-neutral policy, one of a number we present in this paper.

Our notion of regret is inspired by—but different than—notions of regret in economics. Economic regret were introduced by Bell [1] and by Loomes and Sugden [10], who concluded that people do not necessarily maximize their expected utility, but also consider the possible loss they are willing to accept from making a choice. They defined regret as a symmetric function with respect to two choices: choosing A rather than B minus the gain/loss from choosing B rather than A. In our case we calculate the regret with respect to all other choices, yet the comparison between the symmetric cases is done after the calculation (hence our regret function is asymmetric). Foster and Vohra [5] discussed regret in online decision-making, distinguishing between internal and external regret. Our definition of regret is similar to the definition of internal regret, however we evaluate with respect to the probabilities of costs, rather than on a limited history over time.

Market-based methods are sometimes used to assigning robots to tasks (e.g., a goal location to be reached; see [4] for a survey). In general, these methods rely on scalar cost estimates, and do not utilize information about travel cost distributions. However, they do address self-interest on the part of the robots, while in our work we assume robots are cooperative and truthful. Koenig et al. [9] uses a regret function, different from ours, to improve such auctions.

3. SELECTING A ROBOT

The problem is to select a robot, \( R_i \), out of a group of \( N \) robots \( \{ R_1, \ldots, R_N \} \) to carry out a task, while minimizing the cost. We assume that each robot can estimate its cost of task execution with some discrete probability distribution over \( k \) cost values \( c_1, \ldots, c_k \).

Each robot \( R_i \) has a vector of size \( k \), \( \{ p_1, p_2, \ldots, p_k \} \), such that \( p_i \) is the probability that the cost of task execution (travel time, in our case) by robot \( R_i \) is \( c_j \) and \( \sum_{j=1}^{k} p_j = 1 \) (note that \( p_j \) can be equal to 0). We use this discrete distribution formalization for simplicity, in lieu of the continuous distribution case which is more natural for estimated travel times. Note also that each robot’s travel time is an independent random variable, i.e., the probability of robot \( R_i \) having actual cost of \( c_j \) does not depend on the probability of some other robot having this or other cost.

We use the following running example throughout this section. Figure 1 shows three robots \( \{ R_1, R_2, R_3 \} \). One of these robots is to be sent to explore a new frontier, \( F_1 \), shown in the bottom right corner (circled). Each robot constructs a path (not shown) to the new location, and reports a distribution over estimated travel times. As we show in the experiments (Section 4.1), even in a completely static environment (let alone in dynamic environments), sensor and motion uncertainties cause some variance in this distribution.

Suppose the travel time distributions reported by the 3 robots are as given in Table 1. Each row shows the distribution of a different robot, with different columns denoting different costs. The last column shows the mean (expected) cost for each robot. Given different decision objectives, we would choose different robots to go to \( F_1 \). For instance, \( R_2 \) is most likely to reach \( F_1 \) faster (has a 87% chance of reaching \( F_1 \) in 86 seconds). But \( R_2 \) may also take up to 134 seconds for the same path. If we wanted to guarantee arrival within 2 minutes, we would choose \( R_3 \).

Each robot \( R_i \) has a vector of size \( k \), \( \{ p_1, p_2, \ldots, p_k \} \), such that \( p_i \) is the probability that the cost of task execution (travel time, in our case) by robot \( R_i \) is \( c_j \) and \( \sum_{j=1}^{k} p_j = 1 \) (note that \( p_j \) can be equal to 0). We use this discrete distribution formalization for simplicity, in lieu of the continuous distribution case which is more natural for estimated travel times. Note also that each robot’s travel time is an independent random variable, i.e., the probability of robot \( R_i \) having actual cost of \( c_j \) does not depend on the probability of some other robot having this or other cost.

We use the following running example throughout this section. Figure 1 shows three robots \( \{ R_1, R_2, R_3 \} \). One of these robots is to be sent to explore a new frontier, \( F_1 \), shown in the bottom right corner (circled). Each robot constructs a path (not shown) to the new location, and reports a distribution over estimated travel times. As we show in the experiments (Section 4.1), even in a completely static environment (let alone in dynamic environments), sensor and motion uncertainties cause some variance in this distribution.

Suppose the travel time distributions reported by the 3 robots are as given in Table 1. Each row shows the distribution of a different robot, with different columns denoting different costs. The last column shows the mean (expected) cost for each robot. Given different decision objectives, we would choose different robots to go to \( F_1 \). For instance, \( R_2 \) is most likely to reach \( F_1 \) faster (has a 87% chance of reaching \( F_1 \) in 86 seconds). But \( R_2 \) may also take up to 134 seconds for the same path. If we wanted to guarantee arrival within 2 minutes, we would choose \( R_3 \).

![Figure 1: Three robots in exploration task. Map was generated using laser-based SLAM.](image)

### Table 1: Possible cost distribution for \( R_{1,2,3} \) for arriving to \( F_1 \).

<table>
<thead>
<tr>
<th>( R_1 )</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p_4 )</th>
<th>( p_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 )</td>
<td>0.87</td>
<td>0.03</td>
<td>0.22</td>
<td>0.08</td>
<td>0.0</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>0.6</td>
<td>0.03</td>
<td>0.22</td>
<td>0.08</td>
<td>0.0</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>0.1</td>
<td>0.03</td>
<td>0.22</td>
<td>0.08</td>
<td>0.0</td>
</tr>
<tr>
<td>( E(C) )</td>
<td>104.84</td>
<td>91.16</td>
<td>93.92</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3.1 Risk-based selection

Choosing the robot \( R_e \in \{ R_1, \ldots, R_N \} \) to perform the given task is dependent on a decision policy, which prefers robots—all else being equal—based on the risk involved. For instance, if we have a fixed amount of time to explore a given area, we may want to select a robot that will definitely reach its target within the time allotted. On the other hand, we may decide to take more risks, hoping to reach the target faster than expected.

Such decision policies are well known in economic decision theory. We distinguish four well-defined policies, and outline the selection algorithm for each:

1. Minimize the expected travel time (risk neutral selection).
2. Minimize the expected maximal travel time (risk averse selection).
3. Maximize the expected travel time (risk seeking selection).
4. Select the robot with the highest probability of reaching \( F_1 \) (risk ignoring selection).
3. maximize the expected minimal travel time (risk seeking selection).

4. Bound the travel time by a constant $A$ (bounded risk).

**Risk-Neutral Selection.** Risk-neutral selection implies that we select the robot that minimizes the expected (mean) travel time. To do this, we compute the mean of every robot’s distribution, and choose the robot whose mean is minimal

$$MinExpC = \arg\min_{1 \leq a \leq N} \left( \sum_{i=1}^{k} p_i^a c_i \right)$$

where in case of a tie, we choose arbitrarily.

**Risk-Averse Selection.** In some cases we want to make sure that the worst-case scenario is addressed first, and that we have an absolute guarantee that the task will be carried out within a given amount of time. To do this, we need to look at the robots whose greatest time of arrival is minimal. Of course, the probability of actually taking this long time must also be taken into account. Thus what we want is to find the robot which minimizes the expected maximal cost. This is done in Algorithm 1.

**Algorithm 1** MinExpMaxCost(R)

**Require:** $C = \{c_1, c_2, \ldots, c_k\}, R = \{R_1, R_2, \ldots, R_n\}$

$v \leftarrow k$

Robots$\text{list} \leftarrow \{R_1, R_2, \ldots, R_n\}$

while $\exists p_i^a = p_i^b \land R_j, R_k \in \text{Robots} \text{list}$ do

Robots$\text{list} \leftarrow \arg\min_{R_i \in \text{Robots} \text{list}} \{p_i^a\}$

$v \leftarrow v - 1$

return $\arg\min_{R_i \in \text{Robots} \text{list}} \{p_i^1\}$

Note that ties can be broken in different ways. For instance, we can choose the robot with the lower expected time among those that are returned.

We use Table 1 to illustrate. The algorithm creates a list of all the robots that available to execute the task $\{R_1, R_2, R_3\}$, and starts the run with the highest cost (134). It looks for two robots with the same probability to arrive the goal in cost 134. In this example $R_1$ and $R_2$ have the same probability ($p_1^5 = p_2^5 = 0$), so the loop will be entered. The algorithm choose the robots with the minimal probability to execute the task in cost 134 by $\arg\min$. By doing it, all the robots with probability higher than 0 will be removed from the list, i.e. robot $R_3$. The algorithm then examines the next highest cost, 122. While looking on the remaining robots $\{R_1, R_3\}$, their probability to arrive the target is different, therefore the loop will not be entered and the robot with the lowest probability to use this cost will be returned: $R_3$ ($p_3^1 = 0.17 > p_3^1 = 0.08$).

**Risk Seeking Selection.** The opposite policy to being risk averse is to be risk seeking; to hope for the best possible travel time of any of the robots. Here the selection is exactly the inverse of the above: We select the robot that maximizes the expected minimal cost. Algorithm 2 is thus the inversion of Algorithm 1.

We again use Table 1 to illustrate. The algorithm starts the run with the lowest cost, i.e. 86. It looks for two robots with the same probability to arrive the goal in cost 86. In this example, there is no two such robots, and so it does not enter the loop and return the robot with the highest probability to arrive the goal in this cost, $R_2$ ($p_2^1 = 0 < p_2^1 = 0.6 < p_2^1 = 0.87$).

**Algorithm 2** MaxExpMinCost(R)

**Require:** $C = \{c_1, c_2, \ldots, c_k\}, R = \{R_1, R_2, \ldots, R_n\}$

$v \leftarrow 1$

Robots$\text{list} \leftarrow \{R_1, R_2, \ldots, R_n\}$

while $\exists p_i^a = p_i^b \land R_j, R_k \in \text{Robots} \text{list}$ do

Robots$\text{list} \leftarrow \arg\max_{R_i \in \text{Robots} \text{list}} \{p_i^a\}$

$v \leftarrow v + 1$

return $\arg\max_{R_i \in \text{Robots} \text{list}} \{p_i^1\}$

**Bounded-Risk Selection.** Finally, we may want to choose the robot that maximizes the probability of reaching the target within some limited amount of time. This is different from guaranteeing arrival within this time; it would still be possible that in the worst case, travel time will be longer. Nevertheless, we want to improve its chances of success within the time allotted.

Suppose we are given a time limit $T$. We can then calculate for each robot the cumulative probability that its travel time be smaller than $T$, and choose the robot that maximizes this probability.

For each robot $R_n$, we will calculate the following probability:

$$P[C <= T] = \sum_{c_i < T, c_i \in C} p_i^a c_i$$

We will choose the robot that maximize the result of this equation. Note, that if only one robot have distribution of cost bellow the constant, then it will be chosen with probability of 1. If there is more than one robot that fits this, then we can select based on any of the other criteria (e.g., the best risk-seeking robot out of the candidates that fit the bound $T$).

### 3.2 Regretting the Selection

Despite the economic elegance of the selection policies described above, choosing the robot according to the risk type will not always give us a reasonable selection in practice. To see this, consider the following case (Table 2). Here, we apply the risk-averse policy, and select $R_2$: It is guaranteed to reach the goal in 199 seconds. However, unless this risk-averseness is somehow extreme, we would have expected $R_2$ would have been a more reasonable choice: 90% of the time it would have reached the goal in 1 second. And even when it fails, it would do it in 200 seconds, a mere 1 second more than $R_2$.

<table>
<thead>
<tr>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$E(C)$</th>
<th>$E_{SoR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_1$</td>
<td>$p_1^2 = 0.9$</td>
<td>$p_2^2 = 0$</td>
<td>$p_3^2 = 0.1$</td>
<td>20.9</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$p_1^2 = 0$</td>
<td>$p_2^2 = 1$</td>
<td>$p_3^2 = 0$</td>
<td>199</td>
</tr>
</tbody>
</table>

Table 2: Robots distributions of costs to arrive at a goal. Expected cost and expected $SoR$ are shown. Selecting $R_1$ over $R_2$ makes sense in practice.

Note that this is not always the case: It depends very much on the values $c_i$. If the $c_i$ would have been $1, 2, 200$ rather than $1, 199, 200$, our deliberation would not have reached the same conclusion, and the selection of $R_2$ would have held.

To conduct this deliberation formally, we define the social regret function, which measures, intuitively, the post-hoc payment (in travel time) that we make, given the selected robot.

Social Regret $SoR$ is defined as the difference between the actual cost $c_i$ of the task executed by robot $R_n$ and the minimal cost of task execution in case some other robot would have executed the task in lower cost. In other words, looking at it from the team’s
perspective: How bad did the team do by choosing robot Ra to perform the task, given Ra’s actual cost was cr. Formally, SoR of robot Ra executing a task with actual cost cr is SoR(Ra, cr) = \max_{j \neq i} (c_r - c_j, r > j).

Since we do not know SoR for any specific selection (it is by definition hypothetical), we compute the expected SoR for each robot R1, given all other robots, and all possible outcomes. The expected social regret from choosing Rn, ESoR(Rn), is the probability that some other robot will execute the task with lower cost multiplied by the difference between the costs. We denote the probability that the actual minimal cost of task execution by some robot other than Rn is c1 by PM1(Rn). Note that by minimal cost we mean that there is no other robot that executed the task with cost c1, j < i, and that at least one robot executed the task with cost c1. Therefore, ESoR(Rn) = p11 × 0 + p12 × PM1(Rn)(c2 - c1) + p13 × [PM1(Rn)(c3 - c1) + PM2(Rn)(c3 - c2)] + ..., and formally

\[ E_{SoR}(R_a) = \sum_{i=2}^{k} p_i^n \times \sum_{j=1}^{i-1} \left( \prod_{h=1}^{j} \binom{p_i}{h} \right) - \sum_{i=2}^{k} \left( \prod_{h=1}^{i-1} \binom{p_i}{h} \right) \]

In order to complete the definition, it is necessary to determine PM1(Rn), i.e., the probability that some robot Rn, 1 ≤ o ≤ N, o ≠ a will have minimal cost of c1. This is the probability that all robots have minimal cost higher than c1 minus the probability that all robots have minimal cost higher than c1, i.e., ESoR(Ra) = k i=2 p1i \\sum_{j=1}^{i-1} \left( \prod_{h=1}^{j} \binom{p_i}{h} \right) - \sum_{i=2}^{k} \left( \prod_{h=1}^{i-1} \binom{p_i}{h} \right)

3.2.1 When Should We Overrule the Selection?

Intuitively, ESoR(Rn) measures the potential cost of selecting Rn to carry out a task, given the estimated costs of its peers. Suppose that we have two robots R1 and R2. What we want, is to compare the difference in the expected SoR of the two robots, to the gain from choosing one over the other. If this gain is smaller than the difference in expected SoR, then we should consider switching between them.

To illustrate, suppose R1 has been selected by some policy, and has a predicted travel time c1 (this is, for instance, its maximal time). Suppose we want to consider switching to a different robot R2, with predicted cost c2. In order to compute the profit from switching two robots we will calculate the distance between the expected SoR of R1 and R2, ESoR(R1) - ESoR(R2). We compare this value to the difference in costs between R1 and R2, which is (c1 - c2), using the following function.

The Switch function SwF is defined as follows:

\[ SwF = \begin{cases} 1 & \text{if } (E_{SoR}(R_1) - E_{SoR}(R_2)) > (c_j - c_i) \\ 0 & \text{otherwise} \end{cases} \]

If the SwF is 1, the social regret of using R1 is greater than the expected gain of using it, and we should consider switching our selection to R2 instead. We examine this in different selection policies below.

Minimize the expected maximal cost. Table 2 above describes the cost distributions for two robots, R1 and R2. As previously discussed, strict risk-averse policy would select R2 for the task, since it is guaranteed to reach the target in 199 seconds. However, by risking just one additional second, we actually have much better average performance if we choose R1.

SwF identifies this opportunity. The difference between c2 (R1’s cost) and c2 (R2’s cost) is 1, while the distance between the ESoR(R2) and ESoR(R1) is 178.1. Thus SwF is 1, and we should consider switching our selection to the other robot.

Switching in the case of a bounded risk. Using a bounded-risk policy, we normally select the path that is most likely to carry out the task within the time allotted. But by bounding the cost, we are not bounding the regret function. In other words, choosing the best robot given the bound T, does not reduce our expected SoR for the bounded cost, and we can still choose to switch based on SwF.

For example, table 3.2.1 shows distributions of costs of two robots, R1 and R2. A bound of T = 7, yields selection R1 (with cumulative likelihood 0.2), over R2 (cumulative likelihood 0). But the expected SoR of R1 is much higher that the expected SoR of R2. Indeed, using the SwF we might consider to change the constant T to be higher. By changing the constant T from 7 to 10, R2 will have higher probability than R1 to execute the task under the new bound. We will pay 3 in the bound but gain 70.6 in the expected regret (E_{SoR}(R1) - E_{SoR}(R2)). The SwF will be 1 (70.6 > 3).

<table>
<thead>
<tr>
<th>c1 = 1</th>
<th>c2 = 5</th>
<th>c3 = 10</th>
<th>c4 = 100</th>
<th>E_{SoR}</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>p11 = 0.1</td>
<td>p12 = 0.1</td>
<td>p13 = 0</td>
<td>p14 = 0.8</td>
</tr>
<tr>
<td>R2</td>
<td>p21 = 0</td>
<td>p22 = 0</td>
<td>p23 = 1</td>
<td>p24 = 0</td>
</tr>
</tbody>
</table>

Table 3: The bounded cost does not minimizes the expected SoR. When should we replace

3.2.2 Minimal Expected Cost is Safe Selection

For one of the policies we introduced, it turns out that we do not need to consider regret. We prove that by minimizing the expected cost, the expected social regret function, SoR, is minimized as well, and thus we would not want to switch to a different robot.

First, we show in Lemma 1 that for a pair of robots, minimizing the expected cost leads to minimization of the expected SoR. We then complete the proof for N robots in Theorem 2.

**Lemma 1.** For two robots R1 and R2 with discrete probability distribution \( \{p_1^1, p_2^1, \ldots, p_i^1\} \) and \( \{p_1^2, p_2^2, \ldots, p_i^2\} \) (respectively) over possible costs \( c_1, c_2, \ldots, c_k \) of a given task, if \( c_1 < c_2 \), the robot minimizing the expected cost of the task execution is chosen, then the expected social regret function SoR is minimized.

**Proof.** Assume, without loss of generality, that robot R1 minimizes the expected cost of the task execution, i.e., \( \sum_{i=1}^{k} c_i p_1^i < \sum_{i=1}^{k} c_i p_2^i \), i.e., \( \sum_{i=1}^{k} c_i p_1^2 - c_i p_2^2 > 0 \). We therefore need to show that \( E_{SoR}(R_1) - E_{SoR}(R_2) > 0 \).

First, note that since \( N = 2 \) then \( PM_1(R_1) = p_1^2 \), and similarly \( PM_2(R_2) = p_1^2 \), therefore \( E_{SoR}(R_2) = \sum_{i=2}^{k} 2 \times \sum_{j=1}^{i-1} p_1^2 (c_1 - c_j) \) (similarly \( E_{SoR}(R_1) = \sum_{i=2}^{k} 2 \times \sum_{j=1}^{i-1} p_2^2 (c_1 - c_j) \)).

By opening the formula of \( E_{SoR}(R_n) \) we get that \( E_{SoR}(R_1) = p_1^2 (p_1^1 (c_2 - c_1) + p_2^1 (c_1 - c_2) + p_3^1 (c_2 - c_1) + p_1^2 (c_1 - c_2) + p_2^2 (c_1 - c_2) + p_3^2 (c_1 - c_2) + \ldots) + c_2 (p_1^2 p_2^1 - p_1^1 p_2^2 - p_2^1 p_2^1 - \ldots) + c_2 (p_1^2 p_2^1 - p_1^1 p_2^2 - p_2^1 p_2^1 - \ldots) + c_2 (p_1^2 p_2^1 - p_1^1 p_2^2 - p_2^1 p_2^1 - \ldots) + \ldots \).

Therefore \( E_{SoR}(R_2) \) can be represented as \( \sum_{j=1}^{k} c_j (\sum_{i=1}^{k} p_i^2 p_j^1 - \sum_{j=1}^{k} p_i^1 p_j^2) \). Similarly, \( E_{SoR}(R_1) = \sum_{j=1}^{k} c_j (\sum_{i=1}^{k} p_i^2 p_j^1 - \sum_{j=1}^{k} p_i^1 p_j^2) \).

Therefore \( E_{SoR}(R_1) - E_{SoR}(R_2) = \sum_{j=1}^{k} c_j (p_j^1 - p_j^2) \).
\[ \sum_{j=1}^{N} c_j \left[ \sum_{i=1}^{j} (p_i^j p_i^k + p_i^j p_i^k) - (p_i^j p_i^k + p_i^k p_i^j) \right] = \sum_{j=1}^{N} (c_j p_j^k - c_j p_j^k) \] and by initial assumption this is greater than 0, which completes the proof. \qed

**Theorem 2.** Given a team of \( N \) robots \( \{ R_1, \ldots, R_N \} \) each with a discrete probability distribution over possible costs \( v_1, \ldots, v_N \) for a given task, if we choose a robot \( R_i \) that minimizes the expected cost for the task, then the expected social regret function \( \text{SoR} \) is minimized.

**Proof.** (Sketch). By induction on the number of robots \( N \). Assume, without loss of generality, that robot \( R_1 \) minimizes the expected cost of the task execution. For the induction base case \( N = 2 \), the theorem holds based on the Lemma 1. For the inductive step, suppose the theorem holds for \( N - 1 \) robots, where \( N \geq 3 \).

We will show that if we choose \( R_i \) that minimizes the expected cost, then \( E_{\text{SoR}}(R_N) \) is minimized.

Let \( \{ R_1, \ldots, R_N \} \) be a team of \( N \) robots. We will assume, without loss of generality that \( R_1 \) minimizes the executed cost of the task execution. Therefore in particular, \( R_1 \) minimizes the expected cost for all the possible couples of robots in the environment, i.e., for any given pair of robots \( (R_i, R_j) \) where \( 1 \leq i \leq N \), the selection of \( R_i \) results in a minimal cost compared to the selection of \( R_j \). We will prove by contradiction that \( R_1 \) minimizes the expected \( \text{SoR} \) for \( N \) robots.

We assume for contradiction that exist robot \( R_i \), where \( R_i \)'s expected cost is smaller than \( R_1 \)'s expected cost \( E_C(R_i) < E_C(R_1) \). But according to lemma 1, \( R_1 \)'s expected \( \text{SoR} \) is minimized, \( R_i \)'s expected \( \text{SoR} \) is bigger than \( R_1 \)'s expected \( \text{SoR} \). In contradiction to the assumption. Therefore, the theorem holds for \( N \) robots, \( N \geq 2 \). \qed

Table 2 gives travel times distributions of two robots to a goal. As it shows in the table, if we will choose robot \( R_1 \) by minimizing its expected cost, we will minimizes the \( E_{\text{SoR}} \) as well.

### 3.2.3 A Short-Cut to Determining \( \text{SwF} \)

The computation of \( E_{\text{SoR}} \) for each robot, which is necessary whenever we select robots based on a policy different from risk-neutral selection, is tedious, and potentially time-consuming if the distribution's domains are large, or there are many robots.

Thankfully, it turns out that we do not need to compute \( E_{\text{SoR}} \) directly. To compute \( \text{SwF} \), we want the difference \( E_{\text{SoR}}(R_1) - E_{\text{SoR}}(R_i) \) for the two robots \( R_1, R_i \). It turns out that a corollary of Lemma 1 is that this difference is exactly the difference in expected costs of the two robots, which is much easier to compute:

**Corollary 3.** From Lemma 1, it follows that the difference between the expected costs of any two robots in a given team of \( N \) robots \( \{ R_1, \ldots, R_N \} \) each with a discrete probability distribution over possible costs \( c_1, \ldots, c_N \) is equal to the distance between the expected \( \text{SoR} \) of the same robots.

**Proof.** Omitted for lack of space. \qed

### 4. PATH TRAVEL IN PRACTICE

We experimented with simulated and physical robots, to examine the travel time distributions in practice. We use the results to demonstrate in Section 4.1 that even under ideal conditions, robots do indeed vary in the time that it takes them to travel a given path, and that this variance needs to be taken into account as described above. In Section 4.3 we show that the travel time distributions have distinctive shapes, and in general fit the Generalized Extreme Value family of distributions, and thus the distributions can be estimated in principle.

#### 4.1 Experiments with Robots

We used our laboratory as the environment for the experiments. First, we used a popular open-source laser-based SLAM package, GMapping [6], to allow the robots to construct a map of the environment. The results of the exploration and mapping process were used as the basis for the experiments; this is to make sure that all path-planning and movements were carried out using a map with realistic quality. For path planning, we used \( A^\star \) with a fixed 4-neighbor grid laid out over the map. If the robot discovered an unknown obstacle on the way, it tried to go around the obstacle until a timeout occurred, in this case a new path was planned from the current location to the goal, given the new information about the discovered obstacle.

**Physical Robot Experiments.** We utilized the RV-400 differential-drive robots (see Figure 2) for experiments in our lab. The RV-400 was equipped with a Hokuyo UTM-30LX laser, with nominal range of 30m (though in practice effective range was slightly smaller). The RV-400 robot has an approximate size 40 \( \times \) 40 (width, length), and so this was used as the grid cell-size. We kept the environment static, with no obstacles or other changes to the environment that are unknown to the robot.

Figure 3 shows the environment used for the experiments, as mapped by the robot. We tested three paths: A short 6.4m path (2 to 3), with a narrow pass; an 8m path (1 to 2), through open space; and a 14.6m path which combined both (1 to 3). We measured the travel time in each of these paths 10 times.

Figures 4(a), 4(b), and 4(c) show the distribution, in histogram form, of travel time that were measured in these experiments, for the 6.4m, 8m, and 14m paths. For each of the settings, the planned path was identical, and the environment kept strictly static. The associated figure shows the path traversal time (X axis) versus its probability (Y Axis). Despite these ideal conditions, the robot took varying amount of time getting to the target locations. This variance is caused because of inaccuracies in the movement and sensing, which lead to actual execution of the path to differ between runs. In addition, changes to battery power also affect the robots linear and angular velocities. Indeed, Figure 4(b) does not include four data points that were removed from the data, because in their associated runs the robot operated with a faulty battery, and was almost twice as slow as in the other runs.

**Simulation Experiments.** We also conducted experiments in simulation, where we scaled up the number and complexity of the paths. We utilized...
when we also take into account a door that was closed in a third of 90 cases, and which blocked the original path. This requires a new path to be planned and executed from the point where the closed door was discovered, to the target location.

The results above are similar to the distributions collected for the other experiment configurations, i.e., for other robots and other target locations. In all cases, even for paths that involve very few heading changes, and no obstacles or narrow passages, we see distributions that require reasoning about which robots to select, given the decision-maker’s policy towards risk.

### 4.2 Selection Based on Experiment Data

We use the collected data to execute the decision-making policies described earlier, in both the simulated and physical world. To do this, we discretized the collected data into bins of approximately 25 seconds, and chose the robots according to the different decision policies.

#### Simulation Experiments.

Robots \{R_1, R_2, R_3\} compete on reaching targets \(A, B, C\), and robots \{R_1, R_3\} on target \(D\). Table 4 shows the chosen robot using each of the decision policies.

<table>
<thead>
<tr>
<th></th>
<th>MinExp (risk-neutral)</th>
<th>MinExpMaxC (risk-averse)</th>
<th>MaxExpMinC (risk-seeking)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(R_3)</td>
<td>(R_3)</td>
<td>(R_3)</td>
</tr>
<tr>
<td>B</td>
<td>(R_3)</td>
<td>(R_3)</td>
<td>(R_2)</td>
</tr>
<tr>
<td>C</td>
<td>(R_2)</td>
<td>(R_2)</td>
<td>(R_3)</td>
</tr>
<tr>
<td>D</td>
<td>(R_1)</td>
<td>(R_3)</td>
<td>(R_3)</td>
</tr>
</tbody>
</table>

Table 4: Selected robots for targets, according to each policy.

We find that indeed, the selected robot is not always the closest one to the target. For instance, \(R_3\) is closest to point \(A\). But when selecting a risk-seeking policy, \(R_1\) is chosen. Likewise, \(R_3\) is closest to point \(B\), and yet \(R_2\) is selected when a risk-seeking policy. \(R_3\) is also closer to \(D\), yet \(R_1\) is selected in the risk-neutral policy. This is a direct result of the uncertainty inherent in the robots’ movements.

We note that the selected robots for points \(A, B, C\) in the risk-averse MinExpMaxC criteria were the same as the robots with the minimal expected cost. This is because the robots were in the same rooms with the target locations, and thus the closing and opening of doors—which would otherwise create large worst case travel times (and therefore large expected maximal times)—did not affect the ability of the robots to reach these targets.

Table 5 shows a case where an overruling of the selected robot is recommended by the SwF function. When selecting which of the
robots should reach target A through a risk-seeking policy, both robots \( R_1, R_2 \) have a minimal cost of 88. However, robot \( R_1 \) is chosen because its probability for this cost is a bit higher.

\[
\begin{array}{|c|c|c|}
\hline
\text{Pass} & E_{SoR} \\
\hline
R_1 & 0.438679 & 84.5507 \\
R_2 & 0.433333 & 49.2834 \\
R_3 & 0 & 29.0444 \\
\hline
\end{array}
\]

**Table 5: The robots expected minimal cost, and expected SoR for the minimal cost of 88, while competing on point A.**

But looking at the \( E_{SoR} \) of the robots, it is clear that \( R_2 \) has lower expected regret than \( R_1 \). Plugging these values into the SwF function yields the following:

\[
(E_{SoR}(R_1) - E_{SoR}(R_2)) = 84.5507 - 49.2834 = 35.2673
\]

\[
> 0
\]

\[
E_{C}(R_2) - E_{C}(R_1) = 88 - 88 = 0
\]

\[
\text{Table 6: Selected physical robot, according to each policy.}
\]

The results show that in the physical world as well, the closest robot is not always the robot to choose. Due to the narrow pass in the 6.4m path, the worst case travel time for \( RV_1 \) was worse (though less likely) than the worst case of \( RV_2 \) (which traveled 8m through open space).

### 4.3 Parametric travel time distributions

The experiments conducted reveal repeating characteristics of the emerging distributions, in particular their sharp lower bound and long tail. This is a result of having a clear lower bound on path traversal time (there’s a limit as to how quickly a path can be traversed), and the increasingly rare (but still occurring) long arrival times, due to getting stuck by unforeseen obstacles, decreasing battery levels, etc. On such occasions, robots would re-plan their path several times on the way to the goal, and would sometimes need to traverse long distances to bypass a closed door.

We thus hypothesized that in fact known (parametrized) heavy-tailed continuous distributions may fit the data, allowing for improved prediction. We began experimentally, by fitting familiar distributions to the data, and using the Kolmogorov-Smirnov and Anderson-Darling fitness tests to determine the best-fitting distributions.

The fitness results for the best three distributions are shown in Table 7. The table shows the average matching functions, for all the paths that were followed, for the top three matching functions that were found.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Distribution} & \text{Gen. Log-Logistic} & \text{Gen. Extreme Value} & \text{Frechet (3P)} \\
\hline
\text{Kolmogorov-Smirnov} & 0.132 & 0.135 & 0.136 \\
\text{Anderson-Darling} & 1.051 & 1.512 & 0.69 \\
\hline
\end{array}
\]

**Table 7: The average fitness of the top three matching distributions using Kolmogorov-Smirnov & Anderson-Darling tests.**

The three best-fitting functions were found to be the General Log-Logistic (also called the 3-parameter Log- Logistic distribution), the General Extreme Value, a limit distribution of the maximum of a sequence of independent random variables which are identically distributed. and Frechet (3P), a special case of the General Extreme Value distribution. The table shows that The General Log-Logistic distribution has the best average fitness using Kolmogorov-Smirnov test, and Frechet (3P) has the best average fitness using Anderson-Darling test. Both of them, however, are strongly related (special cases) of the General Extreme Value distribution. Figures 6(a), 6(b), 6(c) show a curve which is the best-fit Log-Logistic continuous probability distribution fitting the simulation experiments data. In addition, Figure 7 shows the travel times distribution of robot \( R_1 \), traveling to point \( B \) in a static environment, 132 times. As seen is the figure, although the number of experiments grow the log-logistic distribution is a good fit.

We focused on the General Log-Logistic distribution. It has three parameters: shape, scale and shift. The shift parameter was found to be almost perfectly linearly correlated with the the minimal travel time of each one on the paths that were traveled. Figure 8 shows the relation between the minimal execution time of
defined the social regret function $SoR$ policies will not always give a reasonable selection in practice. We develop some conditions, choosing the robot according to the selection decision-making policy. Furthermore, we have shown that different robots demonstrated that different robots were chosen according to the different policies because of time travel variance: And indeed robots demonstrated that different robots were chosen according to the different policies based on risk. The experiments in simulated and physical scenarios based on risk. We showed that even under static environment conditions, it takes the robots varying amount of time getting to a target location. Due to this variance, choosing a robot to perform a task cannot be done based on greedy selection (shortest path).

Thus, we introduced a decision making technique, inspired by economic decision theory, to distinguish between different policies based on risk. The experiments in simulated and physical robots demonstrated that different robots were chosen according to the different policies because of time travel variance: And indeed sometimes the closest robot is not the one to be selected, given the decision-making policy. Furthermore, we have shown that under some conditions, choosing the robot according to the selection policies will not always give a reasonable selection in practice. We defined the social regret function $SoR$ which measure the cost of choosing specific robot over all other robot, and allow us to evaluate the gain from switching the chosen robot to a robot that will perform better. In our future work we plan to expand this techniques for allocating teams of $N$ robots to $K$ tasks.

While examining the experiments’ data, we found that the data distributions had a good fit to the family of General Extreme Value distributions, and specifically to the General Log-Logistic distribution. We plan to explore this fit and learn to predict the parameters of the distributions for future real world paths and obstacles.
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ABSTRACT

Autonomous mobile robots are considered a valuable technology for search and rescue applications, where an initially unknown environment has to be explored to locate human victims. In this scenario, robots exploit exploration strategies to autonomously move around the environment. Most of the strategies proposed in literature are based on the idea of evaluating a number of candidate locations according to ad hoc utility functions that combine different criteria. In this paper, we show some of the advantages of using a more theoretically-grounded approach, based on Multi-Criteria Decision Making (MCDM), to define exploration strategies for robots employed in search and rescue applications. We implemented some MCDM-based exploration strategies within an existing robot controller and we experimentally evaluated their performance in a simulated environment.
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1. INTRODUCTION

In search and rescue with autonomous mobile robots, an initially unknown environment has to be explored and searched for human victims [4]. Exploration strategies that drive the robots around the partially known environment on the basis of the available knowledge are fundamental for achieving an effective behavior. The mainstream approach for developing exploration strategies is based on the idea of incrementally exploring the environment by evaluating a number of candidate observation locations according to an utility function and by selecting, at each step, the next best observation location. Exploration strategies differ in the utility functions they use to evaluate candidate locations. Although in multirobot exploration the evaluation of candidate observation locations is closely related to their coordinated allocations to the available robots, in this paper we focus only on evaluation of candidate observation locations. In systems proposed in literature, this evaluation is performed using utility functions that aggregate multiple criteria measuring different aspects of the locations and that are rarely based on a theoretical ground.

In this paper, we apply a decision-theoretical tool, called Multi-Criteria Decision Making (MCDM), to define exploration strategies for search and rescue. Using decision-theoretical tools, on the one hand, contributes to the further assessment of the science of robotics and, on the other hand, provides practical advantages in the definition of effective exploration strategies. Although MCDM has been already applied to map building with a single robot [5], we deem that its application to multirobot search and rescue represents a significant contribution since it addresses a more challenging setting for exploration strategies, where the primary objective is not to build an accurate map of the physical space but to search the environment for locating the largest number of victims in a limited amount of time. Differently from map building, in search and rescue settings operations must be performed quickly, privileging the amount of explored area over the map quality. To the best of our knowledge, this is the first attempt to apply MCDM to search and rescue.

We consider a situation in which a team of robots have to search an initially unknown environment for victims. Since no a priori knowledge about the possible locations of the victims is assumed to be available, we can reduce the problem of maximizing the number of victims found in a given time interval to the problem of maximizing the amount of area covered by robots’ sensors in the same time interval. Broadly speaking, the robots operate according to the following steps: (a) they perceive the surrounding environment, (b) they integrate the perceived data within a map representing the environment known so far, (c) they decide where to go next, and (d) they go there and start again from (a). We propose to use MCDM for addressing step (c), namely for defining the exploration strategy. In our experiments, we implemented the proposed approach as a modification of a publicly available controller used for the RoboCup Rescue Virtual Robots Competition [18]. In this way, on the one hand, we can focus on the development of exploration strategies (step (c)) exploiting an already tested framework for steps (a), (b), and (d) and, on the other hand, we can fairly compare our strategies with that originally used in [18].

2. RELATED WORK

Robotic exploration is a broad concept that can be defined as a process that discovers unknown features in environments by means of mobile robots. Exploration is employed in several tasks, like map building [16], search and rescue [15], and coverage [8]. For example, in map building the features to be discovered are the ob-
stallcs and the free space, while in search and rescue can be the loc-
cations of victims or fires. Exploration strategies are used to move
autonomous robots around environments in order to discover their
features. In this paper, we are interested in exploration strategies
employed for discovering the physical structure of environments
that are initially unknown. In these scenarios, we do not know ex-
ante the complete set of the possible locations that the robots can
reach. We explicitly note that, as a consequence, we cannot employ
some exploration strategies, like those proposed in [11] and [13],
which require an a priori knowledge on the possible observation
locations. In the following, we survey a representative sample of
the countless exploration strategies that have been proposed in lit-
erature.

Unsurprisingly, most of the work on exploration strategies for
discovering the physical structure of environments has been done
for map building. The mainstream approach models exploration
as an incremental Next Best View (NBV) process, i.e., a repeated
selection of the next best observation location. Usually, at
each step, an NBV system considers a number of candidate loca-
tions on the frontier between the known free space and the unex-
plored part of the environment (in such a way they are reachable
from the current position of the robot) and selects the best one [20].
The most important feature of an exploration strategy is how it eval-
uates candidate locations in order to select the best one.

In evaluating candidate locations, different criteria can be used.
A simple one is the distance from the current position of the robot [20],
according to which the best observation location is the nearest one.
However, most works combine different criteria in more complex
utility functions. For example, in [14] the cost of reaching a can-
didate location $p$ is linearly combined with its benefit. Measuring
the cost as the distance $d(p)$ of $p$ from the current location of the
robot and the benefit as an estimate of the new information $A(p)$
acquirable from $p$, the global utility of $p$ is computed as:

$$u(p) = A(p) - \beta d(p),$$  \hspace{1cm} (1)

where $\beta$ balances the relative weight of benefit versus cost (authors
show that choosing $\beta$ within the interval $[0,0.1, 50]$ does not cause
significant variations in the exploration performance). Another ex-
ample of combination of different criteria is [9], in which distance
$d(p)$ and the expected information gain $A(p)$ of a candidate loca-
tion $p$ are combined in an exponential function

$$u(p) = A(p) e^{-\lambda d(p)},$$  \hspace{1cm} (2)

(when $\lambda$ is a parameter that weights the two criteria). In [1], a
technique based on relative entropy is used to combine traveling
cost and expected information gain. In [17], several criteria (such
as uncertainty in landmark recognition and number of visible fea-
tures) are combined in a multiplicative function. In [12], traveling
cost to reach a location is used as the main criterion for evaluating
candidate locations, while the utility of the locations (calculated
according to the proximity of other robots) is used as a tie-breaker.

The above strategies aggregate different criteria in utility func-
tions that are defined ad hoc and are strongly dependent on the cri-
tera they combine. In [2], the authors dealt with this problem and
proposed a more theoretically-grounded approach based on multi-
ojective optimization, in which the best candidate location is se-
lected on the Pareto frontier. Besides distance and expected infor-
mation gain, also overlap is taken into account. This criterion is
related to the amount of old information that will be acquired again
from a candidate location. Maximizing the overlap can improve the
self-localization of the robot. The work presented in this paper fol-


in Sections 3 and 4, tries to employ MCDM in search and rescue
applications.

Compared with exploration strategies for map building, only few
works proposed exploration strategies for autonomous search and
rescue. A work that explicitly addressed this problem is [18], which
proposes to combine the distance $d(p)$, the expected information
gain $A(p)$, and the probability of a successful communication $P(p)$
from a candidate location $p$ in the following utility function:

$$u(p) = \frac{A(p) P(p)}{d(p)}. \hspace{1cm} (3)$$

This strategy has been employed, with good results, in different
RoboCup Rescue Virtual Robots Competitions. In this work we
experimentally compare the exploration strategies developed with
our approach with that proposed in [18], which is explicitly de-
oted to the same goal. Another exploration strategy for search and
rescue is reported in [6], where a formalism based on Petri nets is
used to exploit a priori information about the victims’ distribution
(e.g., if they are uniformly spread or concentrated in few clusters)
to improve the search.

3. MULTI-CRITERIA DECISION MAKING

When designing an effective exploration strategy for exploring
initially unknown environments, the main challenge is to achieve
a good global (long-term) performance by means of local (short-
term) decisions that are made on the basis of partial knowledge.
In our scenario, the partial knowledge is given by the current map
built by the robots and short-term decisions are made by evaluating
a number of alternatives, i.e., candidate observation locations on
the frontiers between the explored and unexplored space, and by
selecting the best one. The “goodness” of an observation location
can be measured with respect to multiple criteria, as we have seen
in the previous section. The number of criteria that can be con-
sidered is, in principle, unlimited. As the tasks the robots perform
become more complex (think, for example, of an exploring robot
that has also to find victims, localize fire sources, communicate
with a base station, and so on), this number is likely to increase.

In this work, we explicitly consider the evaluation of candidate
locations as a multi-objective (or multi-criteria) optimization prob-
lem. We have a set $C$ of candidate locations among which we want
to choose the “best” one. We denote the set of $n$ criteria considered
in the evaluation process as $N = \{1, 2, \ldots, n\}$. Given a candidate
$p \in C$ we denote with $u_i(p)$ its utility with respect to criterion
$i \in N$, where $I \subseteq \mathbb{R}$ represents the set of possible utility values.
Note that we assume that all utilities have values over the same set
$I$. The larger the utility $u_i(p)$, the better location $p$ satisfies crite-
ron $i$. Each candidate $p$ can be associated to a vector of $n$ elements,
namely its utilities, $u_p = (u_1(p), u_2(p), \ldots, u_n(p))$. The problem of
selecting the “best” candidate observation location comes down to
the problem of selecting the optimal candidate location $p^*$ from
$C$.

Dealing with this multi-criteria scenario, the optimality of can-
didates involves the concept of Pareto frontier. Formally, the Pareto
frontier of $C$ can be defined as the largest subset $P \subseteq C$ such that
for every $p \in P$ there is not any candidate $q \in C$ with $u_i(q) > u_i(p)$
for all $i \in N$. A candidate $q \in C \setminus P$ is said to be Pareto-
dominated and can be safely discarded, since at least a preferable
candidate is guaranteed to exist in $P$. Therefore, choosing a can-
didate on the Pareto frontier $P$ is a fundamental requirement to select
a “good” candidate. The actual selection is performed via a global
utility function $u(p) = f(u_p) = f(u_1(p), u_2(p), \ldots, u_n(p))$ that
combines together utilities in an aggregate value (well-known ex-
amples are the arithmetic and weighted mean). Since computing the Pareto frontier $P$ can be computationally expensive (especially when the number of candidates grows), the selection is usually done by looking directly at the initial set $C$, namely $p^* = \arg \max_{u \in C} f(u)$. It can be easily shown that if $f()$ is a non-decreasing function in every one of its $n$ arguments, then $p^*$ is guaranteed to be on the Pareto frontier. As the previous section shows, the mainstream approach followed in literature to define global utility functions is to combine a pre-determined number of criteria in an ad hoc form. Despite it is not explicitly mentioned, almost all these methods are Pareto optimal, since a non-decreasing global utility function is a “natural” choice.

In the following section, we describe Multi-Criteria Decision Making (MCDM) as a general method for defining global utility functions and we discuss some of its advantages and properties that make it a valid tool for defining exploration strategies for autonomous mobile robots.

3.1 Combining Criteria with the Choquet Integral

We introduce and motivate the proposal of MCDM by considering the important aspect of the dependency between criteria, that is often neglected by global utility functions. Criteria that are used to evaluate candidate locations are not always independent. For example, think of criteria that estimate the same feature using different methods, like two criteria that estimate the distance of a candidate location from the current position of the robot according to the Euclidean and Manhattan distance. Intuitively, when combining them into a global utility function, their overall contribution to the global utility of a candidate location should be less than the sum of their individual ones. In this case, a redundancy relation holds between criteria. A dual situation occurs when two or more criteria are very different and, in general, can be hardly optimized together. In this case, a synergy relation holds between criteria, and their overall contribution should be considered larger than the sum of the individual ones. An example involves the estimated information gain and the overlap. These criteria can be considered synergic, since large utilities for both are very difficult to achieve by a single candidate and candidates that satisfy both criteria reasonably well should be preferred to candidates that satisfy them in an unbalanced way. In order to consider these issues we need a way to define a global utility function that accounts for redundancy and synergy between criteria when combining them. MCDM provides a general aggregation method which can deal with this and with other aspects and that exploits the Choquet integral to compute global utilities [10]. Let us introduce it.

We first introduce a (total) function $\mu : \mathcal{P}(N) \rightarrow [0, 1]$ ($\mathcal{P}(N)$ is the power set of set $N$) with the following properties: $\mu(\emptyset) = 0$, $\mu(N) = 1$, and if $A \subseteq B \subseteq N$, then $\mu(A) \leq \mu(B)$. That is, $\mu$ is a normalized fuzzy measure on the set of criteria $N$ that will be used to associate a weight to each group of criteria. The weights specified by the definition of $\mu$ describe the dependency relations that hold for each group of criteria. Criteria belonging to a group $G \subseteq N$ are said to be redundant if $\mu(G) < \sum_{i \in G} \mu(i)$, synergic if $\mu(G) > \sum_{i \in G} \mu(i)$, and independent otherwise.

The global utility $f(u_p)$ for a candidate $p$ is computed as the discrete Choquet integral $C(\cdot)$ with respect to the fuzzy measure $\mu$ using $p$’s utilities:

$$f(u_p) = C(u_p) = \sum_{j=1}^{n} (u_{(j)}(p) - u_{(j-1)}(p)) \mu(A_{(j)}),$$  

where $(j) \in N$ indicates the $j$-th criterion according to an increasing ordering with respect to utilities, i.e., after that criteria have been permuted to have, for candidate $p$,

$$u_{(1)}(p) \leq \ldots \leq u_{(n)}(p) \leq 1.$$

It is assumed that $u_{(0)}(p) = 0$. Finally, the set $A_{(j)}$ is defined as

$$A_{(j)} = \{i \in N | u_{(j)}(p) \leq u_i(p) \leq u_{(n)}(p)\}.$$

Using $C(u_p)$ to compute global utility allows to consider criteria’s importance and their mutual dependency relations.

3.2 Some Properties of MCDM

In this section, we discuss a number of properties of the proposed MCDM approach. A first general feature of the Choquet integral is that, differently from ad hoc global utility functions, it can be applied to any number of criteria. Indeed, rigorously speaking, $C(\cdot)$ as defined in (4) is not an aggregation function, for which the number of arguments is fixed a priori, but an aggregation operator. An aggregation operator is a collection of aggregation functions, one for each number $n$ of criteria to be combined. For example, the arithmetic and weighted means are aggregation operators since they basically specify an aggregation technique for every possible number of criteria, while global utility functions like (2) and (3) are aggregation functions suitable only for the set of criteria they have been tailored for. In this sense, we can say that an aggregation operator is more general than an aggregation function. An obvious advantage of using an aggregation operator instead of an aggregation function is the increased flexibility, because adding and removing criteria can be accomplished preserving the way in which they are combined. As we will discuss in the next sections, this feature enables easy refinements of the exploration strategies and facilitates some experimental activities such as assessing the impact of removing or including a criterion.

$C(u_p)$ enjoys several other properties [10]. Here, we briefly discuss some properties that are significant in connection with the definition of exploration strategies and that characterize MCDM as a suitable approach to define global utility functions.

Increasing monotonicity in each argument

For all $u_p, u'_p \in \mathcal{U}^n$,

- if $\forall i \in N, u_i(p) \leq u'_i(p)$, then $C(u_p) \leq C(u'_p)$,
- if $\forall i \in N, u_i(p) < u'_i(p)$, then $C(u_p) < C(u'_p)$.

This property can be exploited to guarantee that the maximization of $C(\cdot)$ over the set of candidate locations $C$ will select a Pareto optimal candidate. As we discussed before, almost all aggregation functions proposed in literature for exploration strategies satisfy this property.

Stability for linear transformations

For all $u_p \in \mathcal{U}^n$ and $r, s \in \mathbb{R}$ with $r > 0$ such that, for all $i \in N$, $ru_i(p) + s \in I$, it holds that

$$C(r u_1(p) + s, r u_2(p) + s, \ldots, r u_n(p) + s) = r C(u_1(p), u_2(p), \ldots, u_n(p)) + s.$$

This property ensures the independence of the particular scale in which utilities are measured (up to a linear transformation). In this paper we assume, without any loss of generality, that utilities have values in $I = [0, 1]$; however, any other common scale would have been equivalent. In general, this property is rarely satisfied by aggregation functions proposed in literature, where often criteria are measured with respect to different scales and combined without any normalization (see, for example, [9] and [18]).
Continuity

Given \( n \), the corresponding aggregation function \( C() \) is continuous on \( I^n \). This property prevents the global utility to exhibit irregular variations with respect to small changes of the utility values that are aggregated. When the global utility is computed by adopting exponential or fractional functions (see (2) and (3)), this property is satisfied.

Idempotence

If, for a given \( p \), all \( u_i(p) = u \in I \), then

\[
C(u_1(p), u_2(p), \ldots, u_n(p)) = C(u, u, \ldots, u) = u.
\]

This property assures a sort of consistency, namely, if all the criteria are satisfied with the same degree \( u \), then the global utility is \( u \). This property is rarely exhibited by the aggregation functions used in literature, with the drawback that the particular form in which criteria are combined can introduce a bias in the evaluation, for example by implicitly giving more importance to some criteria to the detriment of others.

3.3 Generality of MCDM

Another important advantage of MCDM is its generality. Indeed, different aggregation operators turn out to be particular cases of the Choquet integral, up to a proper choice of weights for the fuzzy measure \( \mu \). For instance, a class of aggregation operators that can be expressed with the Choquet integral are weighted means. A weighted mean is defined as \( \sum_{i=1}^{n} w_i u_i(p) \) where \( w_i \) is the weight of criterion \( i \) and \( \sum_{i=1}^{n} w_i = 1 \). This aggregation operator can be obtained from Choquet integral by setting \( \mu(\{i\}) = w_i \) for all \( i \in N \) and by constraining \( \mu \) to be additive:

\[
\mu(S) = \sum_{i \in S} w_i \quad \forall S \in \mathcal{P}(N).
\]

Note that additivity of \( \mu \) reflects independence between criteria, namely joint contributions are exactly the sum of marginal ones. Therefore, weighted means should be considered suitable when such independence between criteria holds. Moreover, the arithmetic mean and the \( k \)-th criterion projection can be obtained as further particular cases of weighted means by imposing \( w_i = 1/n \) \( \forall i \in N \) and \( w_k = 1, w_0 = 0 \) \( \forall i \in N \setminus \{k\} \), respectively. In the context of exploration, this means that the strategy proposed in [14] and based on (1) can be viewed as a special case of MCDM-based exploration strategies. Moreover, also the global utility function proposed in [12] can be viewed as a special case of MCDM, basically being a \( k \)-th criterion projection.

A second class of aggregation operators that are special cases of the Choquet integral is composed of ordered weighted means. An ordered weighted mean is defined as \( \sum_{i=1}^{n} w_i u_{J_i}(p) \) (i.e., a weighted mean in which \( w_i \) is the weight of the \( j \)-th criterion according to an increasing ordering of utilities). An ordered weighted mean aggregation operator can be obtained from the Choquet integral by setting \( \mu(\{i\}) = w_i \) for all \( i \in N \) and by defining \( \mu(S) \) according to:

\[
\mu(S) = \sum_{i=n-|S|+1}^{n} w_i \quad \forall S \in \mathcal{P}(N).
\]

Some further particular cases of ordered weighted means that can be modeled with a proper choice of weights \( w_i \) are the minimum and maximum (when \( w_1 = 1 \) and \( w_n = 1 \), respectively), the median (when \( w_n = w_{n+1} = 0.5 \) and \( n \) is even or when \( w_{n+1} = 1 \) and \( n \) is odd), and the arithmetic mean excluding the two extremes (when \( w_1 = w_n = 0 \) and \( w_i = \frac{1}{n} \) \( \forall i \in N \setminus \{1,n\} \)). This shows the possibility offered by MCDM of obtaining completely different global utility functions (and, as a consequence, different behaviors of the robot) by simply setting weights \( \mu \). In this sense, we say that MCDM constitutes a general approach for defining exploration strategies.

4. MCDM-BASED EXPLORATION STRATEGIES FOR SEARCH AND RESCUE

We apply the proposed MCDM approach to search and rescue, where mobile robots are deployed in an initially unknown environment with the goal to explore it and locate human victims within a limited amount of time. As discussed in Section 1, this application domain offers a challenging scenario to test exploration strategies.

We implemented MCDM-based exploration strategies in an existing robot controller for search and rescue applications. We looked at the participants to the RoboCup Rescue Virtual Robots Competition where different teams compete in developing simulated robotic platforms operating in Urban Search And Rescue scenarios simulated in USARSim [7] (an high fidelity 3D robot simulator). From an analysis based on availability of code and performance obtained in the competition, we selected the controller developed by the Amsterdam and Oxford Universities (Amsterdam Oxford Joint Rescue Forces, AOJRF\(^1\)) for the 2009 competition [19]. The reasons for implementing MCDM-based exploration strategies in an existing controller are that we can focus only on the exploration strategies, exploiting existing and tested methods for navigation, localization, and mapping and that we have a fair way to compare our exploration strategies with that originally used in the controller. In the following we describe the original controller and how we modified it to implement MCDM-based strategies.

4.1 The AOJRF Controller

In this section, we describe some of the controller’s features that are relevant to the scope of this paper (please refer to [18] for a complete description).

The controller manages a team of robots. The robotic platform used is a Pioneer P3AT, whose basic model and sensors are provided with the USARSim simulator. The map of the environment is maintained by a base station, whose position is fixed in the environment, and to which robots periodically send data. The map is two-dimensional and represented by two occupancy grids. The first one is obtained with a small-range (typically 3 meters) scanner and constitutes the safe area, i.e., the area where the robots can safely move. The second one is obtained from maximum-range scans (typically 20 meters) and constitutes the free area, i.e., the area which is believed to be free but not yet safe. Moreover, a representation of the clear area is also maintained as a subset of the safe area that has been checked for the presence of victims (this task is accomplished with simulated sensors for victim detection). Given a map represented as above, a set of boundaries between safe and free regions are extracted and considered as frontiers. For each frontier, the middle point is considered as a candidate location to reach. The utility of a candidate location \( p \) is evaluated by combining the following criteria:

- \( A(p) \) is the amount of the free area beyond the frontier of \( p \) computed according to the free area occupancy grid;
- \( P(p) \) is the probability that the robot, once reached \( p \), will be able to transmit information (such as the perceived data or

\(^1\)http://www.jointrescueforces.eu/
the locations of victims) to the base station (whose position in the environment is known), this criterion depends on the distance between \( p \) and the base station;

- \( d(p, r) \) is the distance between \( p \) and current position of robot \( r \), this criterion can be calculated with two different methods: \( d_{EU}(\cdot) \), using the Euclidean distance, and \( d_{PP}(\cdot) \), using the exact value of the distance returned by a path planner.

Given these criteria, the global utility for a candidate \( p \) is calculated using function (3). We will refer to the exploration strategy using this global utility function as the \( \text{"AOJRF strategy"} \).

The allocation of candidate locations to robots is performed with the following algorithm, which is executed by each robot independently, knowing (from the base station) the current map and the positions of other robots [18]:

1. compute the global utility \( u(p, r) \) of allocating each candidate \( p \) to each robot \( r \) using (3) where \( d(p, r) \) is calculated using the Euclidean distance \( d_{EU}(\cdot) \) (namely using an underestimate of the real distance),

2. find the pair \( (p^*, r^*) \) such that the previously computed utility is maximum, \( (p^*, r^*) = \arg\max_{p,r} u(p, r) \),

3. re-compute the distance between \( p^* \) and \( r^* \) using \( d_{PP}(\cdot) \) with the path planner (namely considering the real distance) and update the utility of \( (p^*, r^*) \) using such exact value instead of the Euclidean distance,

4. if \( (p^*, r^*) \) is still the best allocation, then allocate robot \( r^* \) to location \( p^* \), otherwise go to Step 2,

5. eliminate robot \( r^* \) and candidate \( p^* \) and go to Step 2.

The reason behind the utility update of Step 3 is that computing \( d_{PP}(\cdot) \) requires a considerable amount of time. Doing this for all the candidate locations and all robots would be not affordable in the rescue competition, since a maximum exploration time of 20 minutes is enforced.

### 4.2 Developing MCDM-based strategies

We now describe the changes we made to the original controller to include our MCDM-based strategies.

![Table 1: Weights used for the MCDM-based strategies.](image)

The first MCDM-based strategy we propose adopts the same criteria of the AOJRF strategy (i.e., \( A, P, \) and \( d \), as described above), but combines them with the MCDM approach. Basically, we replace function (3) with function (4), with the weights reported in Tab. 1 (top-left). We call this the \( \text{"MCDM strategy"} \).

Choosing a particular set of weights can be tricky. In this phase, the designer considers the application domain and defines the importance of single and groups of criteria. We remark that searching for the “best” set of weights is an ill-posed problem in the context of MCDM. MCDM is not a method to determine the best exploration strategy, but provides a flexible and general tool to combine criteria. Therefore, we assigned weights manually, considering the search and rescue context. For example, the MCDM strategy assigns more importance to \( A \) than to \( P \) and \( d \) (see Tab. 1 (top-left)), pushing the robot to discover new areas, even covering long distances or risking a loss of communication. The joint contribution of \( d \) and \( P \) is inhibited by establishing redundancy between them.

On the other side, a synergy holds between \( d \) and \( A \), privileging locations satisfying these criteria in a balanced way. This manual method for assigning weights does not scale well with the number \( n \) of criteria. Indeed, \( 2^n - 2 \) weights have to be assigned. However, specification of weights is done at design-time and there are semi-automated techniques to compute weights for large sets of criteria [10].

To apply MCDM, utilities have to be normalized to the chosen common scale \( I = [0,1] \). We note that the robot’s decision at any step depends only on \( C \) and not on previous decisions and previous sets of candidate locations. Hence, we use a linear relative normalization. For example, given a robot \( r \), the utility of a candidate \( p \) related to the distance \( d(\cdot) \) is normalized using \( u_A(p, r) = 1 - ((d(p, r) - \min_{q \in C} d(r, q)) / (\max_{q \in C} d(r, q) - \min_{q \in C} d(r, q))) \). This poses a problem for normalizing the updated utility in Step 3, since it would require to determine the path for every candidate location, making the 20 minutes limit too strict to achieve an acceptable performance (recall that \( d_{PP}(\cdot) \) is computationally expensive). To deal with this problem we use the following procedure in Step 3: once computed \( d_{PP}(p^*, r^*) \), we normalize it by using the previously calculated values \( d_{EU}(p, r^*) \) for other candidates \( p \in C \).

The second MCDM-based strategy we propose shows the flexibility of MCDM in adding a new criterion, i.e., the robot’s battery remaining charge \( b \). Explicitly considering the battery can improve exploration by preventing the robot from making decisions it cannot complete (e.g., selecting a location not reachable with the residual energy). To compute \( u_B(p) \) we need an estimate of the energy spent for reaching \( p \). We consider a very simple model in which the power consumption is translated in a time interval. In order to estimate the time needed to reach a location \( p \) we consider the path the robot should follow in terms of linear segments and rotations. By approximating the linear and angular velocities of the robot as constants, we can derive estimates of the time \( b(p) \) needed to reach \( p \). Obviously, the smaller \( b(p) \) the larger \( u_B(p) \). Notice that \( b \) and \( d \) show an evident dependency relation given by the fact that long traveling distances often correspond to long times. However, despite this similarity, including \( b \) in the set of criteria can, to some extent, provide more informed decisions since it captures also the difficulty for covering a path which generally is not captured by \( d \) (consider, for example, short but winding paths that could require lot of time and battery). Modeling a redundancy relation between these two criteria is the proper way to include both of them in the decision-making process without unbalancing decisions toward the common selection principle encoded in \( b \) and \( d \). We denote the strategy including \( b \) as “MCDMb strategy”, whose weights are reported in Tab. 1 (top-right). As it can be seen, the weight assigned to the set \( \{d, b\} \) is lower than the sum of weights of \( b \) and \( d \). Redundancy and synergy are also defined on sets of more than two criteria; for example, criteria \( d, P, \) and \( b \) are redundant and the weight of the set \( \{d, P, b\} \) is smaller than the sum of the weights of its elements.

We also show how MCDM can be adopted for defining different behaviors in exploration. Broadly speaking, a behavior defines the
preferences according to which the robot selects observation locations. Given a set of criteria, a behavior is associated to the particular set of weights of those criteria. By changing the weights during exploration, we can switch between different behaviors, varying the criteria’s importance that drive robot decisions. This technique allows us to improve the exploration strategy’s adaptability to different situations. Hence, we define a third MCDM-based strategy, called the “MCDMw strategy”, whose weights are reported in Tab. 1 (bottom). This strategy encloses two different behaviors, given by the sets of weights denoted as $\mu_1$ and $\mu_2$, defined over the original set of criteria of the MCDM strategy (i.e., $A$, $P$, and $d$, as described above). In addition, we define the following policy for switching through behaviors. The weights defined by $\mu_1(\cdot)$ are used during the first 10 minutes of search while those defined by $\mu_2(\cdot)$ are used during the last 10 minutes. The first set of weights encodes an aggressive behavior oriented towards the maximization of the new area. This behavior is reasonable during the first part of the search when a long remaining time is left and the robot can privilege the amount of new area even if long paths have to be followed. Differently, the second set of weights induces a more conservative behavior. This behavior accounts for the fact that remaining time is short and gives more importance to distance ($\mu_1(d) = 0.1$ while $\mu_2(d) = 0.5$).

5. EXPERIMENTAL EVALUATION

In the first experiments we evaluate the performance of the MCDM strategy when compared with other strategies. We consider the AOJRF strategy (corresponding to (3)), the WS strategy (corresponding to (1) with $\beta = 1$), and the DIST strategy, by which locations are selected simply by minimizing $d$ (i.e., choosing always the nearest location). AOJRF and WS are continuous and increasingly monotonic aggregation functions. These two strategies guarantee a Pareto optimal selection, however AOJRF strategy lacks in flexibility since including further criteria would require to re-define the aggregation technique, while WS can be considered as a special case of MCDM-based strategies (see Section 3.3). Nevertheless, AOJRF and WS have been proved to achieve good results in practice, therefore, by comparing the MCDM strategy with them, we aim at deriving insights on how performance changes when using a more theoretically-grounded way to define global utility functions. DIST is a very simple strategy that can be viewed as a particular case of MCDM-based strategy. Indeed, it can be obtained by restricting the set of criteria to the singleton $d$ (see Section 3.3). By comparing MCDM and DIST we aim at confirming that making more informed local decisions actually results in a better global performance.

We considered teams of one or two robots, as in [18] (note that the maximum number of robots allowed in the RoboCup Rescue Virtual Robots Competition is 4). The robots are deployed in the two indoor environments of Fig. 1 that show different characteristics. Map A is cluttered and composed of corridors and many rooms, while Map B is characterized by the presence of open spaces. A configuration is defined as an environment, a team of robots deployed in it, and the exploration strategy adopted. For each configuration, we executed 10 runs (with randomly selected starting locations for the robots) of 20 minutes each. We assess performance by measuring the amount of free, safe, and clear area at each minute of the exploration. Due to space limitations, we report only data on safe area (free area is less significant and clear area is similar to the safe area).

Figs. 2 and 3 show the results of the first experiments with a team of one and two robots, respectively. Histograms compare the number of runs in which a strategy obtained the largest amount of safe area at the end of the 20 minutes exploration. Graphs show how the mapped safe area varies with time (each point is the average over 10 runs).

The MCDM strategy discovered the largest area in the majority of runs, outperforming (on average) other strategies. According to an ANOVA test, the averages of the total safe area (in Map A) are statistically significantly different between DIST and each one of the other three strategies. Differences between MCDM, AOJRF, and WS are not statistically significant in Map A. In Map B, the MCDM strategy shows a statistically significant difference when compared to DIST and AOJRF; while the statistical difference between MCDM and WS is slightly acceptable. These findings reflect an interesting insight associated to the different characteristics of the two environments. Map A is cluttered and, exploring it, the robots deal with a relatively large number of frontiers among which to choose (30 candidate locations on average at each step with one robot and 40 with two robots). Map B is characterized by open spaces, resulting in a smaller number of candidate frontiers (5 candidate locations on average at each step with one robot and 8 with two). However, despite their large number, frontiers in Map A are very similar in the contribution they can give to the
explored area. Differently, in Map B the situation in which one alternative is remarkably better than others is more frequent. Consider, for instance, a frontier that lies close to an obstacle (from where an observation will return a small new area) and another one in front of an open space. In such situation, the benefits provided by a “right choice” would be more evident. This is what happens during the exploration of Map B, showing why differences between strategies are statistically significant in this environment. This basically confirms the single robot results presented in [5], enforcing the idea that when very different alternatives are present and making a good choice is very rewarding, MCDM-based exploration strategies achieve satisfactory results.

Fig. 4 shows the performance of the three MCDM-based exploration strategies with two robots (we omit results with one robot, for which the same considerations can be drawn). A first comparison that is worth doing is between MCDM and MCDMb, to assess the impact of $b$’s inclusion in evaluating a location. When adopted for exploring Map A, these two strategies performed similarly, not showing any statistically significant difference in the total safe area. However, the effects of introducing criterion $b$ can be noted by looking at the final maps built by the robots. A representative example is shown in Fig. 5, which reports the two maps obtained with MCDM and MCDMb after a run. Considering that the criterion $b$ pushes the robots to discard locations that require complicated paths with several rotating maneuvers, the robots save time avoiding to deeply explore corners, rooms, and other cluttered parts of the environment, preferring corridors and open spaces. The result is that the obtained map, from the one hand, is less precise but, from the other hand, is more representative of the general topology of the environment. This kind of map can be more useful to first responders in giving a broad idea of the topology of the environment (as discussed in [3]). The introduction of the criterion $b$ does not show the same qualitative behavior in Map B, where the presence of open spaces makes intricate paths very rare. The employment of this criterion in an open space is not justified by the characteristics of the environment, showing an example where “too-much informed” local decisions could achieve a not so good global performance.

Figure 3: Comparison between MCDM and other exploration strategies with two robots.

Figure 4: Comparison between the MCDM-based strategies.

Figure 5: An example of maps obtained after an exploration.

Adopting different behaviors with the MCDMw strategy led to the best results in Map A. Roughly speaking, this strategy combines the benefits of MCDM and MCDMb strategies. In the first half of the exploration a more aggressive behavior is adopted, trying to maximize the explored area. Then, as the residual time decreases, the strategy becomes more conservative, trying to save time avoiding cluttered zones. In Map B, the employment of $\mu_1$ in the first part of the exploration showed the main drawback of a very aggressive behavior: its vulnerability to decisions that happen to be not as good as expected. In a number of situations, $\mu_1$ pushed the robots to cover long distances for reaching locations with potentially large amounts of new area that, due to information gain estimation errors, were not so informative once reached. This is the reason why MCDM and MCDMw curves are relatively separated in the first 10 minutes of exploration (Fig. 4).

Fig. 6 depicts an example of paths followed by a robot when employing the three MCDM-based strategies. The starting location in all the three cases is at the center of the top corridor. All the strategies initially drive the robot toward the right part of the top corridor until the first difference can be observed in the path of MCDMw. Its
aggressive behavior pushed the robot to go back at the intersection with the vertical corridor to obtain a wide view over the free space. MCDM and MCDMb start to significantly differ in the bottom end of the central vertical corridor. More precisely, MCDMb’s path resulted more regular than that of MCDM. Indeed, MCDM drove the robot to explore a sequence of rooms while, with MCDMb, the robot chose to enter the bottom horizontal corridor. MCDMw’s paths avoided all the rooms in the right part of the environment (first 10 minutes) but performed a more detailed exploration in the left part of the map (last 10 minutes of the exploration). This example shows how obtained paths are coherent with the design principles of each strategy and demonstrates that the decision-theoretic framework of the MCDM-based strategies can provide some level of predictability.

Figure 6: Example of paths of MCDM-based strategies.

From our results, we can say that MCDM can be an effective method for defining good exploration strategies in search and rescue applications. Local decisions made with MCDM-based exploration strategies resulted in a comparable and sometimes better performance, when compared to other exploration strategies proposed in literature. In particular, MCDM showed significant improvements in situations (like those faced in Map B) where making the right decision is more rewarding. In addition, MCDM presents a remarkable flexibility in composing criteria that can be exploited to add new criteria or to define multi-behavioral strategies that can adapt to different situations.

6. CONCLUSIONS

In this paper, we have presented the application of the MCDM decision-theoretic approach to the definition of exploration strategies for search and rescue. We have shown that MCDM provides a general and flexible way for developing utility functions for evaluating candidate observation locations. Experimental results show that MCDM-based exploration strategies achieve a good performance, when compared with ad hoc strategies used in exploration.

Possible future work includes the development of automatic techniques to set the values of weights in MCDM, in order to further simplify the inclusion of new criteria in the evaluation of candidate locations, and the application of MCDM-based strategies to other domains, like planetary exploration. Another interesting direction is working on the robot-frontier allocation, trying to achieve a closer integration between evaluation of candidate locations and coordination of robots.
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ABSTRACT

Performing everyday manipulation tasks successfully depends on the ability of autonomous robots to appropriately account for the physical behavior of task-related objects. Meaning that robots have to predict and consider the physical effects of their possible actions to take.

In this work we investigate a simulation-based approach to naive physics temporal projection in the context of autonomous robot everyday manipulation. We identify the abstractions underlying typical first-order axiomatizations as the key obstacles for making valid naive physics predictions. We propose that temporal projection for naive physics problems should not be performed based on abstractions but rather based on detailed physical simulations. This idea is realized as a temporal projection system for autonomous manipulation robots that translates naive physics problems into parametrized physical simulation tasks, that logs the data structures and states traversed in simulation, and translates the logged data back into symbolic time-interval-based first-order representations. Within this paper, we describe the concept and implementation of the temporal projection system and present the example of an egg-cracking robot for demonstrating its feasibility.
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Design, Experimentation
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1 Introduction

Accomplishing everyday manipulation tasks successfully requires robots to predict the consequences of actions before committing to them: the robot has to decide where and how hard to hit an egg in order to open it without damaging its content (see Figure 1). Or, it should reason about whether it is necessary to hold a cup upright to avoid spilling the coffee inside. To make such decisions the robot has to predict the changes of the physical state caused by its actions.

To compute the consequences of picking up a cup of coffee too rapidly we can model the setting as a fluid dynamics problem and solve the respective equations for the variables of interest. This way the robot could compute the fluid flow caused by the robot action and derivated variables. However, these computations do not readily provide the information needed to choose the appropriate action parametrization. It is more informative to predict whether or not a given action parametrization will cause coffee to be spilled. Abstracting the reality into a small qualitative state space, such as coffee spilled or not spilled will also cut down the search space for action selection and thereby make the search more tractable.

Researchers in Artificial Intelligence have investigated approaches to represent and reason about such knowledge under the notion of naive physics and commonsense reasoning. The attempt to formulate and automate this knowledge using first-order logic has received most of the attention so far. Researchers in qualitative reasoning have formalized various physics problems. The objectives of this approach are most comprehensively stated in Hayes’s Naive Physics Manifesto [8]. More recently, the Common Sense Problem Page [14] lists challenge problems. Most relevant are attempts to so-called mid-size axiomatizations [15].

The basic idea is to formalize the laws of physics and situations as logical axioms in an abstract and qualitative language and then deduce the predictions of what will happen from these axiomatizations. Unfortunately, the formalizations tend to become very lengthy and often it is difficult to make the right predictions based on axiomatizations of qualitative physics. One of the main reasons is that logical axiomatizations often quantify over the values of state variables or abstract away from some state variables assuming that they are not relevant for valid predictions. However, when considering actions such as cracking an egg the effects of actions can vary largely with small changes of action parametrizations. The effects depend on where exactly and how hard the egg is hit, how strong and where it is held, and on the exact state of the egg’s yolk, etc. Without exactly knowing the values of all state variables it might be impossible to predict the action effects.

Indications of these difficulties are the number and the restrictions of action logics that try to capture phenomena such as concurrent actions, the size of axiomatizations of simple physical phe-
nomina for problems on the Common Sense Problem Page, or, the impossibility to perform certain predictions in a qualitative representation, such as predicting whether a robot will see a certain object when it navigates through the environment while at the same time turning its camera.

These problems do not occur in physics simulations where physics engines (such as ODE\(^1\) or Bullet\(^2\)) can simulate such phenomena without problems because they apply accurate dynamics models at a fine level of granularity.

In this paper we combine the ideas of qualitative reasoning about courses of action and their physical effects and having accurate and realistic modeling as depicted in Figure 2. We do so by translating qualitative physics problem formalizations into a parametrized simulation problem, performing a detailed physics-based simulation, logging the state evolution into appropriate data structures and then translating these subsymbolic data structures into an interval-based first-order symbolic/qualitative representation of the respective episode. The resulting fact-base is then used to infer the answers to the qualitative reasoning problems.

The key contribution of this paper is the combination of first-order symbolic representation with physics-based simulation as a inference mechanism for predicting the effects of actions. This combination provides the best of both worlds: it provides the structure and compactness of symbolic representations and the realism and accuracy of physics-based simulation. Taken together the robot can predict consequences of actions such as whether an egg will break when the robot performs a specific parametrized move, whether a table will be clean after wiping it with a sponge or whether the sponge needs to be pressed out before, whether using a specific parametrization of a pick up action would cause the coffee in a cup be spilled. The point is that while these predictions are symbolic they are computed from realistic models. Combining the simulation with sampling in the state space as well as in the parametrization space of actions also allows for probabilistic predictions.

In the remainder of the paper we proceed as follows: First, we shortly revisit a well-known problem in naive physics, namely cracking an egg. Second, we explain how our approach addresses problems of this kind by tightly integrating logic-based reasoning and physics-based simulation. Third, we demonstrate the feasibility of our approach through experiments. Finally, we conclude after discussing related work.

## 2 Cracking An Egg

In this paper we take the cracking of an egg as our running example. Egg cracking has been proposed by [3] as a challenge problem for logical formalization and reads as follows:

\[^{1}\text{http://www.ode.org}\]
\[^{2}\text{http://www.bulletphysics.com}\]

“**A cook is cracking a raw egg against a glass bowl.** Properly performed, the impact of the egg against the edge of the bowl will crack the eggshell in half. Holding the egg over the bowl, the cook will then separate the two halves of the shell with his fingers, enlarging the crack, and the contents of the egg will fall gently into the bowl. The result is that the entire contents of the egg will be in the bowl, with the yolk unbroken, and that the two halves of the shell are held in the cook’s fingers.”

Solutions to this problem should not only characterize aspects mentioned above but also account for variants of the problem:

“**What happens if:** The cook brings the egg to impact very quickly? Very slowly? The cook lays the egg in the bowl and exerts steady pressure with his hand? The cook, having cracked the egg, attempts to peel it off its contents like a hard-boiled egg? The bowl is made of looseleaf paper? of soft clay? The bowl is smaller than the egg? The bowl is upside down? The cook tries this procedure with a hard-boiled egg? With a coconut? With an M & M?”

The cracking an egg problem poses many challenges, especially in the context of everyday robot manipulation. In order to solve it we regard the following aspects to be substantial: First, the abstraction level of a formalization should reflect the sensing and acting capabilities of the manipulating robot. Second, variants should be handled without the need of explicit modeling. And third, concurrent actions and events should be taken into account.

## 3 Temporal Projection

Let’s now consider how simulation-based temporal projection infers answers to naive physics problems like cracking an egg or pouring coffee to a cup. After giving a short overview of the overall system, we present each part in more detail.

### 3.1 System Overview

An overview of the proposed simulation-based temporal projection system is shown in Figure 3. We formalize task-relevant domain knowledge about object classes and individuals within an ontology. Assertions about individual objects are stored in a knowledge base and used for automatically parametrizing a physics-based simulation. Within the simulator we describe everyday objects with detailed 3D models, augment the descriptions with object controllers that compute physical phenomena not covered by the rigid body dynamics, e.g. breaking of objects, and attach monitoring routines to objects in order to collect object specific data. For a task like egg...
cracking, we run simulations with differently parametrized control programs, whereby states of objects are monitored and logged. Logged simulations are then translated into time-interval-based representations, called timelines. Finally, we use PROLOG for reasoning about the generated timelines. As can be seen in Figure 3, for its reasoning PROLOG also accesses the domain knowledge.

3.2 Domain Knowledge

We use first-order representations to formalize domain knowledge. Within our approach, we describe general physical knowledge about object types and their properties as well as specific knowledge about individuals in Description Logic (DL). In the following we explain what kind of knowledge we represent.

For representing domain knowledge in DL, we use the semantic web ontology language OWL. We build our representations on OpenCyc’s upper-ontology and extend type and property descriptions whenever necessary. For example, let’s have a closer look at the physically relevant knowledge about eggs and how it can be formalized in DL. We consider an egg as consisting of an eggshell and its content, i.e. egg white and egg yolk. An eggshell is a solid rigid (but fragile) container that has a shape, a mass, and extensions in space. Since the eggshell is fragile it can break. The egg’s content is a liquid which has a viscosity and a mass. Figure 4 depicts a simplified excerpt of the ontology that shows type, relation and property information about eggs. For describing a specific situation individuals of relevant objects and their properties are explicitly asserted, e.g., an individual of type Egg, egg3, has eggshell3 and yolk3 as its parts, where eggshell3 and yolk3 have a mass of 0.01 and 0.04 respectively. Other properties and relations are specified similarly. For a specific task like egg cracking information about all relevant objects is asserted in the knowledge base. These assertions build the basis for parametrizing the physics-based simulation which is explained in the next section.

Figure 4: Ontology showing physical aspects of eggs.

3.3 Physics-based Simulation

Within our approach, we utilize a physics-based simulator, namely Gazebo, for computing the effects of robot actions, object interactions and other physical events.

For the computation, we parametrize the simulator on the basis of the logical axiomatization, i.e. the domain knowledge, run simulations and log data of features like position, velocity, forces, and contact points between objects over time. After explaining shortly how a physics-based simulator computes physical effects generally, we present how the Gazebo simulator can be configured and how we derive a configuration based on the assertions in the knowledge base.

Generally a physics-based simulator works as follows: the simulator starts its computation of physical effects based on an initial configuration. Then it periodically receives motor control commands which are translated into forces and updates the state of the simulated world according to physical laws. Within each tiny update step, forces are applied to affected objects by considering both the object’s current dynamic state and its properties like mass and friction. Later we explain how we augment the simulation in order to account for physical phenomena like breaking or absorbing.

Within a world file each object has its own model description. Such model descriptions comprise mainly the object’s shape and a set of physical properties like size, mass, and rigidity. Figure 5 visualizes some parameters for both models: eggshell3 and yolk3. These models configurations are derived from the information stored in the knowledge base. When properties are not explicitly specified within the knowledge base, we simply assume default values.

To simulate physical phenomena like breaking objects we augment the model descriptions, how this is realized is presented in the next section.

Figure 5: Modeling shape and physical properties of an egg. The shape of the egg is modeled with a graph-based structure of bodies which are linked by joints. The physical properties of these individual bodies and joints, which are shown exemplarily on the left side, determine the physical properties of the whole egg, e.g. its mass and fragility.

3.4 Augmented Simulation

The Gazebo simulator is designed for simulating robots, sensors and objects, whereby physical aspects of objects and their interactions are more or less limited to rigid body dynamics. Since we want to simulate naive physics problems with phenomena like breaking, cutting, mixing, cooking, baking, or melting we augment object model descriptions with detailed shape models, controllers for simulating physical phenomena, and monitors for logging states of objects. The extended model descriptions are collected in a library for simulating phenomena of everyday physics.
Instead of modeling objects as rigid bodies, we describe the shape of objects similar to work by [9] with graph-based structures which allow us to inspect physical aspects at a more detailed level. Figure 5 visualizes the shape of an eggshell with egg yolk inside. The basic entities for modeling the shape of an object are bodies and joints, which are mutually connected. Properties of an object like type, mass, spatial extensions, and rigidity determine the attributes of these basic entities.

In order to simulate new classes of objects, e.g. objects that are breakable, cutable, or objects that absorb liquids we add controllers to the object model descriptions. These controllers are called within each simulation step and perform some specialized computation. The computation can be based on physical properties calculated by the simulator or on results computed by other controllers. Thereby object attributes like temperature, being wet, being dirty, or being broken can be computed. This allows us to simulate a new range of processes like filling, cutting, or breaking.

In addition to controllers, we add monitoring routines to object model descriptions to log the object’s state at each simulation step. The data that is monitored and logged is specified for each object individually.

3.5 From Logged Simulations to Timelines

In this section we explain how we ground first-order representations in logged data structures of the simulator. Before we explain how log files are translated into logic, we will present the representation formalism for temporal knowledge and shortly discuss its relation to domain knowledge.

For representing temporal knowledge, i.e. object configurations and events at given time points, we make use of notations common in the event calculus [10] and its extensions. In the following we present predicates relevant for temporal reasoning.

The notation is based on two concepts, namely fluents and events. Fluents are conditions that change over time, e.g., a cup contains coffee: contains(cup,coffee). Events (or actions) are temporal entities that have effects and occur at specific points in time, e.g., consider the action of pouring coffee: pourTo(coffee, pot,cup). Logical statements about both fluents and events are expressed mainly by two predicates:

- Holds(f,t) and
- Occurs(ev,t),

where f denotes a fluent, ev denotes an event and t simply denotes a point in time. The statement \( \text{Holds}(f,t) \) represents that fluent f holds at time t, whereas \( \text{Occurs}(ev,t) \) represents an occurrence of event ev at time t. Although fluents and events look as if they were predicates themselves, they are not: both fluents and events are reified as functions returning respective instances. Thus, by treating them as ‘first-class citizens’ in a first-order representation allows us to state at what points in time they hold or occur.

The relation of domain and temporal knowledge is straightforward. Domain knowledge, in particular the assertions about individual objects, characterize the initial conditions for the temporal reasoning. From the temporal reasoning point of view, the assertion that an object holds at time point 0.0, i.e. \( \text{Holds}(f,0.0) \), that the assertion knowledge describes the initial conditions for the temporal reasoning perfectly makes sense since it is also used for parametrizing (or initializing) the simulation as we explained earlier.

Logged simulations are translated into interval-based timeline representations by using the predicates Holds and Occurs. Whenever a fluent or event is recognized an instance of its corresponding type is generated and either the Holds or the Occurs predicate is asserted for the observed timepoint. We reuse a generated instance only if the fluent or event is also valid in successive timesteps. Thereby we get an interval-based representation of timelines. Table 1 and Table 2 list examples of implemented fluents and events for which we assert predicates from the logged simulations.

### Table 1: Fluents for static physical configurations.

<table>
<thead>
<tr>
<th>fluent</th>
<th>intuitive description</th>
</tr>
</thead>
<tbody>
<tr>
<td>contacts(o1,o2)</td>
<td>object o1 and object o2 contact each other</td>
</tr>
<tr>
<td>attached(o1,o2)</td>
<td>object o2 is attached to object o1</td>
</tr>
<tr>
<td>supports(o1,o2)</td>
<td>object o1 supports object o2</td>
</tr>
<tr>
<td>contains(o1,o2)</td>
<td>container o1 contains object (or stuff) o2</td>
</tr>
<tr>
<td>broken(o1)</td>
<td>object o1 is broken</td>
</tr>
<tr>
<td>spilled(o1)</td>
<td>object o1 is spilled</td>
</tr>
</tbody>
</table>

### Table 2: Fluents for physical events.

<table>
<thead>
<tr>
<th>fluent</th>
<th>intuitive description</th>
</tr>
</thead>
<tbody>
<tr>
<td>colliding(o1,o2)</td>
<td>object o1 and object o2 are colliding</td>
</tr>
<tr>
<td>falling(o1)</td>
<td>object o1 is falling</td>
</tr>
<tr>
<td>moving(o1)</td>
<td>object o1 is moving</td>
</tr>
<tr>
<td>openingGripper(o1)</td>
<td>robot is opening gripper o1</td>
</tr>
<tr>
<td>closingGripper(o1)</td>
<td>robot is closing gripper o1</td>
</tr>
<tr>
<td>breaking(o1)</td>
<td>object o1 is breaking</td>
</tr>
<tr>
<td>spilling(o1)</td>
<td>object o1 is spilling over a surface</td>
</tr>
</tbody>
</table>

How fluents and events are grounded in the data structures of the simulator is exemplarily explained for the fluents contacts(o1,o2) and supports(o1,o2) and the events moving(o1) and breaking(o1).

A contact between objects is directly reported by the simulator:

\[
\text{Holds}(\text{contacts}(o1,o2), t_i) \iff \\
\text{Collisions} = \text{SimulatorValueAt}(\text{Collisions}, t_i) \land \\
\text{Member}(o1, o2), \text{Collisions})
\]

Object o1 supports an object o2 when there exists a contact between both objects and the maximum value of o1’s bounding box within x-dimension is slightly less or equal than the minimum value of o2’s bounding box and o2’s center of mass lies within the spatial extensions of object o1 regarding the x-y-dimensions. The later condition is captured by the isDirectlyBelow predicate. Furthermore the gravity force of o2 has to be canceled out:

\[
\text{Holds}(\text{supports}(o1,o2), t_i) \iff \\
\text{Holds}(\text{contacts}(o1,o2), t_i) \land \\
p_1 = \text{SimulatorValueAt}(\text{Pose}(o1), t_i) \land \\
p_2 = \text{SimulatorValueAt}(\text{Pose}(o2), t_i) \land \\
\text{isDirectlyBelow}(p_1, p_2) \land \\
\text{gravityForcesCanceledOut}(o2)
\]

An object o1 is moving when its pose has changed between two successive timesteps t_j and t_i:

\[
\text{Occurs}(\text{moving}(o1), t_i) \iff \\
p_1 = \text{SimulatorValueAt}(\text{Pose}(o1), t_i) \land \\
p_2 = \text{SimulatorValueAt}(\text{Pose}(o1), t_j) \land \\
\text{previousTimestep}(t_i, t_j) \land \\
p_1 \neq p_2
\]

An object o1 is breaking in timestep t_i when one of its joints is detached within that timestep. The controller that realizes the breaking phenomenon of objects directly reports which joints are detached in a timestep:

\[
\text{Occurs}(\text{breaking}(o1), t_i) \iff \\
f_j = \text{SimulatorValueAt}(\text{Detached(joint1), t_i}) \land \\
\text{Member}(f_j, \text{GetJoints}(o1))
\]

The next section explains how we do reasoning on the grounded fluents and events asserted in timelines.
3.6 Reasoning on Timelines

Figure 6 shows a sequence of images of a simulated egg dropped onto the floor. By examining this simple example we show how PROLOG can be used for reasoning about both timelines derived from logged simulations and domain knowledge. Let’s consider the PROLOG query:

\[
7\text{- holds}(F1,T1), \, \text{fluent}(F1,\text{supports}), \, \text{objOf}(F1,\text{egg1}), \\
\quad \text{after}(T2,T1), \, \text{occurs}(E1,T2), \, \text{objOf}(E1,\text{egg1}).
\]

where \( F1 \) and \( E1 \) are variables for a fluent and event respectively, \( T1 \) and \( T2 \) are time intervals, \( \text{supports} \) is the type of fluent \( F1 \), and \( \text{egg1} \) denotes an individual. The query basically asks for all events \( E1 \) that hold for \( \text{egg1} \) after \( \text{egg1} \) is no longer supported. For the dropped egg example, \( E1 \) is bound to \( \text{falling}(\text{egg1}) \), \( \text{colliding}(\text{egg1},\text{floor}) \), and \( \text{breaking}(\text{egg1}) \). The \( \text{after} \) relation used in the query above is one of the thirteen possible temporal relationships between time intervals [1] which we have implemented as predicates for reasoning about timelines.

![Figure 6: Simulation of an egg dropped onto the floor. From left to right: falling, colliding, breaking, and broken.](http://www.willowgarage.com/pages/pr2/overview)

Figure 7 illustrates the complete process of naive physics reasoning for a situation where a robot wants to grasp an egg but his hand is wet. Similar to the example query above, the robot could ask what will happen if (after) it grasps the egg with its wet hand. The initial conditions describing the actual situation are taken from the knowledge base to parametrize the simulation, the fact that the hand is wet would reduce the friction of the hand. Then the simulation is run whereby states of objects are monitored and logged. After the logged simulations are translated into interval-based first-order representations the query will be answered based on the resulting timelines. Depending on the reduced friction of the hand the egg might slip away and fall onto the floor which cause the eggshell to break and the egg yolk to be spilled.

![Figure 7: Complete process of the temporal projection.](http://www.youtube.com/watch?v=MzMnTooXyCc)

In addition to fluents and events that are grounded within the data structures of the simulator, more complex events like picking up an object or an overflowing container can be defined by utilizing grounded fluents, events and additional temporal constraints. For the description of complex events we follow the notion of chronicles [7].

4 Experiments

For showing the feasibility of our approach we have conducted several robot manipulation experiments for the problem of cracking an egg as described in Section 2. In these experiments we addressed the requirements posed in the problem formulation. Furthermore we have conducted experiments for the problem of pouring and absorbing liquids.

The robot model used in our experiments is the PR2 robot platform developed by Willow Garage\(^6\). The PR2 has an omnidirectional base, a telescoping spine and a pan-tilt head. Each of the two compliant arms of the platform have four degrees of freedom (DOF) with an additional three DOF in the wrist and one DOF gripper. The sensor setup is comprised of a laser sensor on the base, a tilting laser sensor for acquiring 3D point clouds, two stereo camera setups and a high resolution camera in the head. The hands also have cameras in the forearms, while the grippers have three-axis accelerometers and fingertip pressure sensor arrays. The entire setup is realistically modeled and ready to use in the Gazebo simulator.

4.1 Cracking an Egg

Cracking an egg against another object and then separating (splitting) it requires a robot to be able to grasp an egg at all. Therefore we start our experiments with a scenario where a robot is supposed to simply grasp an egg lying on a table.

The first experiment consists of several trials in which a robot, in this case the PR2, is using different values of gripper force to grasp an egg. The experiment underlines the importance of a physical simulation since it allows to determine an appropriate force for grasping an egg which would not be possible by pure symbolic reasoning.

The simulation setup for this experiment is simple and consists of the PR2 robot model and the egg model lying on a table being spawned in a Gazebo environment. The robot is trying to pick up the egg by applying different forces with its gripper. It starts with the lowest force level and after each try the force is increased, the old egg is unspawned and a new one is created as the old one might be damaged during the experiment. In each trial the robot tries to pick the egg up and hold it up for a period of time. During the experiments we found three possible outcomes (see Figure 8): the egg slips out of the robot’s gripper, the egg is held by the robot successfully, and the egg is crashed by the robot (Figure 9).

Within the experiment we identified four force levels as being too low for grasping the egg, three force levels as appropriate and five force levels as being too high. A video showing this experiment is available\(^7\).

The data structures of the simulation were logged and translated into interval-based first-order representations. Thereby the results of the experiment are made available in the logical programming environment PROLOG which is demonstrated by the following queries:

\[
7\text{- occurs}(E,T1), \, \text{event}(E,\text{‘ClosingGripper’}), \\
\quad \text{argsOf}(E, \text{[rightGripper, force12]}), \, \text{holds}(F,T2), \\
\quad \text{after}(T2,T1), \, \text{fluent}(F,\text{Type}), \, \text{argsOf}(F,\text{Args}).
\]

\[
E = \text{closingGripperEvt7}, \\
T1 = 3.25, \\
F = \text{attachedFll}, \\
T2 = 5.0, \\
\text{Type} = \text{‘Attached’}, \\
\text{Args} = \text{[rightGripper, egg1]}.
\]

\[
7\text{- occurs}(E,T1), \, \text{event}(E,\text{‘ClosingGripper’}), \\
\quad \text{argsOf}(E, \text{[rightGripper, force12]}), \, \text{holds}(F,T2), \\
\quad \text{argsOf}(F,\text{Args}).
\]

\(^6\)http://www.willowgarage.com/pages/pr2/overview

\(^7\)http://www.youtube.com/watch?v=MzMnTooXyCc
where the first and the second query ask for fluents that hold after grasping the egg with \textit{force7} and \textit{force12}, respectively. Whereas using \textit{force7} result in a successful trial where the egg is attached to the robot’s gripper, using \textit{force12} result in a situation where the egg is broken. Given the simulation-based temporal projections of what will happen if the robot grasps an egg with a particular force it is possible to determine an appropriate value for the grasp force parameter.

In the second experiment we used a valid grasping force to pick up an egg and test its behavior when hitting it against obstacles and tables. The egg is picked up and then is hit or pressed against an obstacle. The results here are of course dependent on the forces that affect the egg model: while hitting the egg against another object very gently would not break it, hitting it stronger or pressing it firmly against the table would produce breaking. Figure 10 shows the egg model being cracked after being hit against an obstacle. This experiment can be used to gather information on how to safely manipulate such a fragile object and how the robot’s actions influence the forces applied to the object.

The last experiment was focused on egg splitting. The robot is grasping the egg from the table that’s lying on the table and, after hitting it against an obstacle and cracking it, is trying to split it using his other gripper (Figure 11). This experiment was not entirely successful as the egg to be too fragile for the PR2 grippers. The result of most of the trials involved in this experiment was the cracked egg being completely crashed by the two grippers.

In contrast to the logical formalization that has been proposed by [15] our approach is able to make temporal projections about almost all aspects of the problem specification and its variants. Their theory [15] is based on roughly 70 axioms, but variations such as

- the cook brings the egg to impact very quickly or very slowly
- the bowl is upside down
- the cook tries the procedure with a hard-boiled egg, coconut, or an M&M
- the cook puts the egg in the bowl and exerts steady pressure with his hand
- the cook, having cracked the egg, attempts to peel it off its contents like a hard-boiled egg

cannot be handled without further extensions. All these variations, except the last, seem to be feasible with our simulation approach. We simply have to adapt the robot control program to induce a different manipulation behavior, to change the configu-
ration of the environment, or to adjust the physical parameters of the object models, e.g. size, structure and/or fragility of objects. Although the adjustment of the physical parameters is not trivial, it seems to be much easier than the extension of a logical theory since machine learning techniques can be applied for finding the appropriate physical models.

Figure 12 shows the robot moving its arm away from the egg after breaking it. In the beginning, parts of the eggshell stuck to the gripper and fell off at a later point in time. It is impossible to model such phenomena within logical abstractions, whereas in detailed simulations they simply emerge from the laws of physics. This example strongly emphasizes the benefit of combining first-order representations with physics simulations.

Figure 12: Grasping an egg. (1) eggshell stuck to gripper (2) eggshell fell off the gripper.

4.2 Pouring Liquids

In this scenario the robot picks up a filled container from the table, moves it above a second container, and then pours the water from the first to the second container. We looked at several variants of the problem: (a) the second container has holes, (b) the second container is upside down, (c) honey (instead of water) is poured to an upside down container (d) the task is performed successfully, meaning that the liquid completely ends up in the second container, (e) the second container is already filled which causes it to overflow as soon as the robot pours further liquid to it, meaning that some liquid is spilled on the table.

The following query asks for the conditions that hold after the pouring action:

?- occurs(E,T1), eventT(E,pouringTo),
   argsOf(E,[cup1,liq1,cup2]),
   after(T2,T1), holds(F,T2).

where in variant (a) and (e) F is bound to contains(cup2,liq1), spilled(liq1) and supports(table1,liq1), in variant (b) F is bound to spilled(liq1), supports(table1,liq1) and supports(cup2,liq1), in (c) F is bound to spilled(liq1) and supports(cup2,liq1), and in (d) F is bound to contains(cup2,liq1) (Figure 13). The notably difference between variants (b) and (c) result from the fact that honey has a higher viscosity than water. Within the simulation this is reflected by the different friction values for water and honey.

In a follow-up experiment the robot cleans the table with a sponge (Figure 14). The corresponding query looks as follows:

?- occurs(E,T1), eventT(E,wiping),
   argsOf(E,[sponge1,table1]),
   after(T2,T1), holds(F,T2).

where F is bound to absorbs(sponge1,liq1).

Figure 13: Pouring liquids to containers (a) Pouring liquid to container with holes (b) Pouring water to an upside down container (c) Pouring honey to an upside down container.

Figure 14: Wiping table with sponge (teleoperated) (a) Gripper approaches sponge (b) Gripper pushes sponge over liquid which in turn is absorbed (c) Gripper pushes sponge and both absorbed liquid and sponge move together.

5 Related Work

Solutions to a naive physics problem, namely egg cracking [3], were formulated by [11, 15] based on logical axiomatizations. Limitations of these approaches are mainly that physical details are abstracted away and that variants cannot be handled very flexibly. To overcome such limitations this work proposes a simulation-based approach: we take a logical axiomatization and translate it into a parametrized simulation problem, simulate and log simulation data, translate logged simulation data into an interval-based first-order representation which is used for answering queries about a qualitative reasoning problem.

The integration of numerical simulation and qualitative methods has been investigated before, for example, work on qualitative-numeric simulation [2] and self-explanatory simulations [5]. Work by [12] has shown an integration of numerical simulation and qualitative modeling based on the Qualitative Process Theory [4] for virtual interactive environments. But none of the approaches, we are aware of, have investigated a simulation-based approach for making predictions in the context of every robot object manipulation.
Our simulation-based approach is in a similar line of work by [9] who integrated logic and simulation for commonsense reasoning. Whereas they use a general purpose simulation, we utilize a physics-based simulator augmented with phenomena of everyday physics since we are particularly interested in naive physics reasoning for robot manipulation. Instead of looking at isolated problems, we aim for a tight integration between the our proposed reasoning system and other processes like planning, e.g., to predict whether a meal is edible when executing a specific plan for cooking pasta.

The grounding of logical predicates like contacts(o1, o2) in data of logged simulations is done similar to work by [17] who grounded semantics in visual perception. Similarly, we ground only primitive predicates in logged simulations. Complex predicates are formulated in PROLOG and are based on primitive or other complex predicates similar to definitions of symbolic chronicles [7].

The underlying idea of our approach is not restricted to problems in naive physics, but it can effectively be applied to tasks like the visibility of objects in scenes, perspective taking [13], physically-based motion planning [19], navigation in environments with non-rigid objects [6], and the prediction of interfering effects of continuous and concurrent actions [16].

6 Conclusions

In this paper we presented a simulation-based approach to naive physics temporal projection in the context of robot manipulation. Instead of making predictions based on logical axiomatizations, we propose an inference system based on physics simulations.

We developed techniques for transferring qualitative reasoning problems to physics simulations, for monitoring states of objects and logging them to appropriate data structures, for translating logs into first-order representations, and for answering queries on the resulting representations. We successfully conducted experiments that show that it is feasible to infer answers to naive physics problems based on physical simulations. We think that the effort needed to get a functionality in simulation-based inference is less than for axiomatizing the respective functionality. Additionally, details of investigated problems are not abstracted away within detailed simulations. Furthermore, inference tasks that are notoriously difficult to axiomatize are doable in simulation-based reasoning, for example, tasks including concurrent actions, soft bodies, liquids, and physical processes like mixing, overboiling, or scorching. In this work we are neither aiming for high-performance nor high-fidelity simulations, but rather exploiting simulation technologies for answering questions about naive physics problems which is abstracted in a reasonable small qualitative state space. We expect that issues related to performance and realistic models will be addressed by the game and animation film industry.

Thereby, we believe that this system provides a functionality needed for successfully accomplishing complex everyday robot manipulation tasks. In future work, we will address how robots can employ the simulation-based temporal projection approach for determining the appropriate parametrizations for their actions.
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\textbf{ABSTRACT}

Autonomy requires robustness. The use of unmanned (autonomous) vehicles is appealing for tasks which are dangerous or dull. However, increased reliance on autonomous robots increases reliance on their robustness. Even with validated software, physical faults can cause the controlling software to perceive the environment incorrectly, and thus to make decisions that lead to task failure. We present an online anomaly detection method for robots, that is light-weight, and is able to take into account a large number of monitored sensors and internal measurements, with high precision. We demonstrate a specialization of the familiar Mahalanobis Distance for robot use, and also show how it can be used even with very large dimensions, by online selection of correlated measurements for its use. We empirically evaluate these contributions in different domains: commercial Unmanned Aerial Vehicles (UAVs), a vacuum-cleaning robot, and a high-fidelity flight simulator. We find that the online Mahalanobis distance technique, presented here, is superior to previous methods.

\textbf{Categories and Subject Descriptors}

1.2.9 [Artificial Intelligence]: Robotics

\textbf{General Terms}

Experimentation

\textbf{Keywords}

anomaly detection, Mahalanobis Distance, uncertainty, machine learning, robotics

1. INTRODUCTION

The use of unmanned vehicles and autonomous robots is appealing for tasks which are dangerous or dull, such as surveillance and patrolling [1], aerial search [9], rescue [2] and mapping [19]. However, increased reliance on autonomous robots increases our reliance on their robustness. Even with validated software, physical faults in sensors and actuators can cause the controlling software to perceive the environment incorrectly, and thus to make decisions that lead to task failure.

This type of fault, where a sensor reading can be valid, but invalid given some operational or sensory context, is called \textit{contex-}
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tual failure [4]. For instance, a sensor can get physically stuck such that it no longer reports the true value of its reading, but does report a value which is in the range of valid readings.

Autonomous robots operate in dynamic environments, where it is impossible to foresee, and impractical to account, for all possible faults. Instead, the control systems of the robots must be complemented by anomaly-detection systems, that can detect anomalies in the robot’s systems, and trigger diagnosis (or alert a human operator). To be useful, such a system has to be computationally light (so that it does not create a computational load on the robot, which itself can cause failures), and detect faults with high degree of both precision and recall. A too-high rate of false positives will lead operators to ignoring the system; a too-low rate makes it ineffective. Moreover, the faults must be detected quickly after their occurrence, so that they can be dealt before they become catastrophic.

In this paper, we focus on online anomaly detection methods for robots. We present methods that are light-weight, and are able to take into account a large number of monitored sensors and internal measurements, with high precision. We make two contributions. First, we argue that in monitoring robots and agents, anomaly detection is improved by considering not the raw sensor readings, but their differential. This is because robots act in the same environment in which they sense, and their actions are expected to bring about changes to the environment (and thus change to their sensor readings). Second, we demonstrate the online use of the Mahalanobis distance—a statistical measure of distance between a sample point and a multi-dimensional distribution—to detect anomalies. The use of Mahalanobis distance is not new in anomaly detection; however, as previous work has shown [12] it use with the high-dimensional sensor data produced by robots is non-trivial, and requires determining correlated dimensions. While previous work relied on offline training, to do this, we introduce the use of the lightweight Pearson correlation measure to do this. Taken together, the two contributions lead to an anomaly detection method specialized for robots (or agents), and operating completely on-line.

To evaluate these contributions, we conduct experiments in three different domains: We utilize actual flight-data from commercial Unmanned Aerial Vehicles (UAVs), in which simulated faults were injected by the manufacturer; data from the RV-400 vacuum cleaning robot; and the Flightgear flight simulator, which is widely used for research [10, 16, 7]. In all, we experiment with variant algorithms, and demonstrate that the online Mahalanobis distance technique, presented here, is superior to previous methods. The experiments also show that the use of the differential sensor readings improve on competing anomaly detection techniques, and is thus independent of the use of the Mahalanobis distance.

2. RELATED WORK

Anomaly detection has generated substantial research over past
years. Applications include intrusion and fraud detection, medical applications, robot behavior novelty detection, etc. (see [4] for a comprehensive survey). We focus on anomaly detection in Unmanned (Autonomous) Vehicles (UVs). This domain is characterized by a large amount of data from many sensors and measurements, that is typically noisy and streamed online, and requires an anomaly to be discovered quickly, to prevent threats to the safety of the robot [4].

The large amount of data is produced from a large number of system components comprising of actuators, internal and external sensors, odometry and telemetry, that are each monitored at high frequency. The separated monitored components can be thought of as dimensions, and thus a collection of monitored readings, at a given point in time, can be considered a multidimensional point (e.g., [12, 15]). Therefore, methods that produce an anomaly score for each given point, can use calculations that consider the points’ density, such as Mahalanobis Distance [12] or K-Nearest Neighbor (KNN) [15]. We repeat such a method here.

When large amounts of data are available, distributions can be calculated, hence, statistical approaches for anomaly detection are considered. These approaches usually assume that the data is generated from a particular distribution, which is not the case for high dimensional real data sets [4]. Laurikka et al. [11] proposed the use of Mahalanobis Distance to reduce the multivariate observations to univariate scalars. Brotherton and Mackey [3] use the Mahalanobis Distance as the key factor for determining whether signals measured from an aircraft are of normal or anomalous behavior. However, they are limited in the number of dimensions across which they can use the distance, due to run-time issues.

Apart from having to reduce dimensions when using Mahalanobis Distance, the dimensions that are left should be correlated. Recently, Lin et al. [12] demonstrated how using an online mechanism as the Multi-Stream Dependency Detection (MSDD) [14] can assist in finding correlated attributes in the given data and enable use of Mahalanobis Distance as an anomaly detection procedure. The MSDD algorithm finds correlation between attributes based on their values. Based on the results of the MSDD process, they manually defined the correlated attributes for their experiments. However, the main drawback of using the MSDD method is that it consumes many resources and can only be used with offline training. Thus, we propose using a much simpler algorithm, that groups correlated attributes using Pearson correlation coefficient calculation. This calculation is both light and fast and therefore can be used online, even on a computationally weak robot.

To distinguish the inherent noisy data from anomalies, Kalman filters are usually applied (e.g., [8, 18, 5]). Since simple Kalman filters usually produce a large number of false positives, additional computation is used to determine an anomaly. For example, Cork and Walker [5] present a non-linear model, which, together with Kalman filters, tries to compensate for malfunctioning sensors of UAVs. We use a much simpler filter that significantly improved the results of our approach. The filter normalizes values using a Z score transformation.

3. ONLINE ANOMALY DETECTION FOR ROBOTS

We begin by describing the problem and outlining our approach. We describe the online training procedure, and the specialization for anomaly detection on robots. Finally, we describe when our approach should flag anomalies and describe our algorithm in detail.

3.1 Problem Description

We deal with the problem of online anomaly detection. Let $A = \{a_1, \ldots, a_n\}$ be the set of attributes that are monitored. Monitored attributes can be collected by internal or external sensors (e.g., odometry, telemetry, speed, heading, GPS$_x$, GPS$_y$, etc.). The data is sampled every $t$ milliseconds. An input vector $\mathbf{i}_t = \{i_{t,1}, \ldots, i_{t,n}\}$ is given online, where $i_{t,j} \in \mathbb{R}$ denotes the value of attribute $a_j$ at current time $t$. With each $\mathbf{i}_t$, given, a decision needs to be made instantly whether or not $\mathbf{i}_t$ is anomalous.

Past data $H$ (assumed to be nominal) is also accessible. $H$ is an $m \times n$ matrix where the columns denotes the $n$ monitored attributes and the rows maintain the values of these attributes over $m$ time steps. $H$ can be recorded from a complete operation of the UV that is known to be nominal (e.g., a flight with no known failures), or it can be created from the last $m$ inputs that were given online, that is, $H = \{\mathbf{i}_{t-m-1}, \ldots, \mathbf{i}_{t-1}\}$.

We demonstrate the problem using a running example. Consider a UAV with its actuators that collects and monitors $n$ attributes, such as: air-speed, heading, altitude, roll pitch and yaw, and other telemetry and sensors data. The actuators provides input in a given frequency (usually with 10Hz frequency), when suddenly a fault occurs; for instance, the altimeter is stuck on a valid value, while the GPS’s indicated that the altitude keeps on rising. Another example could be that the UAV’s stick is moved left or right but the UAV is not responsive, due to icy wings. This is expressed in the unchanging values of the roll and heading. Our goal is to detect these failures, by flagging them as anomalies.

3.2 Online Detection

We utilize a sliding window technique [4] to maintain $H$, the data history, online. The sliding window (see Figure 1) is a dynamic window of predefined size $m$ which governs the size of history taken into account in our algorithm. Thus, every time a new input $\mathbf{i}_t$ is received, $H$ is updated as $H \leftarrow \{\mathbf{i}_{t-m-1}, \ldots, \mathbf{i}_{t-1}\}$ the last $m$ online inputs. The data in $H$ is always assumed to be nominal and is used in the online training process. Based on $H$ we evaluate the anomaly score for the current input $\mathbf{i}_t$ using the Mahalanobis Distance [13].

Mahalanobis Distance is an $n$ dimensional Z-score. It calculates the distance between an $n$ dimensional point to a group of others, in units of standard deviations [13]. In contrast to the common $n$ dimensional Euclidean Distance, Mahalanobis Distance also considers the points’ distribution. Therefore, if the group of points represents an observation, then the Mahalanobis Distance indicates whether a new point is an outlier compared to the observation. A point with similar values to the observed points is located in the multidimensional space, within a dense area and will have a lower Mahalanobis Distance. However, an outlier will be located outside the dense area and will have a larger Mahalanobis Distance.

An example is depicted in Figure 2. We can see in the figure that while $A$ and $B$ have the same Euclidean distance from the centroid $\mu$, $A$’s Mahalanobis Distance (3.68) is greater than $B$’s (1.5), because an instance of $B$ is more probable than an instance of $A$ with respect to the other points.
Thanks to the nature of the Mahalanobis Distance, we can utilize it for anomaly detection in our environment. Each of the \( n \) attributes of the domain correlates to a dimension. An input vector \( \vec{t}_i \) is the \( n \) dimensional point, that is measured by Mahalanobis Distance against \( H \). The Mahalanobis Distance is then used to indicate whether each new input point \( \vec{t}_i \) is an outlier with respect to \( H \).

Using the Mahalanobis Distance, we can easily detect the three common categories of anomalies [4]:

1. **Point anomalies**: illegal data instances, corresponding to illegal values in \( \vec{t}_i \).
2. **Contextual anomalies**, that is, data instances that are only illegal with respect to specific context but not otherwise. In our approach, the context is provided by the changing data of the sliding window.
3. **Collective anomalies**, which are related data instances that are legal apart, but illegal when they occur together. This is met with the multi-dimensionality of the points being measured by the Mahalanobis Distance.

An anomaly of any type, can cause the representative point to be apart from the nominal points, in the relating dimension, thus placing it outside of a dense area, and leading to a large Mahalanobis Distance and eventually raising an alarm.

Formally, the Mahalanobis Distance is calculated as follows. Recall that \( \vec{t}_i = (t_{i,1}, t_{i,2}, \ldots, t_{i,n}) \) is the vector of the current input of the \( n \) attributes being monitored, and \( H = m \times n \) matrix is the group of these attributes’ nominal values. We define the mean of \( H \) by \( \mu = (\mu_{1}, \mu_{2}, \ldots, \mu_{n}) \), and \( S \) is the covariance matrix of \( H \). The Mahalanobis Distance, \( D_{mahal} \), from \( \vec{t}_i \) to \( H \) is defined as:

\[
D_{mahal}(\vec{t}_i, H) = \sqrt{(\vec{t}_i \cdot \mu)^T S^{-1} (\vec{t}_i \cdot \mu)}
\]

Using the Mahalanobis Distance as an anomaly detector is prone to errors without guidance. Recently, Lin et al. [12] showed that the success of Mahalanobis Distance as an anomaly detector depends on whether the dimensions inspected are correlated or not. When the dimensions are indeed correlated, a larger Mahalanobis Distance can better indicate point, contextual or collective anomalies. However, the same effect occurs when uncorrelated dimensions are selected. When the dimensions are not correlated, it is more probable that a given nominal input point will differ from the observed nominal points in those dimensions, exactly as in contextual anomaly. This can cause the return of large Mahalanobis Distance and the generating of false alarms.

Therefore, it is imperative to use a training process prior to the usage of the Mahalanobis Distance. This process will find and group correlated attributes, after which Mahalanobis Distance can be applied per each correlated set of attributes. Instead of regarding \( \vec{t}_i \) as one \( n \) dimensional point and use one measurement of Mahalanobis Distance against \( H \), we apply several measurements, one per each correlated set. In the next subsection we describe the work of the training process and how it is applied online.

### 3.3 Online Training

Finding correlated attributes automatically is a difficult task. Some attributes may be constantly correlated to more than one attribute, while other attribute’s values can be dynamically correlated to other attributes based on the characteristic of the data. For example, the elevation value of an aircraft’s stick is correlated to the aircraft’s pitch and to the change of height, measured in the differences of the values of the altitude attribute. However, this is only true depending on the value of the roll attribute, which is influenced by the aileron value of the aircraft’s stick. As the aircraft is being rolled, the pitch axis is getting more vertical. This, in turn, makes the elevation value to correlate to the heading value, rather than the height. This example demonstrates how correlation between attributes can change during execution time. Thus, it is apparent that an online training is needed to find dynamic correlations between the attributes.

Figure 3 shows a visualization of a correlation matrix, were each cell, \( a_{i,j} \) depicts the correlation strength between attributes \( a_i, a_j \). The stronger the correlation, the darker the color of the cell. Figure 3 displays three snapshots taken from different time periods of a simulated flight, where 71 attributes were monitored. The correlation change is apparent.

\[
\rho = \frac{\sum_{i}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i}(x_i - \bar{x})^2\sum_{i}(y_i - \bar{y})^2}}
\]

Figure 3: Visualization of correlation change during a flight

We use a fast online trainer, denoted as Online_Trainer(\( H \)). Based on the data of the sliding window \( H \), the online trainer returns \( n \) sets of dynamically correlated attributes, denoted as \( CS = \{CS_1, CS_2, \ldots, CS_n\} \), and a threshold per each set, denoted as \( TS = \{threshold_1, \ldots, threshold_n\} \).

The online trainer executes two procedures. The first is a correlation detector (see Alg. 1) that is based on Pearson correlation coefficient calculation. Formally, the Pearson correlation coefficient \( \rho \) between given two vectors \( \vec{X} \) and \( \vec{Y} \) with averages \( \bar{x} \) and \( \bar{y} \), is defined as:

\[
\rho = \frac{\sum_{i}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i}(x_i - \bar{x})^2\sum_{i}(y_i - \bar{y})^2}}
\]

\( \rho \) ranges between \([-1, 1] \), where 1 represents a strong positive correlation, and -1 represents a strong negative correlation. Values closer to 0 indicate no correlation.

**Algorithm 1** Correlation_Detector(\( H \))

for each \( a_i \in A \) do

\( CS_i \leftarrow \phi \)

for each \( a_j \in A \) do

if \( |\rho_{i,j}(H^T_i, H^T_j)| > ct \) then

\( a_j \) to \( CS_i \)

add \( a_j \) to \( CS_i \)

return \( CS_i \)

Algorithm 1 returns the \( n \) sets of correlated attributes, one per each attribute \( a_i \in A \). Each \( CS_i \) contains the indices of the other attributes that are correlated to \( a_i \). The calculation is done as follows. The vectors of the last \( m \) values of each two attributes \( a_i, a_j \) are extracted from \( H \) and denoted \( H^T_i, H^T_j \). We then apply the Pearson correlation on them denoted as \( \rho_{i,j} \). If the absolute result \( |\rho_{i,j}| \) is larger than a correlation threshold parameter \( ct \in \{0..1\} \), then the attributes are declared correlated and \( a_j \) is added to \( CS_i \).

The \( ct \) parameter governs the size of the correlated attributes set.

On the one hand, the higher it is, less attributes are deemed correlated, thereby decreasing the dimensions and the total amount of calculations. However, this might also prevent attributes from being deemed correlated and affect the flagging of anomalies. On the other hand, the smaller the \( ct \) more attributes are considered correlated, thereby increasing the dimensions, and also increasing
the likelihood of false positives, as less correlated attributes are selected.

The second procedure sets a threshold value per each correlated set. These thresholds are later used by the Anomaly Detector (see Alg. 2) to declare an anomaly if the anomaly score of a given input crossed a threshold value. Each threshold, $t \in TS$ is set to be the highest Mahalanobis Distance of points with dimensions relating the attributes in $CS_a$ extracted from $H$. Since every point in $H$ is considered nominal, then any higher Mahalanobis Distance indicates an anomaly.

### 3.4 Specializing Anomaly Detection for Robots

Monitoring in the domains of autonomous robots is unique and have special characteristics. The main difference emerges from the fact that we are required to monitor using the data obtained from sensors that are used in the control loop to affect the environment. In other words, the expectations to see changes in the environment are a function of the actions selected by the agent.

Therefore, it makes sense to monitor the change in the values measured by the sensors (which originates from the robot’s actions), rather than the absolute values. The raw readings of the sensors usually do not correspond directly to the agent’s actions. For example, an increase of speed should be correlated to the loss of height generated by the UAV’s action, rather than correlating a specific speed value with a specific height value. Formally, we use the difference between the last two samples of each attribute, denoted as $\Delta(i) = i_t - i_{t-1}$.

To eliminate false positives caused by the uncertainty inherent in the sensors’ readings, and also to facilitate the reasoning about the relative values of attributes, we apply a smoothing function using a $z$-transform. This filter measures changes in terms of standard deviations (based on the sliding window) and normalizes all values to using the same standard deviation units. A $Z$-score is calculated for a value $x$ and a vector $\vec{x}$ using the vector’s mean value $\bar{x}$ and its standard deviation $\sigma_x$, that is, $Z(x, \vec{x}) = \frac{x - \bar{x}}{\sigma_x}$.

We then transform each value $i_{t,j}$ to its $Z$-score based on the last $m$ values extracted from the sliding window $H (H_j^T)$. Formally, $Z_{raw}(i_t) = \{Z(i_{t,1}, H_j^T), \ldots, Z(i_{t,n}, H_j^T)\}$. We also define this transformation on the differential data as $Z_{\Delta}(i_t) = \Delta(i_{t,j})$.

Two aspects emphasize the need to use filters. First, the live feed of data is noisy. Had we used only the last two samples, the noise could have significantly damaged the quality of the differential data. Second, the data feed is received with high frequency. When the frequency of the incoming data is grater than the speed of the change in an attribute, the differential values might equal zero. Therefore, a filter that slows the change in that data, and takes into account its continuity, must be applied. In our simulations we experimented with two types of filters that use the aforementioned $Z$-transformations, $Z_{raw}$ and $Z_{\Delta}$.

When an actuator is idle, its $Z$-values are all 0s, since each incoming raw value is the same as the last $m$ raw values. However, as the actuator’s reading changes, the raw values become increasingly different from one another, increasing the actuator’s $Z$-values, up until the actuator is idle again (possibly on a different raw value). The last $m$ raw values are filled again with constant values, lowering the actuator’s $Z$-values. This way, a change is modeled by a “ripple effect”, causing other attributes that correspond to the same changes, also to be affected by that effect.

Figure 4 illustrates the $Z$-transformation technique. The data is taken from a segment of a simulated flight. The figure presents values of attributes (Y Axis) through time (X axis). The $aileron$ attribute stores the left and right movement of the UAV’s stick. These movements controls the UAV’s $roll$ which is sensed using gyros and stored in the $roll$ attribute. We say that the $aileron$ and $roll$ attributes are correlated if they share the same effect of change. The $aileron$’s raw data is shown in Figure 4 as the square points, which remains almost constant. Yet, the $roll$’s raw data, marked as an upside triangle, differs significantly from the $aileron$’s data. However, they share a similar ripple effect, illustrated by their $Z$-transformation values, shown in the triangle points and the diamond points. Thus, our Pearson calculation technique can find this correlation quite easily. Other attributes that otherwise could be mistakenly considered correlated when using just the raw data or $\Delta$ technique, will not be considered as such when using the $Z$-transformation technique, unless they both share a similar ripple effect. This could explain the fact that the $Z_{\Delta}$ technique was proven to be the best one that minimizes the number of false positives as described in Section 4.2.

### 3.5 The Anomaly Detector

Algorithm 2 lists how the anomaly detector works. Each input vector that is obtained online, $i_t$, is transformed to $Z_{\Delta}(i_t)$. The sliding window $H$ is updated. The online trainer process retrieves the sets of correlated attributes and their thresholds. For each correlated set, only the relating dimensions are considered when we compare the point extracted from $i_t$ to the points with the same dimensions in $H$. These points are compared using Mahalanobis Distance. If the distance is larger than the correlated sets’ threshold, then an anomaly is declared.

**Algorithm 2 Anomaly_Detector($i_t$)**

\[
\begin{align*}
    \vec{i} &\leftarrow Z_{\Delta}(i_t) \\
    H &\leftarrow \{i_{t-m+1}, \ldots, i_{t-1}\} \\
    CS, TS &\leftarrow \text{Online_Trainer}(H) \\
    \text{for each } a (0 \leq a \leq |CS|) \text{ do} \\
    \quad \text{Let } CS_a \text{ be the } a\text{'th set of correlated attributes in } CS \\
    \quad \text{Let } threshold_{a} \text{ be the } a\text{'th threshold, associated with } CS_a \\
    \quad P_{\text{new}} &\leftarrow \text{points with dimensions relating to } CS_a\text{'s attributes extracted from } H \\
    \quad p_{\text{new}} &\leftarrow \text{point with dimensions relating to } CS_a\text{'s attributes extracted from } i_t \\
    \quad \text{if } threshold_{a} < D_{\text{mahal}}(p_{\text{new}}, P_{\text{new}}) \text{ then} \\
    \quad \quad \text{declare } \text{“Anomaly”}.
\end{align*}
\]

**Figure 4: Illustration of the $Z$-transformation.**
proach, and we show how it outperforms other anomaly detection approaches.

4.1 Experiments Setup

We use three domains to test our approach, described in Table 1.

<table>
<thead>
<tr>
<th>Domain</th>
<th>UAV</th>
<th>UGV</th>
<th>FlightGear</th>
</tr>
</thead>
<tbody>
<tr>
<td>data</td>
<td>real</td>
<td>real</td>
<td>simulated</td>
</tr>
<tr>
<td>anomalies</td>
<td>simulated</td>
<td>real</td>
<td>simulated</td>
</tr>
<tr>
<td>scenarios</td>
<td>2</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>scenario duration (sec)</td>
<td>2100</td>
<td>96</td>
<td>660</td>
</tr>
<tr>
<td>attributes</td>
<td>55</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>frequency</td>
<td>4Hz</td>
<td>10Hz</td>
<td>4Hz</td>
</tr>
<tr>
<td>anomalies per scenario</td>
<td>1</td>
<td>1</td>
<td>4 to 6</td>
</tr>
<tr>
<td>anomaly duration (sec)</td>
<td>64</td>
<td>100</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1: Tested domains and their characteristics.

The first is a commercial UAV (Unmanned Aerial Vehicles). The data of two real flights, with simulated faults, was provided by the manufacture. The fault of the first flight is a gradually decreasing value of one attribute. The fault of the second flight is an attribute that froze on a legal value. This fault is specially challenging, because it is associated with an attribute that is not correlated to any others, making it very difficult for our approach to detect the anomaly.

The second domain is a UGV. We used a laboratory robot, the RV-400 (see Fig. 5). This robot is equipped with ten sonars, four bumpers and odometry measures. We tested two scenarios. In each scenario the robot went straight, yet it was tangled with a string that was connected to a cart with weight. The extra weight causes the robot to slow down in the first scenario, and completely stop in the second scenario. These scenarios demonstrate anomalies that are a result of the physical objects which are not sensed by the robot. Therefore, the robot’s operating program is unaware of these objects as well, leaving the situation unhandled. This domain also presents the challenge of having little data (only 96 seconds of data).

To further test our approach, on more types of faults and on various conditions, we used a third domain, the FlightGear flight simulator (see Fig. 6). FlightGear models real world behavior, and provides realistic noisy data. “Instruments that lag in real life, lag correctly in FlightGear, gyro drift is modeled correctly, the magnetic compass is subject to aircraft body forces.”[6] Furthermore, FlightGear also accurately models many instrument and system faults, that can be injected into a flight. For example, “if the vacuum system fails, the HSI gyros spin down slowly with a corresponding degradation in response as well as a slowly increasing bias/error.”[6]

In the FlightGear simulation, we programmed an autonomous UAV to fly according to the following behaviors: a take-off, an altitude maintenance, a turn, and eventually a landing. During a flight, 4 to 6 faults were injected into three different components: the airspeed-indicator, altimeter and the magnetic compass. The faults and their time of injection, were both randomly selected. Each fault could be a contextual anomaly [4] with respect to the UAV’s behavior, and a collective anomaly [4] with respect to the measurements of different instruments such as the GPS airspeed, altitude indicators and the Horizontal Situation Indicator.

Our approach is based on three key features, compared to previous work. 1) a comparison to a sliding window, rather than a complete record of past data. 2) the use of an online training process to find correlated attributes. 3) the use of differential filtered data.

To show the independent contribution of each feature we tested the following online anomaly detectors that are described by three parameters (Nominal Data, Training, Filter), as summarized in Table 2. The bold line is our recommended approach when using $Z_\Delta$ as the filter.

<table>
<thead>
<tr>
<th>Name</th>
<th>Nominal Data</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CD,none,filter)</td>
<td>complete past data</td>
<td>none</td>
</tr>
<tr>
<td>(SW,none,filter)</td>
<td>sliding window offline</td>
<td>offline</td>
</tr>
<tr>
<td>(SW,Tcd,filter)</td>
<td>sliding window offline</td>
<td>offline</td>
</tr>
<tr>
<td>(SW,Tsw,filter)</td>
<td>sliding window online</td>
<td>online</td>
</tr>
</tbody>
</table>

Table 2: Tested Anomaly Detectors.

The filter can be raw, $\Delta$, $Z_{raw}$, $Z_\Delta$ as described in Section 3.4. CD denotes the use of a Complete record of past Data. SW denotes the use of a Sliding Window. (SW,Tsw,$Z_{\Delta}$) is our proposed anomaly detector described in section 3.5. (SW,Tcd,filter) uses almost the same technique: the thresholds are calculated on the data of the sliding window. However the training is done first, offline, on a complete record of past data. With (CD,Tcd,filter), the data of the sliding window is replaced with the data of the complete past record. With (SW,none,filter) no training is done, meaning all the dimensions are used at once to compare $i_t$ to the data of the sliding window. (CD,none,filter) uses all the dimensions to compare $i_t$ to the data of a complete past record.

(CD,Tsw,filter) is not displayed in table 2. This anomaly detector executes the training process on the sliding window, thus, thresholds are calculated online each time different correlated sets are returned. However, the comparison of the online input is made against a complete record of past data, thus, thresholds are calculated on the data of CD, which is considerably larger than the data of SW. Therefore, the anomaly detection of (CD,Tsw,filter) is not feasible online, hence, its is not compared to the other anomaly detectors displayed in table 2.

We evaluated the different anomaly detectors by the detection rate and false alarm rate. To this aim we define four counters, which are updated for every input $i_t$. A “True Positive” (TP) refers to the flagging of an anomalous input as anomalous. A “False Negative” (FN) refers to the flagging of an anomalous input as nominal. A “False Positive” (FP) refers to the flagging of a nominal input as anomalous. A “True Negative” (TN) refers to the flagging of a nominal input as nominal. Table 3 summarizes how these counters are updated.

<table>
<thead>
<tr>
<th>score</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>counts 1 if at least one “anomalous” flagging occurred during a fault time</td>
</tr>
<tr>
<td>FN</td>
<td>counts 1 if no “anomalous” flagging occurred during a fault time</td>
</tr>
<tr>
<td>FP</td>
<td>counts every “anomalous” flagging during nominal time</td>
</tr>
<tr>
<td>TN</td>
<td>counts every “nominal” flagging during nominal time</td>
</tr>
</tbody>
</table>

Table 3: Scoring an anomaly detector.

For each algorithm, we calculated the detection rate $\frac{tp}{tp+fn}$.
and the false alarm rate = \frac{fp}{fp+tn}. An efficient classifier should maximize the detection rate and minimize the false alarm rate. The perfect classifier has a detection rate of 1, and a false alarm rate of 0.

4.2 Results

Figures 7 and 8 present the detection rate and the false alarm rate respectively of 15 flights in the FlightGear simulator. We present the influence of the different filters on the different algorithms. The scale ranges from 0 to 1, where 0 is the best possible score for a false alarm rate and 1 is the best possible score for a detection rate.

The next two anomaly detectors, introduce the use of offline training. The first (CD,Tcd), uses a complete record of past data, while the second (SW,Tcd) uses a sliding window. However in both anomaly detectors the training is done offline, on a complete record of past data. When no filter is used, (CD,Tcd) declares an anomaly most of the times, this is illustrated in the square dot in Figures 7 and 8. When filters are used, more false negatives occur, expressed in the almost 0 false alarm rates and the decreasing of the detection rate. However, when a sliding windows is used, even with no filters, (SW,Tcd) got better results, a detection rate of 1, and less than 0.5 false alarm rate, which is lower than (CD,Tcd)’s false alarm rate. The filters used with (SW,Tcd) lower the false alarm rate to almost 0, but this time, the detection rate, though decreased, remains high. Comparing (SW,Tcd) to (CD,Tcd) shows the importance of a sliding window, while comparing (SW,Tcd) to (SW,none) it shows the crucial need of training.

The final anomaly detector is (SW,Tsw) which differs from (SW,Tcd) by the training mechanism. (SW,Tsw) applies an online training on the sliding window. This allows achieving a very high detection rate. Each filter used allows increasing the detection rate closer to 1, until Z_\Delta gets the score of 1. The false alarm rate is very high when no filter is used. When using filters we are able to reduce the false alarm rate near to 0. (SW,Tsw,Z_\Delta), which is the approach we described in section 3.5, achieves a detection rate of 1, and a low false alarm rate of 0.064.

The results show the main contributions of each feature, summarized in table 4.

<table>
<thead>
<tr>
<th>feature</th>
<th>contribution</th>
<th>reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>sliding window</td>
<td>decreases FP</td>
<td>similarity of ( \vec{t_i} ) to ( H ).</td>
</tr>
<tr>
<td>training</td>
<td>increases TP</td>
<td>correlated dimensions ( \rightarrow ) more conspicuous anomalies.</td>
</tr>
<tr>
<td>online training</td>
<td>increases TP</td>
<td>correspondence to dynamic correlation changes.</td>
</tr>
<tr>
<td>filters</td>
<td>decreases FP</td>
<td>better correlations are found.</td>
</tr>
</tbody>
</table>

filters increases TP

Table 4: Feature Contributions

Figure 9 describes the entire space of classifiers: the X-axis is the false alarm rate and the Y-axis is the detection rate. A classifier is expressed as a 2D point. The perfect anomaly detector is located at point (0,1), that is, it has no false positives, and detects all the anomalies. Figure 9 illustrates that when the features of our approach are applied, they allow the results to approximate the perfect classifier.

Figure 10 shows the detection rates and false alarm rates of (TW,Tsw,Z_\Delta) in the classifier space, when we increase the correlation threshold ct \( \in \{0..1\} \) in the online trainer described in
Figure 10: The influence of the correlation threshold.

section 3.3. Note that the X axis scales differently than in Figure 9, it ranges between [0, 0.2] in order to zoom in on the effect.

When $ct$ equals 0 all the attributes are selected for each correlated set, resulting with false alarms. As $ct$ increases, less uncorrelated attributes are selected, reducing the false alarms, until a peak is reached. The average peak of the 15 FlightGear’s flights was reached when $ct$ equals 0.5. (TW,Tsw,$Z_\Delta$) averaged a detection rate of 1, and a false alarm rate of 0.064. As $ct$ increases above that peak, less attributes that are crucial for the detection of an anomaly are selected, thereby increasing the false negatives, which in return lowers the detection rate. When $ct$ reaches 1, no attributes are selected, resulting a constant false negative.

To further test our approach, we compare it with other methods. Support Vector Machines (SVM) are considered very successful classifiers when examples of all categories are provided [17]. However, the SVM algorithm classifies every input as nominal, including all anomalies, resulting in a detection rate of 0 as Figure 11 shows. Samples of both categories are provided to the SVM, and it is an offline process, yet, the contextual and collective anomalies are undetected. This goes to show how illusive these anomalies are, which were undetected by a successful and well-known classifier, even under unrealistic favoring conditions.

We also examine the quality of (SW,Tsw,$Z_\Delta$) in the context of other anomaly detectors. We compared it to the incremental LOF algorithm [15]. As in our approach, the incremental LOF returns a density based anomaly score in an online fashion. The incremental LOF uses $K$ nearest neighbor technique to compare the density of the input’s “neighborhood” against the average density of the nominal observations [15]. Figure 11 shows a detection rate of 1 to (SW,Tsw,$Z_\Delta$) and the incremental LOF algorithm, making it a better competitive approach to ours than the SVM.

Since the incremental LOF returns an anomaly score rather than an anomaly label, we compared the two approaches using an offline optimizer algorithm that gets the anomaly scores returned by an anomaly detector, and the anomaly times, and returns the optimal thresholds, which in retrospect, the anomaly detector would have labeled the anomalies, in a way that all anomalies would have been detected with a minimum of false positives.

Figure 12 to 15 show for every tested domain the false alarm rate of
1. (SW,Tsw,$Z_\Delta$)
2. optimized (SW,Tsw,$Z_\Delta$) denoted as OPT(SW,Tsw,$Z_\Delta$)
3. optimized incremental LOF denoted as OPT(LOF)

The results of the detection rate for these anomaly detectors is 1 in every tested domain, just like the perfect classifier, all anomalies are detected. Thus, the false alarm rate presented, also expresses the distance to the perfect classifier, where 0 is perfect.

The comparison between (SW,Tsw,$Z_\Delta$) to OPT(LOF) does not indicate which approach is better in anomaly detection, since the incremental LOF is optimized, meaning, the best theoretical results it can get are displayed. However the comparison between OPT(SW,Tsw,$Z_\Delta$) to OPT(LOF) does indicate which approach is better, since both are optimized. The comparison between OPT(SW,Tsw,$Z_\Delta$) to (SW,Tsw,$Z_\Delta$) indicates how better (SW,Tsw,$Z_\Delta$) can theoretically get.

In all the domains the OPT(SW,Tsw,$Z_\Delta$) had the lowest false alarm rate. Naturally, OPT(SW,Tsw,$Z_\Delta$) has a lower false alarm rate than (SW,Tsw,$Z_\Delta$). But more significantly, it had a lower false alarm rate than OPT(LOF), making our approach a better anomaly detector than the incremental LOF algorithm. Of all the tested domains, the highest false alarm rate of (SW,Tsw,$Z_\Delta$) occurred in the UAV’s second flight, as Figure 14 show (little above 0.09). In this flight, the fault occurred in an attribute that is not very correlated
to any other. Thus, the correlation threshold (ct) had to be lowered. This allowed the existence of a correlated set that includes the faulty attribute as well as other attributes. This led to the detection of the anomaly. However the addition of uncorrelated attributes increased the false alarm rate as well.

Figure 15 show a surprising result. Even though the results of the incremental LOF are optimized, (SW,Tsw,ZΔ), which is not optimized, had a lower false alarm rate. This is explained by the fact that in the UGV domain, there was very little data. KNN approaches usually fail when nominal or anomalous instances do not have enough close neighbors [4]. This domain simply did not provide the LOF calculation enough data to accurately detect anomalies. However, the Mahalanobis Distance uses all the points in the distribution, enough data to properly detect the anomalies.

Figure 16: Sliding Window’s changing size.

Figure 16 shows the false alarm rate influenced by the increase of the sliding window’s size. While Mahalanobis Distance uses the distribution of all the points in the sliding window, the KNN uses only a neighborhood within the window, thus unaffected by its size. Therefore, there exists a size upon which our approach’s real false alarm rate, meets the incremental LOF’s optimized false alarm rate.

5. SUMMARY AND FUTURE WORK

We showed an unsupervised, model free, online anomaly detector for robots, that shows a great potential in detecting anomalies while minimizing false alarms. Moreover, the features of the sliding window, the online training and the filtered differential data, made the difference between having an unusable anomaly detector, and an anomaly detector that is better than current existing methods, when applied to robots. However we also showed that with different thresholds, even better results could be obtained. Therefore, in our future work we shall try to select thresholds in a more clever way. Raising an alarm is just the first step towards autonomous self-correcting robots. The next step before diagnosing the cause of the fault, is isolating it. By process of eliminating dimensions, the anomaly, or fault, could be isolated, thus helping a diagnosis process.
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ABSTRACT

Incremental heuristic search algorithms can solve sequences of similar search problems potentially faster than heuristic search algorithms that solve each search problem from scratch. So far, there existed incremental heuristic search algorithms (such as Adaptive A*) that make the h-values of the current A* search more informed, which can speed up future A* searches, and incremental heuristic search algorithms (such as D* Lite) that change the search tree of the current A* search to the search tree of the next A* search, which can be faster than constructing it from scratch. In this paper, we present Tree Adaptive A*, which applies to goal-directed navigation in unknown terrain and builds on Adaptive A* but combines both classes of incremental heuristic search algorithms in a novel way. We demonstrate experimentally that it can run faster than Adaptive A*, Path Adaptive A* and D* Lite, the top incremental heuristic search algorithms in the context of goal-directed navigation in unknown grids.

Categories and Subject Descriptors

I.2.8 [Problem Solving, Control Methods, and Search]: [Graph and tree search strategies]

General Terms

Algorithms, Experimentation

Keywords

Agent Reasoning::Planning (single and multi-agent), Robot Reasoning::Planning, Path Planning

*This material is based upon work supported by NSF (while Sven Koenig was serving at NSF). It is also based upon work supported by Fondecyt-Chile under contract/grant number 11080063, ARL/ARO under contract/grant number W911NF-08-1-0468, ONR in form of a MURI under contract/grant number N00014-09-1-1031, DOT under contract/grant number DTFH61-11-C-00010 and the Spanish Ministry of Science and Innovation under grant number TIN2009-13591-C02-02. The views and conclusions contained in this document are those of the authors and should not be interpreted as representing the official policies, either expressed or implied, of the sponsoring organizations, agencies or the U.S. government.

Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

1. INTRODUCTION

Agents, such as robots and game characters, have to be able to navigate from their current location to a given destination [4]. However, they might not know a map of the terrain initially, and their sensors can typically sense the terrain only near their current location. They can use path planning with the freespace assumption to navigate from their current location to their destination, which is a popular approach in robotics [13]: The agents plan a minimum-cost path from their current location to their destination under the assumption that the terrain is traversable except for the obstacles that they have already sensed. As they move along the planned path, they sense additional obstacles and add them to their map. When they detect obstacles on the path, they replan a minimum-cost path from their current location to their destination and repeat the process until they reach their destination or can no longer find a path to their destination (in which case the destination is unreachable).

Path planning with the freespace assumption thus interleaves path planning with movement and requires repeated searches. These searches need to be fast since agents have to move smoothly and without delay. For example, the computer game company Bioware imposes a time limit of 1-3ms on each search [2]. However, even A* searches [6] can be time consuming if the terrain is large or many agents perform simultaneous searches. Incremental heuristic search algorithms use information from the current and previous searches to solve future similar search problems potentially faster than heuristic search algorithms that solve each search problem from scratch [12]. They have been used to speed up A* searches in the context of both symbolic planning [9] and path planning [12]. There are two classes of incremental heuristic search algorithms:

- Incremental heuristic search algorithms of the first class make the h-values of the current search more informed, which can speed up future searches by making them more focused. Examples include Adaptive A* [11], Generalized Adaptive A* [19] and Multi-target Adaptive A* [16].

- Incremental heuristic search algorithms of the second class change the search tree of the current search to the search tree of the next search, which can be faster than constructing it from scratch. Examples include D* [18] and D* Lite [10], which can speed up A* searches by more than one order of magnitude [10] and are typically faster than Adaptive A* and Generalized Adaptive A* in the context of goal-directed navigation in unknown terrain [11]. Versions of them have been used as part of path planners in
a wide range of fielded robotics systems [14, 5, 15], including the winning DARPA Urban Challenge entry from Carnegie Mellon University.

We present Tree Adaptive A* (Tree-AA*) in this paper, an incremental heuristic search algorithm that applies to path-planning with the freespace assumption for goal-directed navigation in unknown terrain or, more generally, repeatedly following a minimum-cost path from the current location to a destination where the movement costs can increase (but not decrease). Tree-AA* generalizes Path Adaptive A* (Path-AA*) [7]. Path-AA* applies to path planning with the freespace assumption and generalizes Adaptive A* to reuse a suffix of the minimum-cost path of the current A* search (= reusable path) to allow the next A* search to terminate earlier. Tree-AA* also applies to path planning with the freespace assumption but generalizes Adaptive A* to reuse suffixes of the minimum-cost paths of the current and all previous A* searches (= reusable tree). Thus, Tree-AA* combines incremental heuristic search algorithms of the two above classes in a novel way. The reusable tree of Tree-AA* is similar to the search tree of incremental heuristic search algorithms (such as D* Lite) that change the search tree of the current A* search to the search tree of the next A* search since they perform backward A* searches to guarantee that the root of the search tree does not change. However, Tree-AA* changes the reusable tree via forward A* searches, which is a novel way of maintaining the search tree. We demonstrate experimentally that it can run faster than Path-AA*, Adaptive A* and D* Lite, the top incremental heuristic search algorithms of the two above classes in a novel way. The reusable tree of Tree-AA* is similar to the search tree of incremental heuristic search algorithms (such as D* Lite) that change the search tree of the current A* search to the search tree of the next A* search since they perform backward A* searches to guarantee that the root of the search tree does not change. However, Tree-AA* changes the reusable tree via forward A* searches, which is a novel way of maintaining the search tree. We demonstrate experimentally that it can run faster than Path-AA*, Adaptive A* and D* Lite, the top incremental heuristic search algorithms of the two above classes in a novel way.

2. NOTATION

We use the following notation: \( S \) is the finite set of states, which correspond to the locations. \( s_{\text{start}} \in S \) is the current state of the agent, which corresponds to its current location. \( s_{\text{goal}} \in S \) is the goal state, which corresponds to its destination. \( \text{Succ}(s) \subseteq S \) is the set of successor states of state \( s \in S \). \( c(s,s') \geq 0 \) is the cost of moving from state \( s \in S \) to its successor state \( s' \in \text{Succ}(s) \). The cost goal of a state is the cost of a minimum-cost path from the state to the goal state. The h-value \( h(s) \) (= heuristic) of state \( s \in S \) is a consistent approximation of the goal cost of the state, that is, one that satisfies the triangle inequality [17].

3. BACKGROUND

We provide a brief introduction to Adaptive A* and Path-AA* since Tree-AA* uses their principles. Both incremental heuristic search algorithms apply to path planning with the freespace assumption and use A* searches to find a minimum-cost path from the current state of the agent to the goal state. They perform A* searches from the current state of the agent to the goal state (= forward search), which is the most efficient search direction for Adaptive A* [10] and the only possible search direction for Path-AA*. As the agent follows the planned path, it senses additional obstacles, which increase the costs of moving from some states to their successor states (often to infinity). When one or more edges with increased costs are on the planned path between the current state of the agent and the goal state, Path-AA* replans a minimum-cost path from the current state of the agent to the goal state and then repeats the process until it reaches the goal state or it can no longer find a path to the goal state.

3.1 Adaptive A*

Adaptive A* [11] is based on the following “update principle,” which was first described in [8] in the context of hierarchical A* search: If the h-value of every state expanded by an A* search with consistent h-values is set to the f-value of the goal state minus the g-value of the state, then the resulting h-values are again consistent and weakly dominate the original h-values. Thus, an A* search with the resulting h-values expands no more states than an A* search with the original h-values (and the same tie-breaking strategy). The goal state has to remain unchanged from A* search to A* search but the start state can change and some movement costs can increase (but not decrease). Thus, Adaptive A* can be used for path planning with the freespace assumption, which typically makes the A* searches more focused and thus speeds them up. The properties of Adaptive A* are explained in more detail in [11]. We make extensive use of the property that Adaptive A* sets the h-values of all states on the minimum-cost path to their goal costs.

3.2 Path Adaptive A* (Path-AA*)

Path Adaptive A* (Path-AA*) [7] is based on the following “termination principle” and extends the “path-caching strategy,” which was first described in [8] in the context of hierarchical A* search: If one knows a minimum-cost path
from some state to the goal state (= reusable path) and the h-values of all states on the reusable path are equal to their goal costs, then a forward A* can terminate when it is about to expand a state on the reusable path (including the goal state). Thus, a Path-AA* search can terminate earlier than a regular A* search, that terminates only when it is about to expand the goal state. The (minimum-cost) path from the current state of the agent to the state on the reusable path and the (minimum-cost) path from the state on the reusable path to the goal state along the reusable path then form a minimum-cost path from the current state of the agent to the goal state. The properties of Path-AA* are explained in more detail in [7].

4. TREE ADAPTIVE A* (TREE-AA*)

Path-AA* was the first search algorithm to combine incremental heuristic search algorithms of the two above classes in a novel way. It is often faster than D* Lite, an alternative state-of-the-art incremental heuristic search algorithm [7], but has an important limitation: Path-AA* reuses only one path for the next A* search, namely a suffix of the minimum-cost path of the current A* search (= reusable path). In complex terrain, including terrain with large obstacles, the next A* search is unlikely to expand a state on that path far away from the goal state and thus unlikely to terminate much earlier than a regular A* search. We introduce Tree Adaptive A* (Tree-AA*) to address this limitation. Tree-AA* generalizes Path-AA* to reuse suffixes of the minimum-cost paths of the current and all previous A* searches (= reusable tree). It maintains minimum-cost paths from several states to the goal state organized in form of a tree rooted in the goal state. If one knows minimum-cost paths from several states to the goal state (= reusable tree) and the h-values of all states in the reusable tree are equal to their goal costs, then a forward A* search can terminate when it is about to expand a state in the reusable tree (including the goal state), for the same reasons as in the context of Path-AA*. Tree-AA* needs to support two operations, namely adding a path to the reusable tree and removing paths from the reusable tree:

• Adding a Path to the Reusable Tree: When an A* search of Tree-AA* terminates because it is about to expand a state in the reusable tree (including the goal state), then Tree-AA* adds the path from the current state of the agent to the state in the reusable tree to the reusable tree. It does this because the (minimum-cost) path from the current state of the agent to the state in the reusable tree and the (minimum-cost) path from the state in the reusable tree to the goal state along the branch of the reusable tree form a minimum-cost path from the current state of the agent to the goal state (since Adaptive A* finds minimum-cost paths) and the h-values of all states on the path are equal to their goal costs (since Adaptive A* updates the h-values this way).

• Removing Paths from the Reusable Tree: When the costs of edges in the reusable tree increase, then Tree-AA* uses the largest prefix of the reusable tree that does not contain edges with increased costs. (By prefix of a tree we mean the top part of the tree that includes its root.) It does this because all branches of the resulting tree are minimum-cost paths from some state to the goal state and the h-values of all states in the resulting tree are still equal to their goal costs. When the cost of an edge from state $s$ to state $s'$ increases, then Tree-AA* finds the largest prefix of the reusable tree by removing both the edge and the subtree rooted in state $s$ from the reusable tree.

4.1 Implementation of the Reusable Tree

Tree-AA* implements the above two operations efficiently by maintaining two variables for every state and three variables for every path $x = s_0 \ldots s_n$ in the reusable tree, where $s_0$ is the state at the start of the path and $s_n$ is the state at the end of the path that an A* search was about to expand when it terminated. We say that the states $s_0 \ldots s_{n-1}$ belong to path $x$. Every path in the reusable tree is identified with a unique integer that corresponds to the number of the A* search after which it was added to the reusable tree (starting with one). Every path in the reusable tree is the prefix of a minimum-cost path from some state to the goal state. The h-values of all states on the path are equal to their goal costs and thus are strictly monotonically decreasing along the path. The variables are as follows:

- $Id(s)$ is the path in the reusable tree which state $s$ belongs to. These values are initialized to zero, which means that state $s$ is either the goal state or not in the reusable tree.
- $Reusable tree(s)$ is the parent of state $s$ in the reusable tree if state $s$ is a non-goal state in the reusable tree.
- $H_{max}(x)$ is the largest h-value of any state $s_0 \ldots s_n$, that is, $H_{max}(x) = h(s_0)$. $H_{max}(0) = -1$, as explained below.
- $H_{min}(x)$ is the smallest h-value of any state $s_0 \ldots s_n$, that is, $H_{min}(x) = h(s_n)$.
- $Paths(x)$ is the set of all paths in the reusable tree that connect to one of the states $s_0 \ldots s_{n-1}$. These paths “feed into” path $x$.

Figure 1(a) shows a fictitious example of a reusable tree. The terrain is discretized into cells that are either blocked or unblocked, a common practice in the context of real-time computer games [1]. We assume for simplicity that the agent can move in the four main compass directions with cost one and thus operates on undirected four-neighbor grids. Values are shown only for cells that are in the reusable tree. A cell is black if it is blocked and this fact is known to the agent. The Id-value of a cell is shown in its upper left corner. The Reusable tree-pointer of a cell is shown as an arrow. The arrows thus show the reusable tree, that consists of five paths. Path 1 is D2 D3 D4 D5 D6, path 2 is E3 E4 E5 D5, path 3 is B6 C6 D6, path 4 is C2 C3 C4 D4, and path 5 is B2 B3 C3. The table shows the variables of all paths.

4.2 Implementation of the Operations

The goal state is always in the reusable tree. Tree-AA* could check whether $Id(s) > 0$ when it needs to check whether a non-goal state $s$ is in the reusable tree. However, this would require it to set $Id(s)$ to zero when it removes a non-goal state from the reusable tree, which is expensive since Tree-AA* often needs to remove whole paths from the reusable tree. Thus, Tree-AA* checks whether $h(s) \leq H_{max}(Id(s))$ when it needs to check whether a non-goal state $s$ is in the reusable tree. (The goal state fails this test.)
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Tree-AA* can now remove a path \( x \) from the reusable tree by setting \( H_{\text{max}}(x) \) to \( H_{\text{min}}(x) \) without having to set \( \text{Id}(s) \) to zero for all states \( s \) that belong to path \( x \). Thus, \( \text{Id}(s) = 0 \) is not necessarily true for states \( s \) not in the reusable tree. There are two subtleties here. Non-goal states \( s \) that have not yet been part of the reusable tree correctly fail the test since \( H_{\text{max}}(\text{Id}(s)) = H_{\text{max}}(0) = -1 \). Non-goal states \( s \) that were part of the reusable search tree but have subsequently been removed correctly fail the test since they have an \( h \)-value larger than \( H_{\text{max}}(\text{Id}(s)) \). Tree-AA* adds a path to the reusable tree and removes paths from the reusable tree as follows:

- **Adding a Path to the Reusable Tree:** Tree-AA* adds a path \( x = s_0 \ldots s_n \) to the reusable tree as follows. It equates \( x \) with the number of the current A* search (as given by the variable \( \text{Counter} \)) to identify the path with a unique integer. It inserts \( x \) into the set \( \text{Paths}(\text{Id}(s_n)) \) if \( s_n \) is a non-goal state since path \( x \) feeds into the path that state \( s_n \) belongs to [Lines 9-10]. (The line numbers refer to the pseudo code of Tree-AA* in Figure 2). It sets \( H_{\text{max}}(x) = h(s_n) \) [Line 11] and \( H_{\text{max}}(x) = h(s_0) \) [Line 12] since the \( h \)-values are strictly monotonically decreasing along the path. It sets \( \text{Paths}(x) \) to the empty set [Line 13] since no paths feed into path \( x \) yet. It sets \( \text{Id}(s) \) to \( x \) and \( \text{Reusabletree}(s) \) to the successor of state \( s \) on path \( x \) for all states \( s_0 \ldots s_{n-1} \) [Lines 14-18] since the states \( s_0 \ldots s_{n-1} \) belong to path \( x \). The runtime of adding a path to the reusable tree is thus basically proportional to the number of states on the path.

- **Removing Paths from the Reusable Tree:** When the cost of an edge from state \( s \) to state \( s' \) increases, then Tree-AA* removes paths from the reusable tree as follows. If \( \text{Reusabletree}(s) = s' \) then the edge might be in the reusable tree [Lines 69-70], namely on path \( x := \text{Id}(s) \) [Line 20]. In this case, Tree-AA* sets \( H_{\text{max}}(x) = h(s') \) (if it was larger) to shorten path \( x \) [Lines 21-22]. It also removes all states \( x' \in \text{Paths}(x) \) with \( H_{\text{max}}(x') \leq H_{\text{max}}(x) \) from the set \( \text{Paths}(x) \) and schedules them for removal from the reusable tree [Lines 24-27]. For each path \( x \) scheduled for removal with \( H_{\text{max}}(x) > H_{\text{max}}(x) \), it sets \( H_{\text{max}}(x) \) to \( H_{\text{max}}(x) \) and removes all paths \( x' \in \text{Paths}(x) \) from the set \( \text{Paths}(x) \) and schedules them recursively for removal [Lines 28-34]. The runtime of removing paths from the reusable tree when the cost of one edge increases is thus basically proportional to the number of paths in the reusable tree, which is bounded by the number of A* searches performed so far.

Figure 1(b) continues the fictitious example from Figure 1(a) by showing the reusable tree after Tree-AA* removed paths from the reusable tree after C3 became blocked. Tree-AA* shortened path 4 to C4 D4 and removed path 5. Figure 1(c) shows the reusable tree after Tree-AA* added B3 B4 C4 D4 to the reusable tree after an A* search.

### 4.3 Pseudocode

We now put all of our insights together. The pseudo code of Tree-AA* in Figure 3 proceeds as follows:  

```plaintext
01 procedure InitializeState(s)
02 if (Generated(s) = 0)
03 g(s) := ∞;
04 h(s) := H(s);
05 else if (Generated(s) ≠ Counter)
06 g(s) := ∞;
07 Generated(s) := Counter;
08 procedure AddPath(s)
09 if (s ∉ goal)
10 insert Counter into Paths(Id(s));
11 Hmax(Counter) := h(s);
12 Hmax(Counter) := h(s, start);
13 Paths(Counter) := ∅;
14 while (s ≠ start)
15 s := Searchtree(s);
16 Id(s) := Counter;
17 Reusabletree(s) := s;
19 procedure RemovePaths(s)
20 x := Id(s);
21 if (Hmax(x) > h(Reusabletree(s)))
22 Hmax(x) := h(Reusabletree(s));
23 QUEUE := ∅;
24 for all x’ in Paths(x)
25 if (Hmax(x) < Hmax(x’))
26 add x’ to the end of QUEUE;
27 remove x’ from Paths(x);
28 while QUEUE ∉ ∅
29 remove x from the head of QUEUE;
30 if (Hmax(x) > Hmax(x))
31 Hmax(x) := Hmax(x);
32 for x’ in Paths(h(x))
33 add x’ to the end of QUEUE;
34 remove x’ from Paths(x);
35 function ComputePath()
36 while (OPEN ∉ ∅)
37 remove state s with the smallest \( g(s) + h(s) \) value from OPEN;
38 if (s = goal or h(s) ≤ Hmax(Id(s)))
39 /* s is in reusable tree */
40 for all x’ ∈ CLOSED
41 h(s’) := g(s) + h(s) − g(x’);
42 AddPath(s);
43 return true;
44 insert s into CLOSED;
45 for all x’ ∈ Success(s)
46 InitializeState(s’);
47 if (g(x’) > g(s) + c(s, x’))
48 g(x’) := g(s) + c(s, x’);
49 Searchtree(s’) := s;
50 if (s’ ∈ OPEN)
51 remove s from OPEN;
52 insert s’ into OPEN with value g(s’) + h(s’);
53 return false;
54 function Main()
55 Counter := 1;
56 Hmax(0) := −1;
57 for all x ∈ S
58 Generated(s) := Id(s) := 0;
59 Reusabletree(s) := NULL;
60 while (start ≠ goal)
61 if (s, start ≠ goal)
62 OPEN := CLOSED := ∅;
63 insert s into OPEN with value g(s, start) + h(s, start);
64 if (ComputePath() = false)
65 return false; /* failure: the goal state is unreachable */
66 while (h(s, start) ≤ Hmax(Id(s, start)))
67 /* s, start is non-goal state in reusable tree */
68 s, start := Reusabletree(s, start);
69 for all increased costs c(s, x’)
70 if (Reusabletree(s) = s’)
71 RemovePaths(s);
72 Counter := Counter + 1;
73 return true; /* success: the goal state has been reached */
```

Figure 2: Tree-AA*
zero [Line 57], Reusabletree(s) to NULL [Line 58] and \( h(s) \) (when needed for the first time during an A* search) to the user-given consistent h-value \( H(s) \) [Line 4] for all states \( s \). It performs a forward A* search [function ComputePath] until it is about to expand a state \( s \) in the reusable tree (including the goal state) [Line 38, termination principle]. It sets the h-value of every expanded state \( s' \) to the f-value of state \( s \) (which is the same as the f-value of the goal state) minus the g-value of state \( s' \) [Lines 39-40, update principle]. It then adds the (minimum-cost) path from the current state of the agent to state \( s \) to the reusable tree [procedure AddPath], as described above [Line 41]. It then follows the minimum-cost path from the current state of the agent to the goal state along the branch of the reusable tree [Lines 66-70].

Whenever edge costs increase, it removes paths from the reusable tree [procedure RemovePaths], as described above [Lines 68-70]. If the current state of the agent is no longer in the reusable tree, it performs another forward A* search and then repeats the process until the agent either reaches the goal state or it can no longer find a path to the goal state. The correctness proof of Tree-AA* is basically the same as that of Path-AA* and thus not given here.

### 4.4 Example Trace of Tree-AA*

Figure 3(a-d) shows the beginning of a trace of Tree-AA*. The agent always senses the blockage status of its four neighboring cells and can then move to any one of the unblocked neighboring cells with cost one. Its task is to move from start cell \( S \) to goal cell \( G \). It assumes that all cells are unblocked except for the blocked cells that it has already sensed. It plans a minimum-cost path from its current cell to the goal cell. As it follows the planned path, it senses additional blocked cells and adds them to its map. When it detects blocked cells on its path, it replans a minimum-cost path from its current cell to the goal cell until it reaches the goal cell or can no longer find a path to the goal cell. The user-given h-values are all zero. A cell is black if it is blocked and this fact is known to the agent. The fd-value of a cell is shown in its upper left corner. The h-value of a cell (after it was updated using the update principle) is shown in its upper right corner. The g-value of a cell is shown in its lower left corner if it was generated during the current A* search. A cell is shaded if it was expanded during the current A* search. The Reusabletree-pointer of a cell is shown as an arrow if it belongs to the reusable tree.

Figure 3(a) shows the initial situation with start cell D2. Figure 3(b) shows that the first A* search of Tree-AA* from D2 to D6 terminates when it is about to expand D6 and returns the D2 D3 D4 D5 D6. Tree-AA* adds the path to the reusable tree and updates the h-values of the expanded states using the update principle. The agent then follows the branch of the reusable tree from D2 to D3, where it senses that D4 is blocked. Tree-AA* removes D2 D3 D4 D5 from the reusable tree. Figure 3(c) shows that the second A* search of Tree-AA* from D3 to D6 terminates when it is about to expand D6 and returns D3 C3 C4 C5 C6. It expands fewer cells than an A* search with the user-given zero h-values (which also expands B2, C2, and D2), illustrating the speed up achieved with the update principle.

Tree-AA* adds the path to the reusable tree and updates the h-values. The agent then moves from D3 to C3, where it senses that C4 is blocked. Tree-AA* removes D3 C3 C4 C5 C6 from the reusable tree. Figure 3(d) shows that the third A* search of Tree-AA* from C3 to D6 terminates when it is about to expand C6 and returns C3 B3 B4 B5 B6. It terminates earlier than a regular A* search with the same h-values (which also expands C6 and terminates only when it is about to expand D6), illustrating the speed up achieved with the termination principle.

### 4.5 Comparison of Path-AA* and Tree-AA*

Figure 4 shows an example that illustrates the difference between Path-AA* (top) and Tree-AA* (bottom) on the same navigation problem. A cell is black if it is blocked and this fact is known to the agent. A Reusabletree-pointer is shown as a thick arrow if it was added to the reusable path (or reusable tree) in the current A* search and as a thin arrow if it was added in a previous A* search. A triangle marks the cell that the current A* search was about to expand before it terminated.

Figures 4(a) and 4(e) show that the first A* searches of Path-AA* and Tree-AA* produce the same result. The agent then moves from E2 to E3, where it senses that E4 is blocked. Path-AA* removes E2 E3 E4 E5 E6 E7 E8 E9 D9 from the reusable path. Figure 4(b) shows that the second A* search of Path-AA* terminates when it is about to expand D9, and Path-AA* adds E3 D3 D4 D5 D6 D7 D8 D9 (shown as thick arrows) to the reusable path. On the other hand, Tree-AA* removes E2 E3 E4 E5 from the reusable tree. Figure 4(f) shows that the second A* search of Tree-AA* also terminates when it is about to expand D9, but Tree-AA* adds E3 D3 D4 D5 D6 D7 D8 D9 (shown as thick arrows) to the reusable tree. Thus, Tree-AA* removes fewer cells, which might allow its future A* searches to terminate earlier. The agent then moves from E3 to D3, where it senses that D4 is blocked. Path-AA* and Tree-AA* perform their third A* searches. The agent then moves from
D3 to C3, where it senses that C4 is blocked. Path-AA* and Tree-AA* perform their fourth A* searches. We omit the details of the third and fourth A* searches due to space constraints. The agent then moves from C3 to B3, where it senses that B4 is blocked. Figure 4(c) shows that the fifth A* search of Path-AA* terminates when it is about to expand B9. Figure 4(g) shows that the fifth A* search of Tree-AA* terminates already when it is about to expand E9, illustrating the speed up resulting from reusing the paths from all previous A* searches. The agent then moves from B3 to F5, where it senses that F6 is blocked. Figure 4(d) shows that the sixth A* search of Path-AA* terminates when it is about to expand E9. Figure 4(h) shows that the fifth A* search of Tree-AA* terminates already when it is about to expand F5, again illustrating the speed up resulting from reusing the paths from all previous A* searches.

5. TREE-AA*-BACK

An A* search with consistent h-values guarantees that the g-value of every expanded state is equal to the cost of a minimum-cost path from the start state to the expanded state [17]. Thus, if the first A* search of Tree-AA* searches from the goal state to the current state of the agent (= backward search), then the resulting search tree restricted to the expanded states is a reusable tree. All subsequent A* searches of Tree-AA* must be forward searches. We refer to the resulting version of Tree-AA* as Tree-AA*-Back. The reusable tree after the first A* search of (standard) Tree-AA* contains only the expanded states on the minimum-cost path from the current state of the agent to the goal state, while the reusable tree after the first A* search of Tree-AA*-Back contains all expanded states, which might allow future A* searches to terminate earlier.

6. EXPERIMENTAL EVALUATION

We compare Tree-AA* to the top incremental heuristic search algorithms in the context of goal-directed navigation in unknown grids, namely Adaptive A* (that uses forward searches, which is the most efficient search direction for Adaptive A*), Path-AA* (that uses forward searches, which is the only possible search direction for Path-AA*) and D* Lite (that uses backward searches, which is the only possible search direction for D* Lite). Tree-AA* uses forward searches but we also implement Tree-AA*-Back from Section 5, whose first A* search is a backward search. For fairness, all search algorithms use binary heaps as priority queues and break ties among states with the same f-values in favor of states with larger g-values (which is known to be a good tie-breaking strategy), with one exception: During the first search, Tree-AA*-Back (1) breaks ties among states with the same f-values in favor of states with larger g-values but Tree-AA*-Back (2) breaks ties in favor of states with smaller g-values. During the remaining A* searches, both versions of Tree-AA*-Back break ties in favor of states with larger g-values.

6.1 Experimental Setup

We used four-neighbor grids as examples since they result in integer-valued g-values, h-values and f-values. We use eight-neighbor grids in the experiments since they are often preferred in practice, for example in video games [3, 2]. The agent always senses the blockage status of its eight neighboring cells and can then move to any one of the unblocked neighboring cells with cost one for horizontal or vertical movements and cost $\sqrt{2}$ for diagonal movements. The user-given h-values are the octile distances [3].

We use two indoor office maps of size 1,000 $\times$ 1,000 cells, where the size of each room is 20 $\times$ 20 cells. Figure 5 (left and center) shows areas of 2 $\times$ 2 rooms in office maps 1 and 2. We also use a computer game map of size 3,000 $\times$ 3,000 cells adapted from Counter-Strike (courtesy of Vadim Bulitko from the University of Alberta). Figure 5 (right) shows the game map. We average our experimental results...
over 500 test cases with a reachable goal cell for each map. For each test case in the office maps, we ensure that the start and goal cells are far apart by independently choosing the x-coordinate of the start cell randomly between 1 and 100 and the y-coordinate of the goal cell randomly between 901 and 1,000. We independently choose the y-coordinates of the start and goal cells randomly between 1 and 1,000. Similarly, for each test case in the game map, we independently choose the x-coordinate of the start cell randomly between 1 and 300 and the y-coordinate of the goal cell randomly between 2,701 and 3,000. We independently choose the y-coordinates of the start and goal cells randomly between 1 and 3,000.

### 6.2 Experimental Results

We report two measures of the difficulty of goal-directed navigation problems in unknown grids, namely (a) the number of moves of the agent per test case and (b) the number of A* searches per test case until the agent reaches the goal cell. These measures vary slightly among the compared search algorithms since they can determine different minimum-cost paths, in which case the agents that follow the paths might sense different blocked cells, which can make their trajectories diverge. We report three measures of the efficiency of the search algorithms, namely (c) the number of expanded cells per A* search, (d) the runtime per A* search in milliseconds and (e) the runtime per test case in milliseconds on a Linux PC with a Pentium CoreQuad 2.33 GHz CPU and 8 GB RAM. Since the number of A* searches is (approximately) the same for all search algorithms, their runtimes per test case are largely proportional to their runtimes per A* search. Therefore, the main measure of the efficiency of the search algorithms is their runtime per A* search.

In order to gain more insight into the behavior of the search algorithms, we divide each test case into two parts, namely the first A* search and the remaining A* searches, which is due to the following relationships:

First, Tree-AA* has a smaller runtime per A* search than Path-AA* for all maps because it has a smaller number of cell expansions than D* Lite for all maps, which is due to two reasons. First, Tree-AA* has a smaller number of cell expansions per A* search perhaps due to the speed up achieved with the update and termination principles. For example, Tree-AA* expands only about 2.3, 6.7 and 87.5 percent of the cells per A* search that D* Lite expands in office maps 1 and 2 and the game map, respectively. Second, Tree-AA* has a smaller number of heap percolates per A* search due to both the smaller number of cell expansions per A* search (resulting in fewer heap operations) and a smaller number of cells in the open list during each A* search (resulting in fewer heap percolates per heap operation). The smaller number of cells in the open list is due to each A* search of Tree-AA* starting with an empty open list rather than the open list at the end of the previous A* search. Tree-AA* thus runs by factors of 35.4, 15.3 and 1.8 faster per A* search.

Third, Tree-AA* has a smaller runtime per A* search than Path-AA* for all maps because it has a smaller number of cell expansions per A* search due to the speed up achieved with a reusable tree rather than a reusable path. For example, Tree-AA* expands only about 11.4, 21.6 and 93.8 percent of the cells per A* search that Path-AA* expands in office maps 1 and 2 and the game map, respectively. It thus runs by factors of 8.6, 5.5 and 1.2 faster per A* search.

Fourth, both versions of Tree-AA*-Back have a larger runtime for the first A* search than (standard) Tree-AA* for all maps but tend to have a smaller runtime per A* search for the remaining A* searches, which is due to the following reasons: The first A* search of Tree-AA* is a forward search, while the first A* search of both versions of Tree-AA*-Back expands only about 2.7, 3.7 and 39.5 percent of the cells per A* search that Adaptive A* expands in office maps 1 and 2 and the game map, respectively. It thus runs by factors of 25.4, 21.7 and 2.5 faster per A* search.

Second, Tree-AA* has a smaller runtime per A* search than D* Lite for all maps, which is due to two reasons. First, Tree-AA* has a smaller number of cell expansions per A* search perhaps due to the speed up achieved with the update and termination principles. For example, Tree-AA* expands only about 2.3, 6.7 and 87.5 percent of the cells per A* search that D* Lite expands in office maps 1 and 2 and the game map, respectively. Second, Tree-AA* has a smaller number of heap percolates per A* search due to both the smaller number of cell expansions per A* search (resulting in fewer heap operations) and a smaller number of cells in the open list during each A* search (resulting in fewer heap percolates per heap operation). The smaller number of cells in the open list is due to each A* search of Tree-AA* starting with an empty open list rather than the open list at the end of the previous A* search. Tree-AA* thus runs by factors of 35.4, 15.3 and 1.8 faster per A* search.

To understand better in which situations Tree-AA* has an advantage over D* Lite, we also perform experiments on maps of size 500 × 500 cells and independently block 20, 30, 40, 50 and 60 percent of randomly chosen cells, respectively. We average our experimental results over 500 test cases with a reachable goal cell for each map. For each test case, we choose the x-coordinate of the start cell randomly between 1 and 50 and the x-coordinate of the goal cell randomly between 451 and 500. We independently choose the y-coordinates of the start and goal cells randomly between 1 and 500. Tree-AA* expands only about 11.2, 12.5, 14.9, 17.4 and 87.0 percent of the cells per A* search that D* Lite expands, respectively.
is a backward search. Backward $A^*$ searches expand more cells than forward $A^*$ searches [10]. Thus, the runtime of the first $A^*$ search of both versions of Tree-AAA*-Back is larger than the one of Tree-AAA*. The first $A^*$ search of Tree-AAA* yields a reusable path, while the first $A^*$ search of both versions of Tree-AAA*-Back yields a reusable tree. During the first search, Tree-AAA*-Back (1) breaks ties among states with the same $f$-values in favor of states with larger $g$-values but Tree-AAA*-Back (2) breaks ties in favor of states with smaller $g$-values. Thus, the runtime of the first $A^*$ search and the size of the reusable tree of Tree-AAA*-Back (2) are larger than the ones of Tree-AAA*-Back (1). The larger the reusable tree, the more it speeds up the first few remaining $A^*$ searches of Tree-AAA*-Back due to the termination principle until the reusable trees of Tree-AAA*-Back and Tree-AAA* are about equally large. For example, Tree-AAA*-Back (1) and, given in parentheses, Tree-AAA*-Back (2) expand about 423.1 (1630.8), 189.5 (315.8) and 97.6 (119.9) percent of the cells per $A^*$ search that Tree-AAA* expands in office maps 1 and 2 and the game map, respectively. They thus run by factors of 3.0 (11.8), 1.3 (2.7), and 0.9 (1.1) more slowly per $A^*$ search. However, Tree-AAA*-Back (1) and (2) expand about 118.2 (54.5), 100.0 (89.5) and 97.7 (83.7) percent of the cells per $A^*$ search that Tree-AAA* expands for the remaining $A^*$ searches other than the first one. They thus run by factors of 0.7 (1.3), 1.5 (1.5) and 1.1 (1.4) faster per $A^*$ search for the remaining $A^*$ searches. Therefore, Tree-AAA*-Back (1) and (2) tend to run faster than Tree-AAA* for applications where the first $A^*$ search can be performed offline before the goal-directed navigation problem in unknown terrain starts and its runtime thus does not matter, as is often the case in robotics.

7. CONCLUSIONS

In this paper, we introduced a new incremental heuristic search algorithm called Tree Adaptive $A^*$. So far, there existed incremental heuristic search algorithms (such as Adaptive $A^*$) that make the $h$-values of the current $A^*$ search more informed and incremental heuristic search algorithms (such as D* Lite) that change the search tree of the current $A^*$ search to the search tree of the next $A^*$ search. Tree Adaptive $A^*$ uses the update principle of Adaptive $A^*$ to make the $h$-values of the current $A^*$ search more informed. It also uses the termination principle of Path Adaptive $A^*$ to terminate $A^*$ searches earlier than regular $A^*$ searches but generalizes it to reuse suffixes of the minimum-cost paths of the current and all previous $A^*$ searches (= reusable tree). Overall, Tree Adaptive $A^*$ is the first incremental heuristic search algorithm to combine the principles of both classes of incremental heuristic search algorithms and can run faster than Adaptive $A^*$, Path Adaptive $A^*$ and D* Lite, the top incremental heuristic search algorithms in the context of goal-directed navigation in unknown grids.

8. REFERENCES


Distributed Problem Solving I
Quality guarantees for region optimal DCOP algorithms

Meritxell Vinyals¹, Eric Shieh², Jesus Cerquides¹, Juan Antonio Rodriguez-Aguilar¹, Zhengyu Yin², Milind Tambe², and Emma Bowring³

¹ Artificial Intelligence Research Institute (IIIA), Campus UAB, Bellaterra, Spain
{meritxell, cerquide, jar}@iiia.csic.es
² University of Southern California, Los Angeles, CA 90089
{eshieh, zhengyuy, tambe}@usc.edu
³ University of the Pacific, Stockton, CA 95211
ebowring@pacific.edu

ABSTRACT

k- and t-optimality algorithms [9, 6] provide solutions to DCOPs that are optimal in regions characterized by its size and distance respectively. Moreover, they provide quality guarantees on their solutions. Here we generalise the k- and t-optimal framework to introduce C-optimality, a flexible framework that provides reward-independent quality guarantees for optima in regions characterised by any arbitrary criterion. Therefore, C-optimality allows us to explore the space of criteria (beyond size and distance) looking for those that lead to better solution qualities. We benefit from this larger space of criteria to propose a new criterion, the so-called size-bounded-distance criterion, which outperforms k- and t-optimality.
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1. INTRODUCTION

Distributed Constraint Optimization (DCOP) is a popular framework for cooperative multi-agent decision making. It has been applied to real-world domains such as sensor networks [14], traffic control [5], or meeting scheduling [10]. In real-world domains, and particularly in large-scale applications, DCOP techniques have to cope with limitations on resources and time available for reasoning. Because DCOP is NP-Hard [8], complete DCOP algorithms (e.g. Adopt [8], OptAPO [7], DPOP [10]) that guarantee global optimality are unaffordable for these domains due to their exponen-tial costs. In contrast to complete algorithms, incomplete algorithms [14, 4, 12, 9, 6] provide better scalability.

Unfortunately, an important limitation for the application of incomplete algorithms is that they usually fail to provide quality guarantees on their solutions. The importance of quality guarantees is twofold. First, they help guarantee that agents do not converge to a solution whose quality is below a certain fraction of the optimal solution (which can have catastrophic effects in certain domains). Secondly, quality guarantees can aid in algorithm selection and network structure selection in situations where the algorithmic cost of coordination must be weighed against solution quality (trade-off cost versus quality).

To the best of our knowledge, k-size and t-distance optimal algorithms [9, 6] are the only incomplete DCOP algorithms that can provide guarantees on the worst-case solution quality of their solutions at design time and exploiting different levels of knowledge of the particular problem instance(s). These quality guarantees exploit the available knowledge, if any, about the DCOP(s) to solve regarding their graph structure [9] and their reward structure [3]. Unlike other incomplete algorithms that focus on individual agent decisions [14, 4, 12], k-size [9] and t-distance [6] optimal algorithms are based on coordinating the decisions of local groups (neighborhoods) of agents. Thus, given a DCOP, agents inside a neighbourhood coordinate to locally optimise their joint decision by considering any joint assignment that leads to better joint reward. The difference between k-size and t-distance optimal algorithms is the criterion employed to generate neighbourhoods: k-size-optimality creates neighbourhoods of a fixed size (k), whereas t-distance-optimality creates per each agent a neighbourhood that includes all other agents within a certain distance (t) in the constraint graph. In both cases, we can regard a collection of neighbourhoods as an exploration region for either a k- or t-optimal algorithm in a constraint graph.

Although k-size and t-distance are the criteria explored so far in the literature, it is reasonable to wonder whether there are further local optimality criteria that can lead to better solution qualities while providing quality guarantees. In this paper we provide the foundations to explore this fundamental research question. First of all, we generalise the k- and t-optimal framework to introduce C-optimality, a flexible framework that provides quality guarantees for local
optima in regions characterised by any arbitrary criterion. Therefore, C-optimality allows us to explore the space of local optimality criteria (beyond size and distance) looking for those that lead to better solution qualities.

We benefit from this larger space of criteria to propose a novel criterion to define regions, the so-called size-bounded-distance criterion, which we design to overcome the main drawbacks of size and distance optimality. Finally, we extend the DALO algorithm proposed in [6] to compute C-optimal solutions. We empirically show that the size-bounded-distance criterion indeed leads to better solution qualities, outperforming k- and t-optimality. Therefore, the C-optimality framework opens new research opportunities to study the design of new local optimality criteria.

Likewise k- and t-optimality, C-optimality is algorithmically independent, meaning that bounds are defined over solutions not over the algorithms to find them. Thus, although we propose C-DALO as general purpose algorithm to find any C-optimal for arbitrary criteria, it does not imply that there cannot exist different region-optimal algorithms. Indeed, in our previous work [11], we employ analogous guarantees to provide worst-case bounds on the solutions of the loopy belief propagation algorithm, a popular approximate algorithm for finding the Maximum a Posteriori assignment in Markov Random Fields. In contrast, this work focuses on DCOPs. Firstly, we generalise the bounds in [11] to provide a framework for regional DCOPs algorithms. Secondly, we analyse the benefits of exploring arbitrary region criteria.

The paper is organised as follows. Section 2 provides some background on DCOPs and on the k- and t-optimality frameworks. Section 3 introduces the notion of C-optimality solution as a local solution for an arbitrary criterion and the mechanisms for computing quality guarantees for C-optimal solutions. Moreover, it also proves that the C-optimality framework generalises k- and t-optimality. Section 4 introduces a new local optimality criterion, size-bounded distance, and empirically compares the quality solutions obtained by the new criterion with respect to k- and t-optimal solutions. Finally, section 5 draws conclusions and sets paths to future research.

2. BACKGROUND

2.1 DCOP Definition

A Distributed Constraint Optimization Problem (DCOP) consists of a set of variables, each assigned to an agent which must assign a discrete value to the variable: these values correspond to individual actions that can be taken by agents. Constraints exist between subsets of these variables that determine rewards to the agent team based on the combinations of values chosen by their respective agents, namely relations. Let $X = \{x_1, \ldots, x_n\}$ be a set of variables over domains $D_1, \ldots, D_n$. A relation on a set of variables $V \subseteq X$ is expressed as a reward function $S_V : D_V \rightarrow \mathbb{R}^+$, where $D_V$ is the joint domain over the variables in $V$. This function represents the reward generated by the relation over the variables in $V$ when the variables take on an assignment in the joint domain $D_V$. Whenever there is no need to identify the domain, we simply use $S$ to note relations.

In a DCOP each agent knows all the relations that involve its variable(s). In this work we assume that each agent is assigned a single variable, so we will use the terms “agent” and “variable” interchangeably.

Formally, a DCOP is a tuple $(X, D, R)$, where: $X$ is a set of variables (each one assigned to a different agent); $D$ is the joint domain space for all variables; and $R$ is a set of reward relations. The solution quality for an assignment $d \in D$ to the variables in $X$ is the sum of the rewards for the assignment over all the relations in the DCOP, namely:

$$R(d) = \sum_{S_V \in R} S_V(d_V) \tag{1}$$

where $d_V \in D_V$ contains the values assigned by $d$ to the variables in $V$. With slight abuse of notation we allow to rewrite equation 1 as $R(d) = \sum_{S \subseteq R} S(d)$.

Solving a DCOP amounts to choosing values for the variables in $X$ such that the solution quality is maximized. A binary DCOP (each relation involves a maximum of two variables) is typically represented by its constraint graph, whose vertices stand for variables and whose edges link variables that have some direct dependency (appear together in the domain of some relation). Examples of constraint graphs are depicted in figures 1(a) and 2(a).

2.2 Size and distance optimality

Since DCOP is NP-hard, an important line of work focuses on developing fast incomplete algorithms. Along this direction, a significant trend is to study approaches based on coordinating the decisions of local groups of agents, instead of having each agent make an individual choice.

Two important local optimality criteria that establish how to group agents to coordinate their decisions are k-size [9] and t-distance [6] optimality. According to k-size optimality agents form groups of k agents. For instance, figures 1(b) and 1(c) depict the groups of 2 agents and 3 agents respectively for the DCOP in figure 1(a) where boldfaced nodes stand for agents included in the group. Given an assignment $x^*$, it is a local optimum, k-optimum, when no group of k or fewer agents can improve its reward $R(x^*)$ by simultaneously changing their variable assignments. On the other hand, t-optimality defines locality based on a group of surrounding nodes within a fixed distance t of a central node. For instance, figures 2(b) and 2(c) depict the groups of agents at distance 1 and 2 respectively for each agent in the DCOP in figure 2(a). Likewise k-optimality, a t-optimum occurs when no group of agents can improve its reward.

k- and t-optimal algorithms represent an important class of incomplete algorithms that have agents dynamically form local groups to coordinate action choices. A significant feature of k- and t-optimal algorithms is that they provide guarantees on the solution quality of a DCOP as a fraction of the global optimum, prior to the execution of the algorithm. An algorithm has a quality guarantee $\delta$ (being $0 \leq \delta \leq 1$) if every solution provided by the algorithm has at least quality $\delta \cdot R(x^*)$ where $x^*$ stands for the global optimum assignment.
A multi-set is a generalisation of a set that can hold multiple instances of the very same element.

Both $k$- and $t$-optimality have explored mechanisms for computing bounds. Firstly, both $k$-size optimality and $t$-distance optimality provide means for computing bounds independently of the problem instance [9, 6], namely disregarding the graph structure and reward structure. Secondly, knowledge of a problem instance can be used to obtain tighter guarantees. One way is to exploit the knowledge about the graph structure of the DCOP (e.g. star, ring) [9]. Another way is to exploit the reward structure [3]. We can group such mechanisms based on their computational costs.

On the one hand, a tight bound on the quality of every $k$- or $t$-optimum can be computed using a linear program (LP) [9, 6]. In this method, rewards on the relations in the DCOP are treated as variables in a program whose goal is to minimize the quality guarantee. When the program is solved, the decision variables are instantiated with the values that, if used as relation rewards, would produce the DCOP whose local optimum has the lowest reward with respect to the global optimal solution. For example, for $k$-optimality and for a specific graph structure, after running the program we obtain (1) a quality guarantee $\delta$ for any $k$-optimal solution on any DCOP having the specific constraint graph and (2) a DCOP having the specific constraint graph and a $k$-optimal solution $x^k$ whose quality is equal to the bound, namely $R(x^k) = \delta \cdot R(x^*)$.

On the other hand, there are methods that are computationally cheaper and can compute bounds in constant time [9, 6]. Despite the computational savings of these methods, with respect to the LP-based approach, in general tightness is not guaranteed.

### 3. GENERALIZING SIZE AND DISTANCE OPTIMALITY

In this section we generalize the concept of size and distance optimality to $C$-optimality, which allows us to characterize any local optimum in a region $C$ characterized by an arbitrary criterion.

Notice that given a DCOP both $k$- and $t$-local optimality criteria define a region, namely a family of neighbourhoods (subsets of variables) $C$. For instance, in figure 2(b), we show the neighbourhoods in the 1-distance region of the DCOP in figure 2(a), where boldfaced nodes in the constraint graph stand for variables included in the neighbourhood. Given some assignment $x$, we say that it is optimal in a neighbourhood $C^x \subseteq C$ if its reward cannot be improved by changing the values of some of the variables in the neighbourhood. For instance, the first graph on the left in figure 2(b) represents a neighbourhood. An assignment $x$ is optimal in that neighbourhood if any other assignment that maintains the values of $x_2$, $x_3$, and $x_5$ receives at most the same reward as $x$. Then, we can claim optimality for $x$ in a region $C$ (noted as $x^C$) whenever it is optimal in each neighbourhood in the region. For instance, an assignment $x$ will be optimal in the region depicted in figure 2(c) if it is optimal in each of its neighbourhoods. Therefore, in general, for both $k$-size and $t$-distance based optimality, we observe that:

- each criterion is based on the definition of a region over the constraint graph; and
- given any assignment, checking for either $k$-size or $t$-distance optimality amounts to checking for optimality in that region.

Hereafter we propose a general notion of region optimality, the so-called $C$-optimality, and describe how to calculate bounds for a $C$-optimal assignment, namely an assignment that is optimal in an arbitrary region $C$.

#### 3.1 Region optimality

Next, we introduce the concepts of neighbourhood and region so that we can formally define $C$-optimality. After that, we analyse the way in which neighbourhoods relate to each others by formalizing the idea that a larger neighbourhood covers a smaller one.

Formally, a neighbourhood is a subset of variables of $\mathcal{X}$. Given two assignments $x$ and $y$, we define $D(x, y)$ as the set containing the variables whose values in $x$ and $y$ differ. Given a neighbourhood $A$, we say that $x$ is a neighbour of $y$ in $A$ iff $x$ differs from $y$ only in variables that are contained in $A$.

A region $C$ is a multi-set\(^1\) of subsets of $\mathcal{X}$, namely a multi-set of neighbourhoods of $\mathcal{X}$. Given a region $C$, we say that $x$ is inside region $C$ of $y$ iff $x$ differs from $y$ only in variables that are contained in one of the neighbourhoods in $C$, that is, if there is a neighborhood $C^x \subseteq C$ such that $x$ is neighbour of $y$ in $C^x$.

An assignment $x$ is $C$-optimal if it cannot be improved by any other assignment inside region $C$ of $x$. That is, for every assignment $y$ inside region $C$ of $x$, we have that $R(x) \geq R(y)$.

#### Relations among neighbourhoods

Given two neighbourhoods $A, B \subseteq \mathcal{X}$ we say that $B$ completely covers $A$ if $A \subseteq B$. We say that $B$ does not cover $A$ at all if $A \cap B = \emptyset$. Otherwise, we say that $B$ covers $A$ partially.

As an example of these relations, consider neighbourhoods (1) and (4) in figure 2(b), noted as $A = \{x_0, x_1, x_3\}$ and $B = \{x_2, x_3, x_5\}$ respectively, and neighbourhood (1) in figure 2(c), noted as $C = \{x_0, x_1, x_2, x_3, x_4\}$. Then, we have that $A$ covers $C$ partially (it contains some variables in $C$) whereas $C$ covers $A$ completely ($C$ contains all variables in $A$).

\(^1\)A multi-set is a generalisation of a set that can hold multiple instances of the very same element.
A). Moreover, A does not cover B at all and vice versa because these neighbourhoods do not have any variable in common.

Then, we say that A \(\subseteq\) X is covered by C if there is a neighbourhood \(C^a\) in C such that \(C^a\) completely covers A. For example, neighbourhood (1) in figure 2(b) is covered by the region of neighbourhoods in figure 2(c), because, among others, neighbourhood (1) in this region covers it completely.

For each neighbourhood \(C^a\) we can classify each relation \(S\) in a DCOP into one of three disjoint groups, depending on whether \(C^a\) covers \(S\) completely \((T(C^a))\), partially \((P(C^a))\), or not at all \((N(C^a))\).

For each relation \(S\) we define \(cc(S, C) = \{\{C^a\in C \ s.t \ V \subseteq C^a\}\}\), that is, the number of neighbourhoods in C that cover the domain of \(S\) completely. We also define \(nc(S, C) = \{|C^a| \in C \ s.t \ V \cap C^a = \emptyset\}\), that is, the number of neighbourhoods in C that do not cover the domain of \(S\) at all.

### 3.2 Quality guarantees for region optima

After its formal definition, we are interested in providing a bound on the quality of any \(C\)-optimal assignment in a DCOP with non-negative rewards. We say that we have a bound \(\delta\) when we can state that the quality of any \(C\)-optimal assignment \(x^C\) is larger than \(\delta\) times the quality of the optimal \(x^*\). Hence, having a bound \(\delta\) means that for every \(x^C\) we have that \(R(x^C) / \delta \geq R(x^*)\). For a given set of relations \(R\), let \(x^C\) be the \(C\)-optimal assignment with smallest reward, then \(R(x^C) / \delta\) provides a tight bound on the quality of any \(C\)-optimal assignment for the specific rewards \(R\).

We are interested in defining bounds that are independent of the particular reward values of the DCOP. In that setting, a simple way to provide a bound on the quality is to directly search the space of reward values to find the set of rewards \(R^*\) that minimizes \(\frac{1}{\delta}\).

Formally, this can be encoded as:

Find \(R\), \(x^C\) and \(x^*\) that minimize \(R(x^C) / \delta\)

subject to \(x^C\) being a \(C\)-optimal for \(R\).

Applying some transformations detailed in [13], we can simplify this program into the following linear program (LP) with \(x\) and \(y\) being vectors of positive real numbers:

minimize \(\sum_{S \in R} x_S\)

subject to

\(\sum_{S \in R} y_S = 1\)
and for each neighbourhood \(C\) covered by \(C\) subject to

\(\sum_{S \in T(C)} x_S \geq \sum_{S \in T(C)} y_S + \sum_{S \in N(C)} x_S\)

where \(T(C)\) contains the relations completely covered by \(C\) and \(N(C)\) the relations that are not covered by \(C\) at all.

After solving this LP, \(\delta = \sum_{S \in R} x_S\) provides a tight bound on the quality of a \(C\)-optimal solution for the graph structure represented by \(R\). Let \(M\) be the number of variables of the largest neighbourhood in \(C\). The LP has \(2 \cdot |R|\) variables and \(O(M \cdot |C|)\) constraints, and hence it is solvable in time polynomial in \(|R|\) and in \(2^M \cdot |C|\).

### 3.3 Faster quality guarantees

The computational complexity of the previous LP can be high as the number of relations \(|R|\), the number of neighbourhoods \(|C|\) or its size \(M\) grows. In this section we show that we can compute a bound in time \(O(|R| |C|)\). Furthermore, the result will prove as a very valuable tool for future theoretical developments. As a counterpart, we lose the tightness of the bound.

**Proposition 1.** Let \((X, D, R)\) be a DCOP with non-negative rewards and \(C\) a region. If \(x^C\) is a \(C\)-optimal assignment then

\[ R(x^C) \geq \frac{cc}{|C|} R(x^*) \]

where \(cc = \min_{S \in R} cc(S, C), nc = \min_{S \in R} nc(S, C)\) and \(x^*\) is the optimal assignment.

Proposition 1 directly provides a simple algorithm to compute a bound. Given a region \(C\) and a graph structure, we can directly assess \(cc\) and \(nc\) by computing \(cc(S, C)\) and \(nc(S, C)\) for each relation \(S \in R\) and taking the minimum. This will take time \(O(|R| |C|)\), that is linear in the number of relations of the DCOP and linear in the number of neighbourhoods in the region.

As an example, now we turn back to figure 2 to assess the bounds for a \(C\)-optimal assignment using equation 2. First, we assess the bound for the 1-distance region \(C_1\) in figure 2(b). Given the relation \(S = R_{\{x_0, x_1\}}\), we assess the number of neighbourhoods that completely cover \(\{x_0, x_1\}\) as \(cc(S, C_1) = 2\) (the two first neighbourhoods on the left-hand side) and the number of neighbourhoods that do not cover \(\{x_0, x_1\}\) at all as \(nc(S, C_1) = 2\) (the fourth and fifth neighbourhoods). After repeating the process for the rest of relations in the constraint graph, we obtain that \(cc = 2 = 2 = 2\) and \(nc = 2 = 2 = 2\). Notice that this leads to a better bound than the one we obtain following the result in [6], since \(\frac{2}{2+2} = \frac{1}{2}\). This is due to the fact that we are computing the bound specifically for this graph structure, whilst the bounds provided in [6] are independent of the graph structure.

As another example, now we turn back to figure 2 to assess bounds for a \(C\)-optimal assignment using equation 2. First, we assess the bound for the 1-distance region \(C_1\) in figure 2(b). Given the relation \(S = R_{\{x_0, x_1\}}\), we assess the number of neighbourhoods that completely cover \(\{x_0, x_1\}\) as \(cc(S, C_1) = 2\) (the two first neighbourhoods on the left-hand side) and the number of neighbourhoods that do not cover \(\{x_0, x_1\}\) at all as \(nc(S, C_1) = 2\) (the fourth and fifth neighbourhoods). After repeating the process for the rest of relations in the constraint graph, we obtain that \(cc = 2 = 2 = 2\) and \(nc = 2 = 2 = 2\). Note that the bounds provided as example are tight. However, despite these examples, the bound assessed by proposition 1 is not guaranteed to be tight and can return worse bounds than the ones provided by the LP-based mechanism.

Both the LP and proposition 1 assess bounds that depend on the graph structure but are independent of the specific reward values. We can always use them to assess bounds independently of the graph structure by assessing the bound for the complete graph, since any other structure is a particular case of the complete graph with some rewards set to zero.

The proof for proposition 1 is a generalization of the one in [9] for k-optimality.

**Proof.** For every \(C^a \in C\), consider an assignment \(x^a\) such that \(x^a_i = x^a_i\) if \(x_i \neq C^a\) and \(x^a_i = x^a_i\) if \(x_i \in C^a\). Since \(x^a\) is \(C\)-optimal, for all \(C^a \in C\), \(R(x^a) \geq R(x^a)\) holds, and hence

\[ R(x^C) \geq \frac{\sum_{S \in R} cc(S, C)}{|C|}. \]

Now for each \(x^a\), we have that \(R(x^a) = \sum_{S \in R} S(x^a)\).

We can split the sum into completely covered \((T(C^a))\), partially covered \((P(C^a))\), or not covered at all \((N(C^a))\) relations, having \(R(x^a) = \sum_{S \in T(C^a)} S(x^a) + \sum_{S \in P(C^a)} S(x^a) + \sum_{S \in N(C^a)} S(x^a)\).

Then, by setting partially covered relations to the minimum possible reward (0 assuming non-negative rewards),
$R(x^{*}) \geq \sum_{S \in T(C^{n})} S(x^{*}) + \sum_{S \in N(C^{n})} S(x^{*})$. Now, by definition of $x^{*}$, for every variable $x_i$ in a relation completely covered by $C^n$ we have that $x_i^{*} = x_i^*$, and for every variable $x_i$ in a relation not covered at all by $C^n$ we have that $x_i^{*} = x_i$. Hence, $R(x^{*}) \geq \sum_{S \in T(C^{n})} S(x^{*}) + \sum_{S \in N(C^{n})} S(x^{*})$. To assess a bound, after substituting this inequality in equation 3, we have that

$$R(x^{*}) \geq \sum_{C^{n} \subseteq C \subseteq T(C^{n})} \sum_{S \in R} S(x^{*}) + \sum_{C^{n} \subseteq C \subseteq N(C^{n})} \sum_{S \in R} S(x^{*}) |C|.$$  

We need to express the numerator in terms of $R(x^{*})$ and $R(x)$.

Grouping the sum by relations and reminding that $cc_{\alpha} = \min_{S \in R} cc(S, C)$, the term on the left can be expressed as:

$$\sum_{C^{n} \subseteq C \subseteq T(C^{n})} S(x^{*}) = \sum_{S \in R} cc(S, C) \cdot S(x^{*}) \geq \sum_{S \in R} cc_{\alpha} \cdot S(x^{*}) = cc_{\alpha} \cdot R(x^{*}).$$

Furthermore, recalling that $nc_{\alpha} = \min_{S \in R} nc(S, C)$, we can do the same with the right term:

$$\sum_{C^{n} \subseteq C \subseteq N(C^{n})} S(x^{*}) = \sum_{S \in R} nc(S, C) \cdot S(x^{*}) \geq \sum_{S \in R} nc_{\alpha} \cdot S(x^{*}) = nc_{\alpha} \cdot R(x^{*}).$$

After substituting these two results in equation 3 and re-arranging terms, we obtain equation 2.

In the next two sections we show that the constant-time reward-independent bounds provided for size and distance optimality in [6, 9] are particular cases of proposition 1.

### 3.4 Size-optimal bounds as a specific case of region-optimal bounds

Now we present the main result in [9] as a specific case of C-optimality. An assignment is k-size-optimal if it can not be improved by changing the value of any group of size k or fewer variables.

**Proposition 2.** Let $\langle X, D, R \rangle$ be a DCOP with non-negative rewards and $m$ the maximum relation arity. Then, for any k-optimal assignment $x^{*}$:

$$R(x^{*}) \geq \frac{\binom{|X| - m}{k} R(x^{*})}{\binom{|X|}{k}}$$  

**Proof.** This result is just a specific case of our general result where we take as region the t-distance neighbourhoods for each variable $x \in X$, that is $C = \{\Omega_{t}(x) | x \in X\}$. The number of neighbourhoods in the region is $|C| = n$. Next, we show that for every relation $S$, we have that the number of neighbourhoods in $C$ that completely cover $S$, $cc(S, C)$, is at least $m + t - 1$. The only variables that do not have $S$ in their $t$-neighbourhood are those variables that are at distance $t$ or more from every variable in $S$. If no such variables exist, then $cc(S, C) = n > m + t - 1$. Otherwise, let $x^*$ be one of these variables. There is a shortest path connecting $x^*$ to its closest variable in $S$ (say $x_t$). The path must have length at least $t$, that is $x_1, x_2, \ldots, x_t$. Now, it is clear that $S$ is in the $t$-neighbourhood of the $t - 1$ variables $\{x_1, \ldots, x_{t-1}\}$. Since we are taking the shortest path to any variable in $S$, no $x_i$ can be in $S$. Since $S$ is also in the $t$-neighbourhood of every variable in $S$ and there can be no intersection between $S$ and $\{x_1, \ldots, x_{t-1}\}$, we have $cc(S, C) = |S| + t - 1 \geq m + t - 1$. Hence $cc_{\alpha} \geq m + t - 1$. By definition, $nc_{\alpha} \geq 0$. Finally, we obtain equation 6 by using $|C|$, $cc_{\alpha}$ and $nc_{\alpha}$ in equation 2, and simplifying.

If the DCOP is not connected, we can obtain a better bound by simply applying equation 6 to each connected component and taking the minimum. That is $R(x^{*}) \geq \sum_{c} \frac{(m + t - 1) R(x^{*})}{n_c}$ where $n_c$ is the number of elements of the largest connected component, which is always smaller than $n$.

### 4. EMPIRICAL EVALUATION

In this section we show how we can benefit from the larger space of criteria for defining regions provided by C-optimality. We start by analyzing the regions generated by k-size and t-distance on DCOPs with different structures, to conclude that k-size generates a potentially huge number of neighborhoods of limited size and t-distance generates a limited number of potentially huge neighborhoods. To keep under control the amount and size of neighborhoods we introduce a new type of regions, namely size-bounded distance regions, that include a limited number of limited size neighborhoods. Finally, we empirically show that algorithms for approximate DCOP solving can benefit from using size-bounded distance regions.
We start by analyzing $k$-size and $t$-distance regions in section 4.1, to motivate the introduction of size-bounded distance regions in section 4.2. The DALO algorithm was proposed in [6] to find either $k$- or $t$- optimal solutions. In section 4.3 we show how we can extend it to find an optimal in any region $C$. Finally, in section 4.4 we compare the performance of size, distance and size-bounded distance regions on DCOPs with different graph structures using DALO.

4.1 Analysis of size and distance regions

We are interested in analyzing the regions generated by $k$-size and $t$-distance on DCOPs with different structures. More concretely, we want to assess the number of different neighbourhoods as well as the size (number of variables) for each neighbourhood, since both parameters strongly influence the amount of computation needed to obtain a $k$, $t$-optimum. The worst case time for checking optimality in a neighbourhood is exponential in its number of variables. Furthermore, if an agent has to consider a large number of neighbourhoods, it will have to share its time among them. Hence, in terms of computational effort, it is of interest to find regions that have a limited number of neighbourhoods of limited size. In $k$-size optimality the size is limited by $k$ but the number of neighbourhoods grows as $\binom{|X|}{k}$, which can turn out prohibitively large. In $t$-distance optimality the number of neighbourhoods is $O(|X|!)$ but the size of the neighbourhoods is not limited. For example, the 1-distance region of a complete graph contains a single neighbourhood with all the variables, and hence finding a 1-distance optimal in a complete graph is as hard as finding a global optimum.

For a more detailed empirical analysis, we have computed statistics of the maximum neighbourhood size in a region (MaxS) and the number of neighbourhoods per agent (#) over randomly generated constraint graphs. We have used three different types of graph structures: $G(n, M)$ random graphs [2], Barabasi-Albert (BA) scale-free graphs [1], and non-linear preferential attachment (NLPA) graphs based on the BA model, but with a larger emphasis on many nodes having fewer connections. All the graphs have 100 nodes with a density of four meaning that on average each node has four neighbours. We compare the results of three different criteria: 5-size (K5)$^2$, 1-distance (T1) and 2-distance (T2). The first three rows in table 1 present the averages over 50 DCOPs of MaxS and # for each criteria and each type of graphs. From these statistics we observe that T1 and T2 distance criteria result in very large neighbourhoods, especially on scale-free and NLPA graphs due to the presence of hub agents with a large number of neighbours. We also observe that K5 criterion generates a large number of neighbourhoods, specially in scale-free and NLPA due to the presence of hub nodes (e.g. the average number of neighbourhoods per agent in NLPA graphs is 11366).

From this analysis we can conclude that $k$-size generates a potentially huge number of neighbourhoods of limited size and $t$-distance generates a limited number of potentially huge neighbourhoods. To overcome this, we introduce a new type of regions, namely size-bounded distance regions, which include a limited number of bounded size neighborhoods.

4.2 Size-bounded distance optimality

Our aim at formulating the size-bounded distance crite-

\[ |X|_k \]

- As in [6, 9] neighbourhoods of 5 variables that are not connected in the graph are discarded.

Figure 3: Example of (a) a DCOP graph, and (b)-(g) the set neighborhoods for the 5-size-distance bounded region.

\[ T(x_i, x_j) \]

The DALO algorithm is an asynchronous algorithm that starts with a random initial assignment and monotonically increases the solution quality by independently optimizing in each of the neighbourhoods that are created. As described in [6], DALO has three phases: initialization, optimization, and implementation.

During the initialization phase agents distributedly create a set of neighbourhoods and assign each neighbourhood to a leader agent (the central node to minimize communication) that will be in charge of its optimization. After initialization, agents run in parallel the optimization and implementation phases for each assigned neighbourhood until stabilization. During the optimization phase, each leader agent optimises by searching for a joint assignment of the variables in its
neighborhoods that improve their reward. After optimizing, the leader agent runs the implementation phase trying to implement the new joint assignment found. Because neighbourhoods are optimised in parallel and a variable can appear in multiple neighbourhoods, DALO implementation phase uses an asynchronous protocol based on a standard lock/commit pattern to ensure stability.

To use DALO with an arbitrary region, we focused on the initialization phase to modify how agents create the groups over which they optimise. Concretely to allow DALO to search for a C-optimal, agents will distributedly generate the neighbourhoods in region C. For example, to use DALO in the s-size-bounded distance region each agent will iterate through various t-distance neighbourhoods, by broadcasting at distance t, to determine the largest t-distance neighbourhood whose size does not exceed s. After initialization, for the specific region, optimization and implementation phases are ran as specified in [6], independently of the used region.

4.4 Empirical results

In this section we compare the results obtained by DALO using four different criteria: 5-size (K5), 1-distance (T1), 2-distance (T2), and 5-size bounded distance (S5) criteria.

We ran similar experimental settings to Kieckintvedt et al. [6]. We measured the performance of the extension of the DALO algorithm3 described in section 4.3 when running over each one of the regions generated by the four criteria described above. Thus, we tested DALO for the four criteria over the different types of graphs described in section 4.1. All the graphs have 100 nodes, each one with density 4, meaning that on average each node has 4 neighbours. Moreover, variables’ domain size is 10, and rewards are integers sampled from a distribution $U[0,10000]$.

Besides graph types, we also considered different Computation/Communication Ratios (CCR) [6]. The CCR setting defines the number of constraint assignments that may be evaluated at each communication step. For example, $CCR = 0.01$ allows each node to process up to 100 checks in a time step. We vary the setting of CCR in our experiments to test DALO in two settings with different relative cost for sending messages and computation, namely $CCR = 0.01$ and $CCR = 0.1$. In general, the larger the value of CCR, the higher the computation cost. Notice that, with respect to the experimental settings in [6], we discarded using $CCR = 0$. The rationale is that if $CCR = 0$, communication is infinitely more costly than computation and hence the best strategy is computing the optimal by means of a fully centralized algorithm.

Figures 4 (a)-(f) plot the normalized solution quality of each algorithm along global time for each graph structure and CCR metric. The normalized solution quality is computed by: (1) subtracting the initial reward, as assessed by DALO for a given criterion, from the reward at a given global time; and (2) dividing the result by the best known reward obtained by DALO out of the four criteria. All results are averaged over 25 sample instances. In what follows, we compare the four criteria along two dimensions: (1) the final normalised solution quality; and (2) the convergence speed required to reach a good solution quality.

Regarding solution quality, the results vary depending the value of CCR and graph structure. On the one hand, in scenarios where computation is more costly ($CCR = 0.1$), overall S5 outperforms the rest of criteria. Although T1 is very competitive and its solution quality comes very close to that of S5 over random and scale free graphs, S5 significantly outperforms T1 on NPLA graphs. Moreover, both S5 and T1 largely outperform K5. The reason of the poor performance of K5 is that it generated neighbourhoods of fixed size. On the other hand, in scenarios where computation is cheaper ($CCR = 0.01$), the differences of final solution qualities between S5, T1, and K5 are not significant. There is an aspect though that deserves special attention. Notice that for all the test cases, the performance of DALO over T2 regions is much worse than the performance over the regions generated by the rest of criteria. We can explain this result by analysing the complexity of T2 regions as shown in table 1. Thus, we observe that T2 generates very large neighbourhoods that can not be optimised within the maximum global time (1000 global time steps). The solution quality degradation when handling T2 regions is particularly significant on scale-free and NPLA graphs because the criterion generates neighbourhoods whose size is close to the size of the original problem (99 variables on average in NPLA graphs).

Regarding convergence speed, S5 regions help DALO to converge to a high solution quality faster. Likewise our analysis about solution quality above, T1 is again competitive with respect to S5, though S5 largely outperforms T1 on NPLA graphs. This is because, as observed in [6], NPLA graphs are characterized by large hub nodes with many connections that results in large neighbourhoods that take long for agents to optimise. Regarding K5, convergence speed is slower than that of S5 and T1 because each leader in DALO coordinates a neighbourhood of size 5, whereas the neighbourhoods for S5 and T1 may be smaller.

To summarise, our experimental results show that criteria that produce regions with large number of neighbourhoods or/and large neighbourhood sizes are not guaranteed to outperform criteria that produce less complex regions. In fact, overall the size-bounded distance criterion proposed in section 4.2 was able to outperform the rest of criteria by limiting the complexity of the regions that it generates.

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Scale-free</th>
<th>NPLA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MaxS</td>
<td>#</td>
<td>MaxS</td>
</tr>
<tr>
<td>K5</td>
<td>5</td>
<td>167</td>
<td>5</td>
</tr>
<tr>
<td>T1</td>
<td>10</td>
<td>1</td>
<td>27</td>
</tr>
<tr>
<td>T2</td>
<td>38</td>
<td>1</td>
<td>82</td>
</tr>
<tr>
<td>S5</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: Statistics for regions generated by k5, t1, t2 and s5 criteria for 100 agents. MaxS stands for the maximum size of a neighbourhood and # for the average number of neighbourhoods per agent.

5. CONCLUSIONS

In this paper we generalise the k- and t-optimal frameworks [9, 6] to introduce C-optimality, a flexible framework that provides quality guarantees for local optima in regions characterised by any arbitrary criterion. With this aim, we provide: (1) a formal definition of C-optimality, namely of local optimality in some arbitrary region; and (2) quality guarantees for region optimal solutions that exploit the knowledge about the graph structure. Regarding quality guarantees, we defined two methods with different computational costs: (1) a first one, based on solving an LP, that guarantees tightness; and (2) a second one that requires lin-

---

3We used the DALO code provided by the authors at http://teamcore.usc.edu/dcop/.
ear time but does not ensure tightness. Moreover, we prove that the bounds provided for size and distance optimality are particular instances of the C-optimal bounds.

To illustrate how the C-optimality framework allows us to explore the space for arbitrary criteria, we propose a novel criterion to generate regions, the so-called size-bounded-distance criterion. This new criterion has been designed to overcome the main drawbacks of size and distance optimality. Moreover, we extend the DALO algorithm [6] to compute C-optimal solutions. Our empirical analysis of the size-bounded-distance criterion shows that it outperforms both size and distance criteria by providing a more fine-grained control of the complexity of the regions to explore.

As future work, we plan to extend the C-optimal bounds to exploit some a-priori knowledge of the reward structure of the problem, if available, along the lines of [3]. Furthermore, since a critical issue in the design of any C-optimal algorithm is the choice of regions, we will focus on defining techniques that allow us to explore the space of regions in search for regions with limited complexity and high quality guarantees.
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ABSTRACT

Scheduling agents can use the Multiagent Simple Temporal Problem (MaSTP) formulation to efficiently find and represent the complete set of alternative consistent joint schedules in a distributed and privacy-maintaining manner. However, continually revising this set of consistent joint schedules as new constraints arise may not be a viable option in environments where communication is uncertain, costly, or otherwise problematic. As an alternative, agents can find and represent a temporal decoupling in terms of locally independent sets of consistent schedules that, when combined, form a set of consistent joint schedules. Unlike current algorithms for calculating a temporal decoupling that require centralization of the problem representation, in this paper we present a new, provably correct, distributed algorithm for calculating a temporal decoupling. We prove that this algorithm has the same theoretical computational complexity as current state-of-the-art MaSTP solution algorithms, and empirically demonstrate that it is more efficient in practice. We also introduce and perform an empirical cost/benefit analysis of new techniques and heuristics for selecting a maximally flexible temporal decoupling.
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1. INTRODUCTION

A scheduling agent is often responsible for independently managing the scheduling constraints of its user, while also ensuring that its user’s schedule coordinates with the schedules of other agents’ users. In many scheduling environments, agents must also react to new constraints that arise over time, either due to volitional decisions by the agents (or their users) or due to the dynamics of the environment. Agent coordination is further challenged by desires for privacy and uncertain, costly, or otherwise problematic communication. Fortunately, scheduling agents can use the Multiagent Simple Temporal Problem (MaSTP) formulation to, in a distributed and efficient manner, find and represent sets of alternative consistent joint schedules to these types of complex, multiagent scheduling problems [3, 2].

As an example of this type of problem, suppose three student colleagues, Ann, Bill, and Chris, have each selected a tentative morning schedule (from 8:00 to noon) and have each tasked a personal computational scheduling agent with maintaining his/her schedule. Ann will have a 60 minute run with Bill before spending 90 to 120 minutes on a group project (after picking up deliverables that Chris will leave in the lab); Bill will have a 60 minute run with Ann before spending 60 to 180 minutes working on homework; and finally, Chris will work on the group project for 90-120 minutes and drop it off in the lab before attending a lecture from 10:00 to 12:00. This example is displayed graphically as a distance graph (explained in Section 2.1) in Figure 1(a).

One approach for solving this problem is to represent the set of all possible joint schedules that satisfy the constraints, as displayed in Figure 1(b). In this approach, if a new, non-volitional constraint arrives (e.g., Chris’ bus is late), the agents can easily recover by simply eliminating inconsistent joint schedules from consideration. However, doing so may still require communication (e.g., Chris’ agent should communicate that her late start will impact when Ann can start, and so on). In fact, this communication must continue (e.g., until Chris actually completes the project, Ann does not know when she can start), otherwise agents could make inconsistent, concurrent decisions. For example, if Ann decides she wants to run at 8:00, while Bill simultaneously decides he wants to run at 9:00 (both allowable possibilities), Ann and Bill’s agents will inadvertently introduce an inconsistency.

An alternative to this approach, displayed graphically in Figure 1(d), is for agents to simply select one joint schedule from the set of possible solutions. However, as soon as a new, non-volitional constraint arrives (e.g., Chris’ bus arrives late by even a single minute), this exact, joint solution may no longer be valid. This, in turn, can require agents to regenerate a new solution every time a new constraint arrives, unless that new constraint is consistent with the selected schedule. Due to either a lack of robustness or lack of independence, neither of these two approaches is likely to perform well in time-critical, highly-dynamic environments.

Fortunately, there is a third approach that balances the
robustness of Figure 1(b) with the independence of Figure 1(d). Agents can find and maintain a temporal decoupling, which is composed of independent sets of locally consistent schedules that, when combined, form a set of consistent joint schedules [4]. An example of a temporal decoupling is displayed in Figure 1(c), where, for example, Chris’ agent has agreed to wait to begin work until after 10:00. Not only are agents’ schedules no longer interdependent, but agents also still maintain sets of locally consistent schedules. Now when Chris’ bus is late by a minute, Chris’ agent can “absorb” this new constraint by independently updating its local set of schedules, without requiring any communication with any other agent. The advantage of this approach is that once agents establish a temporal decoupling, there is no need for further communication unless (or until) a new (series of) non-volitional constraint(s) render the chosen decoupling inconsistent. It is only if and when a temporal decoupling does become inconsistent (e.g., Chris’ bus is more than a half hour late, violating her commitment to finish the project by 10:00) that agents must calculate a new temporal decoupling (perhaps establishing a new hand-off deadline of 10:15), and then once again independently react to newly-arriving constraints, repeating the process as necessary.

Unfortunately, the current temporal decoupling algorithms [4, 7] require centralizing the problem representation at some “coordinator” who sets the decoupling constraints for all. The computational, communication, and privacy costs associated with centralization may be unacceptable in multiagent planning and scheduling applications, such as military, health care, or disaster relief, where agents specify problems in a distributed fashion, expect some degree of privacy, and must provide unilateral, time-critical, and coordinated scheduling assistance. In this paper, we contribute new, distributed algorithms for calculating a temporal decoupling, prove the correctness, privacy implications, and runtime properties of these algorithms, and perform an empirical comparison that shows that these algorithms calculate a temporal decoupling that approaches the best centralized methods in terms of flexibility, but with less computational effort than current MaSTP solution algorithms.

2. PRELIMINARIES

In this section we provide definitions necessary for understanding our contributions, using and extending terminology from the literature.

2.1 Simple Temporal Problem

As defined in [3], the Simple Temporal Problem (STP), \( S = (V,C) \), consists of a set of timepoint variables, \( V \), and a set of temporal difference constraints, \( C \). Each timepoint variable represents an event, and has an implicit, continuous numeric domain. Each temporal difference constraint \( c_{ij} \) is of the form \( v_j - v_i \leq b_{ij} \), where \( v_i \) and \( v_j \) are distinct timepoints, and \( b_{ij} \in \mathbb{R} \) is a real number bound on the difference between \( v_j \) and \( v_i \). To exploit extant graphical algorithms and efficiently reason over the constraints of an STP, each STP is associated with a weighted, directed graph, \( G = (V,E) \), called a distance graph. The set of vertices \( V \) is as defined before (each timepoint variable acts as a vertex in the distance graph) and \( E \) is a set of directed edges, where, for each constraint \( c_{ij} \) of the form \( v_j - v_i \leq b_{ij} \), we construct a directed edge, \( e_{ij} \) from \( v_i \) to \( v_j \) with an initial weight \( w_{ij} = b_{ij} \). As a graphical short-hand, each edge from \( v_i \) to \( v_j \) is assumed to be bi-directional, compactly capturing both edge weights with a single label, \([-w_{ji}, w_{ij}]\), where \( v_j - v_i \in [-w_{ji}, w_{ij}] \) and \( w_{ij} \) is initialized to \( \infty \) if there exists no corresponding constraint \( c_{ij} \) in \( P \). All times (e.g. ‘clock’ times) can be expressed relative to a special zero timepoint variable, \( z \in V \), that represents the “start of time”. Bounds on the difference between \( v_i \) and \( z \) are expressed graphically as “unary” constraints specified over a timepoint variable \( v_i \). Moreover, \( w_{iz} \) and \( w_{zi} \) then represent the earliest and latest times, respectively, that can be assigned to \( v_i \), and thus implicitly define \( v_i \)’s domain. In this paper, we will assume that \( z \) is always included in \( V \) and that, during the construction of \( G \), an edge \( e_{zi} \) is added from \( z \) to every other timepoint variable \( v_i \in V \).

An STP is consistent if there exist no negative cycles in the corresponding distance graph. A consistent STP contains at least one solution, which is an assignment of specific time values to timepoint variables that respects all constraints to form a schedule. A decomposable STP represents the entire set of solutions by establishing the tightest bounds on timepoint variables such that: (1) no solutions are eliminated and (2) any assignment of a specific time to a timepoint variable that respects these bounds can be extended to a solution with a backtrack-free search using constraint propagation.

Full-Path Consistency (FPC) works by establishing de-
composability of an STP instance in \(O(|V|^3)\) by applying an all-pairs-shortest-path algorithm, such as Floyd-Warshall, to the distance graph to find the tightest possible path between every pair of timepoints, \(v_i\) and \(v_j\), forming a fully-connected graph, where \(v_i, j, k, w_{ij} \leq w_{ik} + w_{kj}\). The resulting graph is then checked for consistency by validating that there are no negative cycles, that is, \(v_i \neq j\), ensuring \(w_{ij} + w_{ji} \geq 0\) [3].

An alternative for checking STP consistency is to establish **Directed Path Consistency** (DPC) [3] on its distance graph. DPC triangulates the distance graph by visiting each timepoint, \(v_i\), in some elimination order, \(o = (v_1, v_2, \ldots, v_n)\), tightening (and when necessary, adding) edges between each pair of its not yet eliminated neighboring timepoints, \(v_i, v_j\) (connected to \(v_i\) via an edge), using the rule \(w_{ij} \leftarrow \min(w_{ij}, w_{ik} + w_{kj})\), and then “eliminating” that timepoint from further consideration. The quantity \(\omega^*_i\) is the induced graph width relative to \(i\), and is defined as the maximum, over all \(v_k\), of the size of \(v_k\)’s set of not yet eliminated neighbors at the time of its elimination. The edges added during this process, along with the existing edges, form a triangulated (also called chordal) graph — a graph whose largest non-biased cycle is of size three. The complexity of DPC is \(O(|V| \cdot \omega^*_i)\), but instead of establishing decomposability, it establishes the property a solution can be recovered from a DPC distance graph in a backtrack-free manner if variables are assigned in reverse elimination order. **Partial Path Consistency** (PPC) [1] is sufficient for establishing decomposability on an STP instance by calculating the tightest possible path for *only* the subset of edges that exists within a triangulated distance graph. As a result, PPC may establish decomposability much faster than FPC algorithms in practice \((O(|V| \cdot \omega^*_i) \leq O(|V|^3))\) [8, 6]. The PPC representation of our example is displayed in Figure 1(b).

### 2.2 Multiagent Simple Temporal Problem

The Multiagent Simple Temporal Problem (MaSTP) is informally composed of \(n\) local STP subproblems, one for each of \(n\) agents, and a set of constraints \(C_X\) that establishes relationships between the local subproblems of different agents. Our definition of the MaSTP improves on our original MaSTP specification [2]. An agent \(i\)’s **local** STP subproblem is defined as \(S_L^i = \langle \Omega^i \cup C_L^i \rangle\), where:

- \(\Omega^i\) is defined as agent \(i\)’s set of **local variables**, which is composed of all timepoints assignable by agent \(i\) and also includes agent \(i\)’s reference to \(z\);
- \(C_L^i\) is defined as agent \(i\)’s set of **local constraints**, where a local constraint, \(c_{ij} \in C_L^i\) is defined as a bound on the difference between two local variables, \(v_i - v_j \leq b_{ij}\), where \(v_i, v_j \in V_L^i\).

In Figure 1(a), the boxes labeled Chris, Ann, and Bill represent each person’s respective local STP subproblem from our running example. Notice, the sets \(V_L^i\) partition the set of all non-reference timepoint variables and the sets \(C_L^i\) partition the set of all local constraints.

Moreover, \(C_X\) is the set of inter-agent or **external constraints**, where an external constraint is defined as a bound on the difference between two variables that are local to different agents, \(v_i \in V_L^i\) and \(v_j \in V_L^j\), where \(i \neq j\). Further, \(V_X\) is defined as the set of **external timepoint variables**.

where a timepoint is external if it is involved in at least one external constraint. In Figure 1(a), external constraints and variables are denoted with dashed edges. It then follows that:

- \(C_X\) is agent \(i\)’s set of external constraints that each involve exactly one of agent \(i\)’s assignable timepoints;
- \(V_X\) is the set of timepoint variables known to agent \(i\) due their involvement in some constraint from \(C_X\), but that are local to some other agent \(j \neq i\).

More formally, then, an MaSTP, \(M\), is defined as the STP \(M = \langle V_M, C_M \rangle\) where \(V_M = \{\bigcup V_L^i\} \) and \(C_M = \{C_X \cup \bigcup C_L^i\}\). Note, the definition of the corresponding distance graph is defined as before, where the definition of agent \(i\)’s local and external edges, \(E_L^i\) and \(E_X\), follows analogously from the definition of \(C_L^i\) and \(C_X\), respectively.

### 2.3 Multiagent Temporal Decoupling Problem

Given the previous definitions, we adapt the definition of temporal decoupling in [4] to apply to the MaSTP. Agents’ **local STP subproblems** \(\{S_L^1, S_L^2, \ldots, S_L^n\}\) form a **temporal decoupling** of an MaSTP \(M\) if:

- \(\{S_L^1, S_L^2, \ldots, S_L^n\}\) are consistent STPs; and
- Merging *any* locally consistent solutions to the problems in \(\{S_L^1, S_L^2, \ldots, S_L^n\}\) yields a solution to \(M\).

Alternatively, when \(\{S_L^1, S_L^2, \ldots, S_L^n\}\) form a temporal decoupling of \(M\), \(\{S_L^1, S_L^2, \ldots, S_L^n\}\) are said to be **temporally independent**. The Multiagent Temporal Decoupling Problem (MaTDP), then, is defined as, for each agent \(i\), finding a set of constraints \(C_{\Delta}\) such that if \(S_L^i + \Delta = \langle V_L^i, C_L^i \cup C_{\Delta}\rangle\), then \(\{S_L^1, S_L^2, \ldots, S_L^n\}\) is a temporal decoupling of MaSTP \(M\). Figure 1(c) represents a temporal decoupling of our example, where new unary decoupling constraints, in essence, replace all external edges (shown faded). A **minimal decoupling** is one where, if the bound of any decoupling constraint \(c \in C_{\Delta}\) for some agent \(i\) is relaxed, then \(\{S_L^1, S_L^2, \ldots, S_L^n\}\) no longer a decoupling (e.g., Figure 1(c) is an example of a minimal decoupling whereas the decoupling in (d) is not minimal). The original TDP algorithm [4] executes on a centralized representation of the MaSTP and iterates between proposing new constraints to decouple agent subproblems with respect to a particular external constraint (until all external constraints have been decoupled) and reestablishing PPC on the corresponding global distance graph, so that subsequently proposed decoupling constraints are guaranteed to be consistent.

### 3. ALGORITHMS

In this section, we introduce new distributed algorithms for calculating a temporal decoupling and prove their correctness, computational complexity, and privacy properties.

#### 3.1 A Distributed MaTDP Algorithm

The goal of our Multiagent Temporal Decoupling Problem (MaTDP) algorithm, presented as Algorithm 1, is to find a set of decoupling constraints \(C_{\Delta}\) that render the external constraints \(C_X\) moot. Agents accomplish this goal by coordinating both to establish DPC and also to consistently assign external variables in reverse elimination order. First, we use \(\Delta P3C-1\) (an efficient, distributed DPC algorithm corresponding to lines 1-22 of the \(\Delta P3C\) algorithm presented in [2]) to triangulate and propagate the constraints,
where external timepoints \( V_X \) are eliminated last. Figure 2(a) shows \( V_X \) after all other local variables have been eliminated. Notice that local constraints are reflected in the tighter domains. The external variables are eliminated in order, from left to right (\( o_X = (GP^E_T, R^A_T, GP^A_T, R^B_T) \)), which introduces the new edges, shown with dotted lines, and their weights. If \( D\Delta P3C-1 \) propagates to an inconsistent graph, then our algorithm returns INCONSISTENT.

Otherwise, we initialize an empty \( C_\Delta \) and then step through vertices in inverse elimination order, starting with \( R^B_ST \). We skip over the inner loop (lines 6-12) because there are no vertices later in \( o_X \) than \( R^B_ST \). In line 13, we use a heuristic that decouples by “assigning” the timepoint to the midway point between its upper and lower bounds. In this case we add the constraint that \( R^B_ST \) happens at 8:45 to \( C_\Delta \) (line 15). In line 14, this is sent to Ann’s agent, because \( R^B_ST \) shares external edges with Ann’s timepoints. The next vertex is \( GP^A_ST \). Note, Ann’s agent would consider processing this variable right away, but the inner loop (lines 6-12) forces Ann’s agent to wait for the message from Bill’s agent. When it gets there, Ann’s agent updates its edge weights accordingly (lines 10-11). In this case, given that \( GP^A_ST \) is at least 60 minutes after \( R^B_ST \), \( GP^A_ST \)’s domain is tightened to [9:45, 10:30]. Then in line 13, Ann’s agent chooses the decoupling point by splitting the difference, thus adding the constraint that \( C_\Delta \) occurs at 10:08. This same process is repeated until all timepoints in \( V_X \) have been assigned; the result is shown in Figure 2.

As mentioned, our default heuristic is to assign \( v_k \) to the midpoint of its path consistent domain (which corresponds to using the rules \( w_{zk} \leftarrow 0.5 (w_{zk} + w_{zk}) \); \( w_{zk} \leftarrow w_{zk} \) for line 13). In general, however, assigning variables is more constraining than necessary. Fortunately, agents can optionally call a relaxation algorithm (introduced in Section 3.2) that replaces \( C_\Delta \) with a set of minimal decoupling constraints. Later in this paper, we will explore and evaluate other assignment heuristics for line 13 (other than our default midpoint assignment procedure) that, when combined with the relaxation algorithm, could lead to less constraining decoupling constraints.

To avoid inconsistency due to concurrency, before calculating decoupling constraints for \( v_k \), an agent blocks in line 8 until it receives the fresh, newly computed weights \( w_{xj}, w_{jk} \) from \( v_j \)’s agent (\( Agent(v_j) \), as sent in line 14) for each external edge \( e_{jk} \in E_X \) where \( j > k \). While this implies some sequentialization, it also allows for concurrency whenever variables do not share an external edge. For example, in Figure 2(b), because \( GP^E_T \) and \( R^A_ST \) do not share an edge, after Ann’s agent has assigned \( GP^E_T \), both Ann and Chris’ agents can concurrently and independently update and assign \( R^A_ST \) and \( GP^A_ST \) respectively. Finally, each agent establishes PCC in response to its new decoupling constraints, by executing P3C-2 (which refers to the second phase of the single-agent P3C algorithm presented in [6] as Algorithm 3).

THEOREM 1. The MaTDP algorithm has an overall time complexity of \( O(|V|\omega^2_X) \) and requires \( O(|E_X|) \) messages.

PROOF. The MaTDP algorithm calculates DPC and PCC in \( O(|V|\omega^2_X) \) time. Unary, decoupling constraints are calculated for each of \( |V_X| \) external variables \( v_k \in V_X \) (lines 4-16), after iterating over each of \( v_k \)’s \( O^*_x \) neighbors (lines 6-12). Thus decoupling requires \( O(|V|\omega^2_X) \subseteq O(|V|\omega^2_X) \) time, and so MaTDP has an overall time complexity of \( O(|V|\omega^2_X) \). The MaTDP algorithm sends exactly one message for each external constraint in line 14, for a total of \( O(|E_X|) \) messages.

THEOREM 2. The MaTDP algorithm is sound.

PROOF. Lines 1-2 return INCONSISTENT whenever the input MaSTP \( M \) is not consistent. By contradiction, assume that there exists some external constraint \( c_{xy} \) with bound \( b_{xy} \) that is not satisfied when the decoupling constraints \( c_{xy} \) and \( c_{yz} \), calculated by MaTDP with bounds \( b_{xz} \) and \( b_{yz} \) respectively, are (that is \( b_{xy} > b_{yz} \)). WLOG, let \( x < y \) in \( o_X \). Notice, line 1 (DPC) implies \( w_{xy} \leq b_{xy} \). Line 11 then implies \( w_{xz} + w_{xy} \leq w_{xy} \leq b_{xy} \) (since inductively \( w_{xz} + w_{xy} = 0 \)). Notice that after line 11, all other possible updates to \( w_{xz} \) that occur before \( c_{xy} \) is constructed in line 15 (e.g., in lines 10-11, 13) only tighten (never relax) \( w_{xz} \), and

Figure 2: Applying the MaTDP algorithm to the example scheduling problem.
so \(b_{xz} + b_{zy} \leq w_{xz} + w_{zy} \leq w_{xy} \leq b_{xy}\). However, this is a contradiction to our assumption that \(b_{xz} + b_{zy} > b_{xy}\), so the decomposability distance graph and constraints \(C_{\Delta}\) calculated by MaTDP form a temporal decoupling of \(\mathcal{M}\). □

**Theorem 3.** The MaTDP algorithm is complete.

**Proof (Sketch).** The basic intuition for this proof is provided by the fact that, in some sense, the MaTDP algorithm is simply a distributed version of the basic backtrack-free assignment procedure that can be applied to a DPC distance graph. We show that when we choose bounds for new, unary decoupling constraints for \(v_k\) (effectively in line 13), \(w_{zk}, w_{kj}\) are path consistent with respect to all other variables. This is because not only is the distance graph DPC, but also the updates in lines 10-11 guarantee that \(w_{zk}, w_{kj}\) are path consistent with respect to \(v_k\) for all \(j > k\) (since each such path from \(v_j\) to \(v_k\) will be represented as an edge \(e_{jk}\) in the distance graph). So the only proactive edge tightening that occurs, which happens in line 13 and guarantees that \(w_{zk} + w_{kj} = 0\), is done on path consistent edges and thus will never introduce a negative cycle (or empty domain).

### 3.2 **A Minimal Temporal Decoupling Relaxation Algorithm**

The goal of the Multiagent Temporal Decoupling Relaxation (MaTDR) algorithm, presented as Algorithm 2, is to replace the set of decoupling constraints produced by the MaTDP algorithm, \(C_{\Delta}\), with a set of minimal decoupling constraints, \(C'_{\Delta}\). Recall that a minimal decoupling is one where, if the bound of any decoupling constraint \(e \in C'_{\Delta}\) for some agent \(i\) is relaxed, then \(\{S_{i+1}^t, S_{i+2}^t, \ldots, S_{\Delta}^t\}\) is no longer a decoupling. Clearly the temporal decoupling produced when running MaTDP using the default heuristic on our example problem, as shown in Figure 2(b), is not minimal. The basic idea of the MaTDR algorithm is to revisit each external timepoint \(v_k\) and, while holding the domains of all other external timepoint variables constant, relax the bounds of \(v_k\)'s decoupling constraints as much as possible.

The MaTDR works in original order, and thus starts with \(GP_{ET}^C\). First, Chris' agent removes \(GP_{ET}^C\)'s decoupling constraints and restores \(GP_{ET}^C\)'s domain to \([9:30, 10:00]\) by updating the corresponding edge weights to their stored, DPC values (lines 1-3). Notice that lines 3-16 are similar to backwards execution of lines 6-12 in the MaTDP algorithm, except that a separate, "shadow" \(\delta\) bound representation is used and updated only with respect to the original external constraint bounds (not edge weights). Also, in lines 17-24, a decoupling constraint is only constructed when the bound of the potential new constraint (e.g. \(\delta_{xz}\)) is tighter than the already implied edge weight (e.g. when \(\delta_{xz} < w_{xz}\)). So in the case of \(GP_{ET}^C\), the only constraint involving \(GP_{ET}^C\) is that it should occur before \(GP_{ST}^C\). However, \(GP_{ET}^C\) is currently set to occur at 10:08 (\(\delta = 10:08\), and since \(GP_{ET}^C\) is already constrained to occur before 10:00 (\(w = 10:00\)), \(\delta < w\), and so no decoupling constraints are added to the set \(C'_{\Delta}\) for \(GP_{ET}^C\). The next variable to consider is \(R_{ST}^A\), whose domain relaxes back to [8:00, 9:30]. However, since \(R_{ST}^A\) shares a synchronization constraint with \(R_{SF}^B\), whose current domain is [8:45, 8:45], Ann's agent will end up re-enforcing the original decoupling constraints of \(R_{ST}^A\) in [8:45, 8:45]. On the other hand, after Ann's agent recovers \(GP_{ST}^A\)'s original DPC domain of [9:30, 10:30], it then needs to ensure that \(GP_{ST}^A\) will always occur after \(GP_{ET}^C\)'s new domain of [9:30, 10:00].

**Algorithm 2** Multiagent Temporal Decoupling Relaxation (MaTDR)

**Input:** \(G'\), and the DPC weights, \(w_{DP}^{GP}, w_{DP}^{ST}\), for each \(v_k \in V_k\)

**Output:** \(C'_{\Delta}\), agent \(i\)'s minimal decoupling constraints, and \(G'\), agent \(i\)'s PPC distance graph w.r.t. \(C'_{\Delta}\).

1. \(C'_{\Delta} \leftarrow \emptyset\)
2. for \(k = 1 \ldots n\) such that \(v_k \in V_k\) do
3. \(w_{zk} \leftarrow w_{DP}^{GP}\), \(w_{kj} \leftarrow w_{DP}^{ST}\)
4. \(\delta_{zk} \leftarrow \delta_{kj} \leftarrow \infty\)
5. for \(j = 1\) to \(n\) such that \(\exists e_{jk} \in E_k\) \cup \(E_X\) do
6. if \(e_{jk} \in E_k\) then
7. if \(j < k\) then \(w_{zk}, w_{kj} \leftarrow \text{Block receive from Agent}(v_j)\)
8. if \(e_{jk}\) exists then \(\delta_{zk} \leftarrow \min(\delta_{zk}, b_{jk} - w_{kj})\)
9. if \(e_{kj}\) exists then \(\delta_{kj} \leftarrow \min(\delta_{kj}, b_{kj} - w_{kj})\)
10. else if \(j < k\) then
11. \(w_{zk} \leftarrow \min(w_{zk}, w_{kj} + w_{jk})\)
12. \(w_{kj} \leftarrow \min(w_{zk}, w_{kj} + w_{jk})\)
13. end if
14. end for
15. if \(\delta_{zk} < w_{zk}\) then
16. \(w_{zk} \leftarrow \delta_{zk}\)
17. \(C'_{\Delta} \leftarrow C_{\Delta} \cup \{(z - v_k \leq \delta_{zk})\}\)
18. end if
19. if \(\delta_{kj} < w_{kj}\) then
20. \(w_{kj} \leftarrow \delta_{kj}\)
21. \(C'_{\Delta} \leftarrow C_{\Delta} \cup \{(v_k - z \leq \delta_{zk})\}\)
22. end if
23. Send \(w_{zk}, w_{kj}\) to each Agent\((v_j)\) s.t. \(j > k, e_{jk} \in E_k\)
24. end for
25. return \(G', C'_{\Delta}\)

In this case, decoupling from \(GP_{ET}^C\) requires only a lower bound of 10:00 for \(GP_{ST}^C\) and results in a more flexible domain of \([10:00, 10:30]\). The minimal decoupling constraints and corresponding distance graph that MaTDR calculates for the running example are presented in Figure 2(c) and Figure 1(c).

The type of update performed on timepoint \(v_k\)'s actual domain edge weights, \(w_{zk}\) and \(w_{kj}\) (line 11-12), and shadow edge weights, \(\delta_{zk}\) and \(\delta_{kj}\) (line 8-9), differs based on whether the edge \(e_{jk}\) being considered in the inner loop is local or external respectively. For example, suppose \(v_k\) has a domain of \([1:00, 4:00]\), \(v_j\) has a domain of \([2:00, 2:30]\) (which already incorporates its new decoupling constraints, since \(v_j\) appears before \(v_k\) in \(\alpha\)), and \(e_{jk}\) has the label \([0, 60]\) (e.g., \(v_k - v_j \in [0, 60]\)), which corresponds to bounds of original constraints. If \(e_{jk}\) is an external edge, the "shadow" domain of \(v_k\) would be updated by lines 8-9 to be \([2:30, 3:00]\). Otherwise, if \(e_{jk}\) is a local edge, then the actual domain of \(v_k\) would be instead updated by lines 11-12 and result in the less restrictive domain \([2:00, 3:30]\). The difference between the two updates is that the updates in lines 8-9 guarantee that all possible assignments to the two variables will be consistent with respect to the external constraint, whereas the updates in lines 11-12 only guarantee that there exists some local assignment to the two variables that will be consistent. Finally, notice that if the domain of \(v_j\) had instead been assigned (e.g., to \([2:30, 2:30]\)), the updates in lines 8-9 and lines 11-12 would have resulted in the exact same update to the domain of \(v_k\) (e.g., \([2:30, 3:30]\)). Due to its similarity to the MaTDP algorithm, we forgo formally proving the correctness and computational complexity of the MaTDR sub-routine.

**Theorem 4.** The reference constraints calculated by the MaTDR algorithm form a minimal temporal decoupling of \(S\).

**Proof (Sketch).** The proof that \(C'_{\Delta}\) form a temporal
decoupling is roughly analogous to the proof for Theorem 3.1. By contradiction, we show that if the bound $b_{xz}$ of some decoupling constraint $c_{xz} \in C_{A}$ is relaxed by some small, positive value $\epsilon_{xz} > 0$, then $C_{A}$ is no longer a temporal decoupling. This is because lines 8-9 imply that there exists some $y$ such that either, $b_{xz} = b_{zy} - b_{yx}$, and thus $b_{xz} + \epsilon_{xz} + b_{zy} > b_{zy}$ (and thus no longer a temporal decoupling), or that $b_{zy} = b_{zy} - (b_{xz} + \epsilon_{xz})$ (and so is either not a decoupling or requires us to also alter $b_{zy}$ in order to maintain the temporal decoupling).

3.3 Privacy

The natural distribution of the MaSTP representation affords a partitioning of the MaSTP into private and shared components [2]. Agent $i$’s set of private variables, $V_{i}^{p}$, is the subset of agent $i$’s local variables that are involved in no external constraints, $V_{i}^{p} = V_{i} \setminus V_{X}$. Agent $i$’s set of private constraints, $C_{i}^{p}$, is the subset of agent $i$’s local constraints $C_{i}$ that include at least one of its private variables. Alternatively, the shared STP, $S_{S} = (V_{S}, C_{S})$ is composed of the set of shared variables, $V_{S}$, where $V_{S} = V_{S} \cup \{z\}$, and the set of shared constraints, $C_{S}$, where shared constraints are defined exclusively over shared variables and by definition include all external constraints, $C_{S} = C_{X} \cup \bigcup \{C_{i} \setminus C_{i}^{p}\}$. In the example displayed in Figure 1, all shared variables and constraints are represented with dashed lines. $S_{S}$ represents the maximum portion of the MaSTP that a set of colluding agents could infer, given only the joint MaSTP specification [2]. Hence, given the distribution of an MaSTP $M$, if agent $i$ executes a multiagent algorithm that does not reveal any of its private timepoints or constraints, it can be guaranteed that any agent $j \neq i$ will not be able to infer any private timepoint in $V_{j}^{p}$ or private constraint in $C_{j}^{p}$ by also executing the multiagent algorithm — at least not without requiring conjunctive or superior (methods of inferring) information on the part of agent $j$. Additionally, it is not generally required that any agent knows or infers the entire shared STP. In our algorithms, agents attempt to minimize shared knowledge to increase efficiency.

**Corollary 5.** The MaTDP and MaTDR algorithms never reveal any of agent $i$’s private variables or private constraints (or edges) and hence maintain privacy over them.

**Proof (Sketch).** Follows from proof of the properties of the MaSTP privacy partitioning, Theorem 1 in [2].

Together, the MaTDP and MaTDR algorithms calculate a minimal temporal decoupling for an MaSTP. In the next section, we empirically compare the performance of these algorithms with previous approaches.

4. **EMPIRICAL EVALUATION**

In the following subsections, we introduce the methodology we use to empirically evaluate the performance of our algorithm’s computational effort and flexibility.

4.1 Methodology

To develop results comparable to those elsewhere in the literature, we model our experimental setup after [2] and [4], adapting the random problem generator described in [4] so that it generates MaSTP instances. Each problem instance has $A$ agents each with start timepoints and end timepoints for 10 actions. Each action is constrained to occur within the time interval $[0,600]$ relative to a global zero reference timepoint, $z$. Each activity’s duration is constrained by a lower bound, $lb$, chosen uniformly from interval $[0,60]$ and an upper bound chosen uniformly from the interval $[lb, lb + 60]$. In addition to these constraints, the generator adds 50 additional local constraints for each agent and $N$ total external constraints. Each of these additional constraints, $c_{ij}$, is constrained by a bound chosen uniformly from the interval $[-B_{ij}^{i}, B_{ij}^{i}]$, where $v_{i}$, $v_{j}$ are chosen, with replacement, with uniform probability. To confirm the significance of our results, we generate and evaluate the expected performance of our algorithms over 25 independently generated trials for each parameter setting. Since the novelty of our algorithms lies within the temporal decoupling aspects of the problem, we only generate consistent MaSTP problem instances to compare the computational effort of full applications of the various decoupling algorithms. We modeled a concurrently executing multiagent system by systematically sharing a 3 GHz processor with 4 GB of RAM by interrupting each agent after it performed a single bound operation (either an update or evaluation) and a single communication (sending or receiving one message).

4.2 Evaluation of Computational Effort

In the first set of experiments, we empirically compared:

- **MaTDP+R** — our MaTDP algorithm with the MaTDR subroutine,
- **Cent.** MaTDP+R — a single agent that executes MaTDP+R on a centralized version of the problem,
- **D-P3C** — our implementation of the DAP3C distributed algorithm for establishing PPC for an MaSTP (but not a decoupling) [2], and
- **TDP** — our implementation of the fastest variation (the RGB variation) of the (centralized) TDP algorithm as reported in [4].

For the TDP approach, we used the Floyd-Warshall algorithm to initially establish FPC and the incremental update described in [5] to maintain FPC as new constraint were posted. We evaluated approaches across two metrics. The non-concurrent computation (NCC) metric is the number computational cycles before all agents in our simulated multiagent environment have completed their execution of the algorithm [2]. The other metric we report in this section is the total number of messages exchanged by agents.

In the first experiment set (Figure 3), $A = \{1, 2, 4, 8, 16, 32\}$ and $N = 50 \cdot (A - 1)$. In the second experiment set (Figure 4), $A = 25$ and $N = \{0, 50, 100, 200, 400, 800, 1600, 3200\}$. The results shown in both figures demonstrate that our MaTDP+R algorithm clearly dominates the original TDP approach in terms of execution time, even when the MaTDP+R algorithm is executed in a centralized fashion. When compared to the centralized version of the MaTDP+R algorithm, the distributed version has a speedup (centralized computation/distributed computation) that varies between 19.4 and 24.7. This demonstrates that the structures of the generated problem instances support parallelism and that the distributed algorithm can exploit this structure to achieve significant amounts of parallelism.

Additionally, notice that the MaTDP+R algorithm dominates the DAP3C algorithm in both computation and number
of messages (which held true in both experiments, although messages are not displayed in Figure 4 due to space considerations), which means the MaTDP+R algorithm can calculate a temporal decoupling with less computational effort than the D∆P3C algorithm can calculate a decomposable, PPC representation of the MaSTP. This is due to the fact that, while the MaTDP+R is generally bound by the same runtime complexity as the D∆P3C, as argued in Theorem 1, the complexity of the actual decoupling procedure is less in practice, since the decoupling algorithm only calculates new bounds for reference edges, instead of calculating new bounds for every shared edge. This is important because if agents instead chose to try to maintain the complete set of consistent joint schedules (as represented by the decomposable, PPC output of D∆P3C), agents may likely perform additional computation and communication every time a new constraint arises, whereas the agents that calculate a temporal decoupling can perform all additional computation locally and independently, unless or until a new constraint arises that invalidates the temporal decoupling. The fact that MaTDP+R algorithm dominates the D∆P3C algorithm also implies that even if the original TDP algorithm were adapted to exploit the current state-of-the-art distributed PPC algorithm [2], our algorithm would still dominate the basic approach in terms of computational effort. Overall, we confirmed that we could exploit the structure of the MaSTP to calculate a temporal decoupling not only more efficiently than previous TDP approaches, but also in a distributed manner, avoiding centralization costs previously required, and exploiting parallelism to lead to impressive levels of speedup.

We next ask whether the quality of our MaTDP+R algorithm is competitive.

### 4.3 Evaluation of Flexibility

As mentioned earlier, one of the key properties of a decomposable MaSTP is that it can represent a set of consistent joint schedules, which in turn can be used as a hedge against scheduling uncertainty. In the following subsections we describe a metric for more generally quantifying the robustness of an MaSTP, and hence a temporal decoupling, in terms of a flexibility metric and perform an empirical evaluation of our algorithms with regards to flexibility.

#### 4.3.1 Flexibility Metrics

Hunsberger introduced two metrics, flexibility (Flex) and conversely rigidity (Rig), that quantify the basic notion of robustness so that the quality of alternative temporal decouplings can be compared [4]. He defined the flexibility between a pair of two timepoints, \(v_i\) and \(v_j\), as the sum \(Flex(v_i, v_j) = B_{ij} + B_{ji}\) which is always positive for consistent MaSTPs. The rigidity of a pair of timepoints is defined as \(Rig(v_i, v_j) = \frac{1}{B_{ij} + B_{ji}}\), and the rigidity over an entire STP is the root mean square (RMS) value over the rigidity value of all pairs of timepoints:

\[
Rig(S) = \sqrt{\frac{2}{|V|(|V| + 1)} \sum_{i < j} [Rig(v_i, v_j)]^2}.
\]

This implies that \(Rig(S) \in [0, 1]\), where \(Rig(S) = 0\) when \(S\) has no constraints and \(Rig(S) = 1\) when \(S\) has a single solution [4]. Since \(Rig(S)\) requires FPC to calculate, we only apply this metric as a post-processing evaluation technique by centralizing and establishing FPC on the temporal decouplings returned by our algorithms. There exists a centralized, polynomial time algorithm for calculating an optimal temporal decoupling [7], but it requires an evaluation metric that is a linear function of distance graph edge weights, which the aggregate rigidity function \(R(S)\), unfortunately, is not.

#### 4.3.2 Evaluation

In our second set of experiments, we compare the rigidity of the temporal decouplings calculated by:

- **Default** – a variant MaTDP algorithm that uses the described, default heuristic, but without MaTDR,
- **Relaxation** – the default MaTDP with MaTDR,
- **Locality** – a variant of the MaTDP algorithm where, in line 13, agents heuristically bias how much they tighten \(w_{ik}\) relative to \(w_{i,j}\) using information from applying the full D∆P3C algorithm in line 1 (no MaTDR),
- **All** – the MaTDP using both the locality heuristic and the MaTDR sub-routine,
- **Input** – the rigidity of the input MaSTP, and
- **TDP** – our implementation of Hunsberger’s RLF variation of his TDP algorithm (where \(r = 0.5\) and \(\epsilon = 1.0\) which lead to a computational multiplier of approximately 9) that was reported to calculate the least rigid decoupling in [4].

In this experiment, \(A = 25\) and \(N = \{50, 200, 800\}\). Table 1 displays the rigidity of the temporal decoupling calculated by each approach. On average, as compared to the Default, the Relaxation approach decreases rigidity by 51.0% (while
increasing computational effort by 30.2%), and the Locality approach decreases rigidity by 2.0% (while increasing computational effort by 14%). The Relaxation approach, which improves the output decoupling the most, offers the best return on investment. The locality heuristic, however, is very computationally expensive while providing no significant improvement in rigidity. We also explored combining these rigidity decreasing techniques, and while the increase in computational effort tended to be additive (the All approach increases effort by 172%), the decrease in rigidity did not. In fact, no heuristics or other combinations of techniques led to a statistically significant decrease in rigidity (as compared to the default, Relaxation approach) in the cases we investigated. The All approach decreased rigidity by only 49.9% in expectation.

The fact that the Relaxation approach alone decreases rigidity by more than any other combination of other approaches can be attributed to both the structure of an MaSTP and how rigidity is measured. First, the Relaxation improves the distribution of flexibility to the shared timepoints reactively, instead of proactively trying to guess good values. As the MaTDP algorithm tightens bounds, the general triangulated graph structure formed by the elimination order “branches out” the impact of this tightening. So if the first timepoint is assigned, this defers more flexibility to the subsequent timepoints that depend on the bounds of the first timepoint, of which there could be many. So by being proactive, other heuristics may steal flexibility from a greater number of timepoints, where as the MaTDR algorithm allows this flexibility to be recovered only after the (possibly many more) subsequent timepoints have set their bounds to maximize their local flexibility.

Notice from Table 1 that the TDP approach decreases the rigidity the most, representing on average a 20.6% decrease in rigidity as compared to the Relaxation approach. However, this additional reduction in rigidity comes at a significant computational cost — the TDP approach incurs, in expectation, over 10,000 times more computational effort than our Relaxation approach. While in some scheduling environments the costs of centralization (e.g., privacy) alone would invalidate this approach, in others the computational effort may be prohibitive if constraints arise faster than the centralized TDP algorithm can calculate a temporal decoupling. Further, in many scheduling problems, all temporal decouplings may be inherently rigid if, for example, many of the external constraints enforce synchronization (e.g., Ann’s run start time), which requires fully assigning timepoints in order to decouple. Overall, the Relaxation approach, in expectation, outputs a high-quality temporal decoupling, approaching the quality (within 20.6%) of the state-of-the-art centralized approach [4], in a distributed, privacy-maintaining manner faster than the state-of-the-art MaSTP solution algorithms.

### Table 1: The rigidity values of various approaches.

<table>
<thead>
<tr>
<th></th>
<th>N=50</th>
<th>N=200</th>
<th>N=800</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>0.418</td>
<td>0.549</td>
<td>0.729</td>
</tr>
<tr>
<td>All</td>
<td>0.508</td>
<td>0.699</td>
<td>0.878</td>
</tr>
<tr>
<td>Relaxation</td>
<td>0.496</td>
<td>0.699</td>
<td>0.886</td>
</tr>
<tr>
<td>Locality</td>
<td>0.621</td>
<td>0.842</td>
<td>0.988</td>
</tr>
<tr>
<td>Default</td>
<td>0.628</td>
<td>0.849</td>
<td>0.988</td>
</tr>
<tr>
<td>TDP</td>
<td>0.482</td>
<td>0.668</td>
<td>0.865</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper, we have presented a new, distributed algorithm that solves the MaTDP without incurring the costs of centralization like previous approaches. We have proven that the MaTDP algorithm is correct, and demonstrated both analytically and empirically that it calculates a temporal decoupling faster than previous approaches, exploiting sparse structure and parallelism when it exists. Additionally, we have introduced the MaTDR algorithm for relaxing the bounds of existing decoupling constraints to form a minimal temporal decoupling, and empirically showed that this algorithm can decrease rigidity by upwards of 50% (within 20.6% of the state-of-the-art centralized approach) while increasing computational effort by as little as 20%. Overall, we have shown that the combination of the MaTDP and MaTDR algorithms calculates a temporal decoupling faster than state-of-the-art distributed MaSTP solution algorithms and the MaTDR algorithm reduces rigidity further than other heuristics we evaluated. In the future, we hope to evaluate the computational and communication costs of our algorithms in the context of a dynamic scheduling environment. We hope to extend the MaTDR algorithm to an anytime approach for recovering flexibility as new constraints arise and evaluate the computational effort in comparison with calculating a new temporal decoupling after an existing temporal decoupling becomes inconsistent. Additionally, we hope to develop additional flexibility metrics that can be evaluated in a distributed setting for heuristically guiding scheduling agents in dynamic scheduling environments.
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ABSTRACT
Distributed systems can often be modeled as a collection of distributed (system) variables whose values are constrained by a set of constraints. In distributed multi-agent systems, the set of variables occurring at a site (subsystem) is usually viewed as controllable by a local agent. This agent assigns values to the variables, and the aim is to provide distributed methods enabling a set of agents to come up with a global assignment (solution) that satisfies all the constraints. Alternatively, the system might be understood as a distributed database. Here, the focus is on ensuring consistency of the global system if local constraints (the distributed parts of the database) change. In this setting, the aim is to determine whether the existence of a global solution can be guaranteed. In other settings (e.g., P2P systems, sensor networks), the values of the variables might be completely out of control of the individual systems, and the constraints only characterize globally normal states or behavior of the system. In order to detect anomalies, one specifies distributed methods that can efficiently indicate violations of such constraints. The aim of this paper is to show that the following three main problems identified in these research areas are in fact identical: (i) the problem of ensuring that independent agents come up with a global solution; (ii) the problem of ensuring that global consistency is maintained if local constraint stores change; and (iii) the problem of ensuring that global violations can be detected by local nodes. This claim is made precise by developing a decomposition framework for distributed constraint systems and then extracting preservation properties that must satisfied in order to solve the above mentioned problems. Although satisfying the preservation properties seems to require different decomposition modes, our results demonstrate that in fact these decomposition properties are equivalent, thereby showing that the three main problems identified above are identical. We then show that the complexity of finding such decompositions is polynomially related to finding solutions for the original constraint system, which explains the popularity of decomposition applied to tractable constraint systems. Finally, we address the problem of finding optimal decompositions and show that even for tractable constraint systems, this problem is hard.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems; I.2.4 [Knowledge representation formalisms and methods]

General Terms
Theory

Keywords
distributed constraint systems, decomposition, complexity

1. INTRODUCTION
Distributed systems can frequently be modelled as a collection of distributed (system) variables $X$, whose values are constrained by a set of constraints. Usually, one distinguishes a set of sites, each of which contains a disjoint subset of variables $X_i \subseteq X$. Each site is responsible for those constraints relating to the variables that occur in its variable set $X_i$ (its set of local constraints). Sites must interact with respect to the set of global constraints, which relates variables of different components $X_i$. The way such a model of a distributed system is used largely depends on the application domain. We can identify at least three different application domains: multi-agent systems, distributed databases, and P2P systems.

In multi-agent systems, one typically assumes that there is a set of agents, with each agent $A_i$ controlling the variables in $X_i$. It is the common task of all the agents to assign suitable values to their variables such that all constraints are satisfied. Since each agent tries to assign values to the variables independently from the others, only the constraints whose variables occur in the agent’s control set are guaranteed to be satisfied. The main research problem is then to provide (distributive) methods enabling the agents to come up with a global assignment (solution) satisfying all constraints – both local and global.

In other domains, such as databases, such a distributed constraint system is conceived as a model of a distributed database. Here, the focus is on finding solutions for a fixed set of constraints, but to ensure consistency of the

1 Although the term “global constraints” in the CP-literature refers to constraints encapsulating sets of other constraints, in the context of distributed constraint processing we use this term only to distinguish them from local constraints. That is, global constraints are those constraints whose variables occur in more than one control set.
global system in the event that local constraints (the distributed components of the database) change. Such a notion of consistency is expressed by global integrity constraints that need to be respected whatever changes take place at local sites. Hence, here the issue is not giving values to variables such that all constraints are satisfied, but to ensure that there exists at least one possibility for such a globally satisfying assignment.

While in the above mentioned areas the focus is on finding a solution or guaranteeing the existence of at least one solution, in areas such as peer-to-peer (P2P) systems and sensor networks, modeling by distributed constraint systems is often focused on the detection of constraint violations. Here, the set of constraints is used to characterize acceptable states or behavior of the global system, and violations of such constraints indicate potentially problematic anomalies (e.g., a DDoS attack). In order to detect such anomalies, one specifies a set of distributed methods that aim to establish violations of such constraints as efficiently as possible.

Although these problems arise in different areas they all have a common aspect. From an abstract point of view, one might consider the set of agents (sites, local databases) with their constraints as a decomposition of the original constraint system induced by a partitioning of the variables. In all three areas mentioned above, the problem is how we might ensure this decomposition to have some preservation properties with respect to the underlying global system.

From a multi-agent systems point of view, in distributed constraint systems one often considers the local agent as autonomous. Here, decomposition has to ensure that the local constraints can be solved completely independently from the others, after which the local solutions can always be merged to yield a solution to the complete system. Hence, in multi-agent systems research the focus of decomposition has been on a solution preserving property: in obtaining a global solution, local solutions should always be preserved in order to ensure independent local problem solving. For example, in [10] decomposition\(^2\) has been applied to ensure that independently chosen schedules for subnetworks of a Simple Temporal Network (STN) can always be merged to a joint schedule of the total network. In [11] a decomposition technique is presented to ensure decentralized cooperative control of multi-agent systems where satisfaction of all (distributed) subtasks of a joint task implies the fulfillment of the complete task as well.

In the database community, one wants to ensure that whenever each local database is consistent, the consistency of the global database is implied, whatever changes occur locally. The method applied here is to provide localized versions of global integrity constraints that ensure that, whatever local information satisfying these constraints is added to the (distributed) database, the global consistency of the total database will be preserved [2, 9, 4]. Hence the database community is interested in consistency preserving decompositions\(^3\).

The P2P community aims at the efficient detection of constraint violations. Here, normal operations are specified by a global constraint \(C\_S\). For reasons of efficiency, one prefers not to monitor all sites to establish violations of these constraints. Therefore, localizations of such constraints are provided to each node, such that it has its own violation detection mechanism [1]. A global violation detection mechanism is triggered only if some local node detects a violation, thus saving communication between the nodes. So, in the P2P community, one is interested in safety preserving decompositions of integrity constraints, ensuring that whenever all local states indicate safeness (no violation detection occurs) of their local states, the global state is safe (that is, the global integrity constraints are all respected), too.

In summary, it seems that we can study all three problems in a common decomposition framework, where the only difference between these problems is in their preservation properties. In fact, as we pointed out, there has been extensive research in these three areas, focusing on either the solution preserving, the consistency preserving, or the safety preserving aspect of decompositions in distributed constraint systems. However, to the best of our knowledge, there have been no attempts to establish their equivalence. In short, the aim of the present paper is to address this issue and to investigate some computational aspects of such decompositions.

We begin in Section 2 by presenting a formal framework for investigating these properties, and present the technical preliminaries used in the remainder of the paper. In Section 3, we investigate the relationships between the properties we identified, i.e., we consider whether the properties are independent from each other, whether they imply each other, or whether they are completely identical. In Section 4, we address some computational aspects of these preservation properties — for example, how difficult is it to find a (solution, consistency, violation)-preserving decomposition. We will establish some tight computational connections between these problems and the general problem of finding a solution to a constraint system. Then, in Section 5, we will address the problem of information loss inherent in solving a decomposed problem as opposed to solving the problem at a global level. We will indicate that in general the problem of establishing the exact information loss is intractable. Finally, in Section 6, we state some final conclusions to place this work into a broader perspective.

2. PRELIMINARIES

In this section we briefly define constraint systems, distributed constraint systems, and decompositions of distributed constraint systems.

2.1 (Distributed) Constraint Systems

A constraint system is a tuple \(S = (X, D, C)\) where \(X\) is a (finite) set of variables, \(D\) is a set of (value) domains \(D_i\) for every variable \(x_i \in X\), and \(C\) is a set of constraints over \(X\). We assume constraints \(c \in C\) to be specified as formulas of some language. We will not require any specific language for constraints \(c \in C\), but it is useful to assume some fundamental properties. Specifically, we will assume the language contains constants for elements in the domains \(D_i\), the usual Boolean connectives \((\neg, \lor, \land)\), and equality. We also require that it is possible to determine whether a solution satisfies a constraint in polynomial time. Formally,
a solution $\sigma$ of the system $S = (X, D, C)$ is an assignment 
$\sigma = \{x_i \rightarrow d_i\}_{i=1}^n$ to all variables in $X$ such that $d_i \in D_i$, 
and each constraint $c \in C$ is satisfied. We sometimes write 
$\sigma \models C$ to mean that $\sigma$ is a solution to $C$. Given a subset $X_i \subseteq X$, we let $\sigma_{X_i}^c$ denote the restriction of $\sigma$ to the subset $X_i$. 
Where no confusion is possible, we will use $\sigma_i$ as a shorthand for $\sigma_{X_i}^c$. The set of all assignments $\sigma$ is denoted by 
$\Sigma$. Likewise, the set of all assignments for a subset $X_i \subseteq X$ is denoted by $\Sigma_{X_i}$ or $\Sigma_i$.

The set of solutions $\sigma$ to system $S = (X, D, C)$ will be 
denoted by $\text{Sol}(S)$. $S$ is called consistent if $\text{Sol}(S) \neq \emptyset$. For 
every $c \in C$, let $\text{Var}(c)$ denote the set of variables mentioned in $c$. For a set of constraints $C$, we let 
$$\text{Var}(C) = \bigcup_{c \in C} \text{Var}(c).$$

Given $S = (X, D, C)$, we obviously require $\text{Var}(C) \subseteq X$. 
If $D$ is a set of value domains $D_i$ for variables $x_i \in X$ and 
$X' \subseteq X$, then $D_{X'}$ is the set of value domains $D_i$ of the 
variables $x_i \in X'$. Likewise, given a set of constraints $C$ and 
a set of variables $X'$, we let $C_{X'}$ denote the subset 
$\{c \in C \mid \text{Var}(c) \subseteq X'\}$ of constraints over $X'$.

In this paper we consider constraint systems $S$ that are 
distributed [19]; that is, there is a set of $N$ agents $A_i$, each 
being able to make assignments to, or to add constraints over 
a subset $X_i$ of the set of variables $X$. Here, we assume that 
agents do not share control over the variables, and that every 
variable is controlled by an agent. Hence, the collection 
$\{X_i\}_{i=1}^N$ constitutes a partitioning of $X$, i.e.: 
- $\bigcup_{i=1}^N X_i = X$ and 
- for all $1 \leq i < j \leq N$, $X_i \cap X_j = \emptyset$.

To indicate that a constraint system $S = (X, D, C)$ is 
distributed by a partitioning $\{X_i\}_{i=1}^N$ of $X$, we write $S = 
\{(X_i)_{i=1}^N, D, C\}$ and call it a distributed constraint system. 
We are particularly interested in those distributed systems 
$\{X_i\}_{i=1}^N, D, C\}$ where each agent $A_i$, controlling the 
set $X_i$, only processes a set of constraints over $X_i$, and does 
not take into account other constraints. That effectively 
implies that in such a case, instead of one constraint system $S$ 
and the partition $\{X_i\}_{i=1}^N$, we have a set of independent 
constraint systems $S_i = (X_i, D_i, C_i)$, where $C_i$ is a set 
of constraints over $X_i$, i.e., $\text{Var}(C_i) \subseteq X_i$. We call the 
resulting set $S' = \{S_i = (X_i, D_i, C_i)\}_{i=1}^N$ of such subsystems 
a decomposed constraint system. We say that $\sigma$ is a solution 
of $S'$ if, for each $i$, $\sigma_i$ is a solution of $S_i = (X_i, D_i, C_i)$. 
The decomposition $S'$ is said to be consistent if $\bigcup_i C_i$ is 
consistent.

Whenever $\{X_i\}_{i=1}^N$ is a partitioning of $X$, we will write 
$\sigma = \sigma_1 \cup \ldots \cup \sigma_N$ to indicate an assignment $\sigma$ that is 
composed of the disjoint assignments $\sigma_i$ for $X_i$. Likewise, 
we will write $\text{Sol}(S_1) \cup \ldots \cup \text{Sol}(S_N)$ to indicate the 
set of all global assignments $\sigma$ that can be constructed by 
simply composing all local solutions of the subsystems $S_i$.

### 2.2 Decompositions: preservation properties

We now discuss three specifications of the relationship be- 
tween a distributed constraint system $S$ and a decomposi- 
tion $S'$, with respect to the three preservation properties 
we informally discussed above,

#### 2.2.1 Solution preserving decompositions

A decomposed system can be used to preserve solutions 
of a distributed constraint system: to obtain a global solution 
$\sigma$ for the distributed constraint system $S$ one simply merges 
the individual solutions $\sigma_i$ of the subsystems $S_i$ of a 
decomposed system $S' = \{S_i = (X_i, D_i, C_i)\}_{i=1}^N$. In that case the 
decomposed system is said to be solution preserving if the 
merging of each collection of local solutions $\sigma_i$ always results 
in a global solution $\sigma$.

**Definition 1.** Let $S = \{(X_i)_{i=1}^N, D, C\}$ be a distributed 
constraint system. Then the decomposed system 
$$S' = \{S_i = (X_i, D_i, C_i)\}_{i=1}^N$$
is said to be a solution-preserving decomposition w.r.t. $S$ if 
it satisfies the following property:
$$\emptyset \subseteq \text{Sol}(S_1) \cup \ldots \cup \text{Sol}(S_N) \subseteq \text{Sol}(S).$$

$S'$ is said to be strictly solution preserving if the first inclusion 
is strict whenever $\text{Sol}(S) \neq \emptyset$.

**Example 1.** Let $S = \{(X_i)_{i=1}^N, D, C\}$ be a constraint 
set where $C = \{x_1 \land x_2, x_1 \lor x_3, x_1 \lor x_4\}$ is a set of 
Boolean constraints over $X = \{x_1, x_2, x_3, x_4\}$ and $X$ is part-
tioned as $X_1 = \{x_1, x_2\}, X_2 = \{x_3, x_4\}$. The decom-
position $\{S_1, S_2\}$ where $S_1 = \{(x_1, x_2), D_1, \{x_1, x_2\}\}$ and 
$S_2 = \{(x_3, x_4), D_2, \emptyset\}$ is a strictly solution preserving dec-
composition of $S$: $S_1$ has a unique solution $\text{Sol}(S_1) = \{\{x_1 \leftarrow 
1, x_2 \leftarrow 1\}\}$, while $S_2$ has a “universal” solution set: $\text{Sol}(S_2) = 
\{(x_3 \leftarrow i, x_4 \leftarrow j) : i, j \in \{0, 1\}\}$. Every solution in 
$\text{Sol}(S_1) \cup \text{Sol}(S_2)$ is a solution to $S$, because $x_1$ as well as $x_2$ 
is assigned to 1 in any merge, thereby satisfying $C$. Hence, 
$\{S_1, S_2\}$ is strictly solution preserving.

Note that, in general, not every solution $\sigma \in \text{Sol}(S)$ will be 
obtainable by simply merging local solutions $\sigma_i$.

#### 2.2.2 Consistency preserving decompositions

In distributed database applications, one typically distinguishes 
local constraints from global (integrity) constraints. Usually, in 
such applications, agents are free to add constraints to their 
set of local constraints as long as the resulting set remains 
consistent. The problem then is to ensure 
that local consistency ensures global consistency. This 
global consistency has to be ensured by the set of integrity 
constraints. In order to prevent communication overload 
between the distributed sites, one often tries to distribute these 
integrity constraints over the sites in such a way that satisfac-
tion of all the local versions of the constraints implies the 
satisfaction of the global constraints. To simplify the discussion, 
we focus on the case where each site is allowed to 
add constraints to their local store. Consistency preser-
vation then means that the total set of original constraints 
plus locally added constraints is consistent, whenever the 
added information does not cause any local inconsistency. 
We need the following definition.

**Definition 2.** Let $S = \{(X_i)_{i=1}^N, D, C\}$ be a distributed 
constraint system. An extension of $S = \{(X_i)_{i=1}^N, D, C\}$ is a 
constraint system $S' = \{(X_i)_{i=1}^N, D, C'\}$ where $C \subseteq C'$.
An extension $S^E$ captures the idea of a constraint system $S$ to which a set constraints has been added. Suppose that we have a decomposed system $S = \{S_i = (X_i, D_i, C_i)\}_{i=1}^N$ and suppose that to each local system $S_i$, a set $C_i' \subseteq C_i$ of constraints is added such that for each $S_i$ we obtain an extension $S^E_i$. Then consistency preservation requires that local consistency implies global consistency. That is, if the locally added information $C_i' \subseteq C_i$ does not render any resulting extension $S^E_i$ inconsistent, the total information $(C_i' \setminus C_i) \cup \ldots \cup (C_N' \setminus C_N)$ added to the distributed system should not render the total system inconsistent, i.e., $S^E = (X, D, C \cup (C_1' \setminus C_1) \cup \ldots \cup (C_N' \setminus C_N))$ should be consistent as well.

**Definition 3 (Consistency Preserving Extensions).** Let $S = \{(X_i)_{i=1}^N, D, C\}$ be a distributed constraint system. A decomposition $S' = \{S_i = (X_i, D_i, C_i')\}_{i=1}^N$ is called consistency preserving w.r.t. $S$ if the following condition holds: whenever, for all $i = 1, 2, \ldots, N$, the extensions $S_i^E = (X_i, D_i, C_i')$ of $S_i$ are consistent, the global extension $S^E = (X, D, C \cup (C_1' \setminus C_1) \cup \ldots \cup (C_N' \setminus C_N))$ is consistent as well. $S'$ is said to be strictly consistency preserving if, moreover, it holds that every $S_i$ is consistent whenever $S$ is consistent.

**Example 2.** Consider the distributed constraint system specified in Example 1 and its decomposition $S = \{S_1, S_2\}$. We show that $S'$ is also a strictly consistency preserving decomposition w.r.t. $S = \{(X_i)_{i=1}^N, D, C\}$: Every constraint over $X_i$ added to the local constraint systems $S_i$ that keeps it consistent, will imply the existence of a non-empty set of solutions for $S_i$. Since $S_1$ has a unique solution, every consistent extension $S_1^E$ must have the same unique solution $\sigma_1 = \{x_1 \leftarrow 1, x_2 \leftarrow 1\}$. Whatever solution $\sigma_2$ is chosen for a consistent $S_2^E$, it is always a solution to $S_2$, too. But then, using the solution preservation property, $\sigma = \sigma_1 \cup \sigma_2 \models C$. Moreover, $\sigma_1 \models C_1'$ and $\sigma_2 \models C_2'$, therefore $\sigma \models C_1' \cup (C_1' \setminus C_1) \cup (C_2' \setminus C_2)$. Hence, $S^E$ is consistent and the decomposition is strictly consistency preserving.

### 2.2.3 Safety Preserving Decompositions

In areas such as P2P systems and sensor networks, one uses global constraints on the values by variables indicating vital system properties or to characterize the normal behavior of a system. As long as these global constraints are satisfied, no active control of the system is necessary. Only if violations of these global constraints occur, actions have to be performed to restore a normal state. In order to avoid excessive communication between the sites, one prefers to detect such anomalies in a distributed way. That is, the global constraints need to be localized in such a way that each site can establish independently from the others whether or not its local set of constraints is violated. Such a detection mechanism should be safe in the sense that whenever there is a global violation, at least one site should have detected it. But this, by contraposition, immediately implies that safeness also can be expressed as a preservation property: whenever each local site concludes that its local set of constraints is safe, the global set of constraints should be safe, too.

**Definition 4 (Safety Preserving Decompositions).** Let $S = \{(X_i)_{i=1}^N, D, C\}$ be a distributed constraint system. A decomposition $S' = \{S_i = (X_i, D_i, C_i')\}_{i=1}^N$ is called safety preserving w.r.t. $S$ if the following condition holds: whenever there exists a global system state (assignment) $\sigma$ such that for all $i = 1, 2, \ldots, N$, $S_i$ is locally safe, i.e., $\sigma_i \models C_i'$, then the global system is safe, too, i.e., $\sigma \models C$.

**Example 3.** Take $S = \{(X_i)_{i=1}^N, D, C\}$ of Example 1. The decomposition $S' = \{S_i = (X_i, D_i, C_i')\}_{i=1}^N$ is obviously safety preserving w.r.t. $S = \{(X_i)_{i=1}^N, D, C\}$: whenever there is a state $\sigma$ such that $\sigma_1 \models (x_1 \land x_2)$ and $\sigma_2 \models true$, we must have that $\sigma \models (x_1 \land x_2) \land (x_1 \lor x_3) \land (x_1 \lor x_4)$.

### 3. Decomposition Properties: Relationships

Given the three preservation properties we distinguished in decompositions of constraint systems, the first question we should answer is how they are related: Are they independent? Is one subsumed by the other? Or are they in fact equivalent? We start with the easiest one. As the reader might have noticed, there is an obvious relationship between solution preserving decompositions and safety preserving decompositions: A decomposition $S = \{S_i = (X_i, D_i, C_i')\}_{i=1}^N$ is solution preserving exactly when it is safety preserving with respect to a given distributed system $S = \{(X_i)_{i=1}^N, D, C\}$:

**Proposition 1.** Let $S = \{(X_i)_{i=1}^N, D, C\}$ be a distributed constraint system. Then $S' = \{S_i = (X_i, D_i, C_i')\}_{i=1}^N$ is solution preserving w.r.t. $S$ iff $S'$ is also safety preserving w.r.t. $S$.

**Proof.** Notice that a decomposition $S'$ that is safety preserving exactly when for all $\sigma = \sigma_1 \cup \ldots \cup \sigma_N \in \Sigma$ it holds that $\forall i = 1, \ldots, N \sigma_i \in \text{Sol}(S_i)$ implies $\sigma \in \text{Sol}(S)$. Hence, $S'$ is safety preserving iff $\emptyset \notin \text{Sol}(S_1) \cup \text{Sol}(S_2) \cup \ldots \cup \text{Sol}(S_N) \subseteq \text{Sol}(S)$ if $S'$ is solution preserving. \qed

With respect to consistency preserving and solution preserving decompositions, intuitively, it should be easy to show that solution preservation subsumes consistency preservation: if it is ensured that updates to a local constraint store ensure locally consistent stores, there exist local solutions $\sigma_i$ for every updated local store. In particular, these solutions are solutions for the initial versions of the local stores. Hence, by solution preservation, merging these solutions constitutes a solution $\sigma$ for the global (initial) store. But then it is easy to show that $\sigma$ satisfies all the local updates as well. Hence, the global constraint store plus the added constraints is a consistent set as well. More precisely:

**Proposition 2.** Let $S = \{(X_i)_{i=1}^N, D, C\}$ be a distributed constraint system. If $S' = \{S_i = (X_i, D_i, C_i')\}_{i=1}^N$ is solution preserving w.r.t. $S$, then $S'$ is also consistency preserving w.r.t. $S$. 
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Proof. Assume $S'$ to be solution preserving w.r.t. $S$. For $i = 1, 2, \ldots, N$, consider arbitrary (consistent) extensions $S_i^E = (X_i, D_i, C_i')$ of the local subsystems $S_i = (X_i, D_i, C_i)$. For each subsystem $S_i^E$, select an arbitrary assignment $\sigma_i \in \text{Sol}(S_i^E)$. Since $C_i' \supseteq C_i''$, it follows that

$$\emptyset \neq \text{Sol}(S_i^E) \subseteq \text{Sol}(S_i).$$

Hence, by solution preservation, the assignment $\sigma = \sigma_1 \cup \ldots \cup \sigma_N$ will satisfy $S$. Therefore,

$$\sigma \models C \tag{1}$$

By definition of $\sigma_i$, $\sigma_i \models C'' \setminus C'_i$. Moreover, every $C''_i \setminus C'_i$ is a set of variable disjoint constraints over $X_i$. Hence, it follows that

$$\sigma \models (C''_i \setminus C'_i) \cup (C''_i \setminus C'_i) \cup \ldots (C''_i \setminus C'_i) \tag{2}$$

Hence, by equation (1) and (2),

$$\sigma \models C \cup (C''_i \setminus C'_i) \cup (C''_i \setminus C'_i) \cup \ldots (C''_i \setminus C'_i)$$

and therefore, $\sigma \in \text{Sol}(S_i^E)$. So, $\text{Sol}(S_i^E) \neq \emptyset$ and, consequently, $S'$ is consistency preserving with respect to $S = (\{X_i\}_{i=1}^N, D, C)$. □

Although consistency preservation might seem to be a weaker property, somewhat surprisingly, the converse is also true: consistency preservation implies solution preservation. The intuition behind this result is that every solution to a constraint system can be encoded as a special update of the constraint store. The resulting constraint store will have this solution as its unique solution. By consistency preservation, the resulting global constraint store will be consistent. Hence, this decomposition will also be solution preserving, since the merge of all local solutions will be the unique solution of the resulting system. More formally:

**Proposition 3.** Let $S = (\{X_i\}_{i=1}^N, D, C)$ be a distributed constraint system. If $S' = (S_i = (X_i, D_i, C'_i))_{i=1}^N$ is consistency preserving w.r.t. $S = (\{X_i\}_{i=1}^N, D, C)$, then $S'$ is also solution preserving w.r.t. $S = (\{X_i\}_{i=1}^N, D, C)$.

**Proof.** Assume $S' = (S_i = (X_i, D_i, C'_i))_{i=1}^N$ to be consistency preserving w.r.t. $S = (\{X_i\}_{i=1}^N, D, C)$. By assumption, for every subsystem $S_i$ and every extension $S_i^E = (X_i, D_i, C''_i)$ of $S_i$, it must hold that, whenever the extended local systems $S_i^E$ are consistent, then the global extended system

$$S^E = (X, D, C \cup (C''_i \setminus C'_i) \cup \ldots \cup (C''_i \setminus C'_i))$$

is also consistent.

For each $i = 1, \ldots, N$, let $\sigma_i$ be an arbitrary solution to $S_i = (X_i, D_i, C'_i)$. Since $\{X_i\}_{i=1}^N$ is a partition, the assignment $\sigma = \sigma_1 \cup \ldots \cup \sigma_N$ is well-defined. We have to show that $\sigma \in \text{Sol}(S)$.

For $i = 1, \ldots, N$, consider the extensions $S_i^E = (X_i, D_i, C''_i)$,

$$C''_i = C'_i \cup \{x = \sigma(x) : x \in X_i\}.$$

That is, each $C'_i$ is extended with a set of unary constraints encoding the assignment $x \leftarrow \sigma(x)$ for every variable $x \in X_i$. Then, for every $i = 1, 2, \ldots, N$, $S_i^E$ is consistent and each $\sigma_i$ is the unique solution of $S_i^E$. By consistency preservation, the extension

$$S^E = (X, D, C \cup (C''_i \setminus C'_i) \cup \ldots \cup (C''_i \setminus C'_i))$$

is consistent, too. Hence $\text{Sol}(S^E) \neq \emptyset$. Now observe that

$$C \cup (C''_i \setminus C'_i) \cup \ldots \cup (C''_i \setminus C'_i) = C \cup \{x = \sigma(x) : x \in X\}$$

Hence, it follows that $\sigma$ is the unique solution of $S^E$ and therefore, $\sigma \models C$. Hence $\sigma \in \text{Sol}(S)$ and the decomposition $S'$ is also solution preserving. □

As an easy consequence of these propositions we have the following result:

**Theorem 1.** Let $S = (\{X_i\}_{i=1}^N, D, C)$ be a distributed constraint system. Then $S' = (S_i = (X_i, D_i, C'_i))_{i=1}^N$ is solution preserving w.r.t. $S$ iff $S'$ is safety preserving w.r.t. $S$ iff $S'$ is consistency preserving w.r.t. $S'$.

It is not difficult to show that these equivalences also hold for the strictly preserving versions. This immediately implies that all results that have been obtained for consistency preserving decompositions such as occur in [4, 12] can be used for solution preserving approaches to decomposition as well.

4. FINDING SOLUTION PRESERVING DECOMPOSITIONS

The equivalence between the three preservation properties of decompositions does not tell us how we could obtain such decompositions. In this section, we will discuss the problem of finding suitable decompositions. Given the above proven equivalences, in this section we concentrate on the solution preservation property of decompositions.

First, we prove the equivalence between our notion of solution preserving decompositions and the notion of safe decompositions as introduced by [4] for the purpose of consistency preserving decompositions. Then, using the definition of safe decompositions we show that deciding whether a decomposition $S'$ is solution preserving w.r.t. $S = (\{X_i\}_{i=1}^N, D, C)$ in general is a coNP-complete problem.

Next, we prove that finding such a decomposition $S'$ is as hard (neglecting polynomial differences) as finding a solution for the original system $S$.

We start by defining the notion of a safe decomposition:

**Definition 5 ([4]).** Given a distributed constraint system $S = (\{X_i\}_{i=1}^N, D, C)$, the decomposition

$$S' = (S_i = (X_i, D_i, C'_i))_{i=1}^N,$$

is said to be a safe decomposition w.r.t. $S$ if

$$\bigcup_{i=1}^N C'_i \models C.$$

Note that this property is also sometimes known as the covering property [1] and should not be confused with the safety preservation property we discussed in the previous section.

**Proposition 4.** The decomposed system

$$S' = (S_i = (X_i, D_i, C'_i))_{i=1}^N$$

is safe w.r.t. $S = (\{X_i\}_{i=1}^N, D, C)$ if $S'$ is solution preserving w.r.t. $S$. 6

6Here, we assume that the class of allowable constraints always comprises the class of unary equality constraints of the form $x = d$ where $d \in \text{Dom}(x)$.}
Proof Sketch. Assume that $S'$ is solution preserving w.r.t. $S$. Then $\text{Sol}(S_1) \cup \ldots \cup \text{Sol}(S_N) \subseteq \text{Sol}(S)$. Take an arbitrary assignment $\sigma$ satisfying $\bigcup_{i=1}^{N} C'_i$. Then $\sigma$ can be written as $\sigma = \sigma_1 \cup \sigma_2 \cup \ldots \cup \sigma_N$, where $\sigma_i \models C'_i$ since $\{X_i\}_{i=1}^{N}$ is a partitioning. Therefore, for $i = 1, 2, \ldots, N$, $\sigma_i \in \text{Sol}(S_i)$. By solution preservation we have $\sigma \in \text{Sol}(S)$. Therefore, $\sigma \models C$ and the decomposition is safe w.r.t. $S$.

Conversely, assume the decomposition $S'$ to be safe w.r.t. $S = \bigcup_{i=1}^{N} C'_i$. Then $\bigcup_{i=1}^{N} C'_i \models C$. So every assignment $\sigma : X \rightarrow D$ satisfying $\bigcup_{i=1}^{N} C'_i$ will also satisfy $C$. Each such a solution $\sigma$ can be written as $\sigma = \sigma_1 \cup \sigma_2 \cup \ldots \cup \sigma_N$ where each $\sigma_i : X_i \rightarrow D$ satisfies $C'_i$. Hence,

$$\text{Sol}(S_1) \cup \ldots \cup \text{Sol}(S_N) \subseteq \text{Sol}(S)$$

and $S'$ is solution preserving w.r.t. $S = (\{X_i\}_{i=1}^{N}, D, C)$. □

Using this notion of a safe decomposition, we can show that the problem of deciding whether a decomposition $S'$ is safe w.r.t. $S = (\{X_i\}_{i=1}^{N}, D, C)$ is a coNP-complete problem.

Proposition 5. Let $S = (\{X_i\}_{i=1}^{N}, D, C)$ be a distributed constraint system and $S' = (S_i = (X_i, D_i, C'_i))_{i=1}^{N}$ be a decomposition. Then the problem to decide whether $S'$ is safe w.r.t. $S$ is coNP-complete.

Proof. To show that the problem is in coNP, just guess an assignment satisfying $\bigwedge_{i=1}^{N} C'_i$, but falsifying $C$. This shows the complement is in NP. coNP-hardness immediately follows from a reduction from the coNP-complete LOGICAL CONSEQUENCE problem: Given two propositional formulas $\phi$ and $\psi$, does it hold that $\phi \models \psi$. To see this, given arbitrary $\phi$ and $\psi$, let $X_1$ be the non-empty set of propositional atoms occurring in $\phi$ and $\psi$. Let $X_2 = \{y\}$ where $y$ does not occur in $X_1$. Consider the constraint system $S = (X_1, D, C)$ where $X = X_1 \cup X_2$, $D$ is a set of Boolean domains and $C = \{\phi, \psi \lor y, \lnot y\}$. Let $S_1 = (X_1, D_1, \{\phi\})$ and $S_2 = (X_2, D_{X_2}, \{\lnot y\})$. Then $S' = \{S_1, S_2\}$ is a safe decomposition w.r.t. $(S, \{X_1, X_2\})$ iff $(\phi \land \lnot y) \models (\phi, \psi \lor y, \lnot y)$ iff $\phi \models (\phi, \psi)$ iff $\phi \models \psi$. □

So, unless $\text{P}=\text{NP}$, it is hard to decide whether a decomposition is solution preserving. We can, however, obtain a more detailed result by relating the difficulty of finding a strictly solution preserving decomposition for a constraint system $S$ belonging to a class of constraint systems to the difficulty of finding a solution to $S$:

Proposition 6. Let $C$ be an arbitrary class of constraint systems allowing at least equality constraints. Then there exists a polynomial algorithm to find a solution for constraint systems $S$ in $C$ iff there exists a polynomial algorithm that, given a constraint system $S$ in $C$ and an arbitrary partition $\{X_i\}_{i=1}^{N}$ of $X$, finds a strictly solution preserving decomposition w.r.t. $S = (\{X_i\}_{i=1}^{N}, D, C)$.

Proof. Suppose that there exists a polynomial algorithm $A$ to find a solution for constraint systems in $C$. We show how to construct a polynomial algorithm for finding a decomposition for an arbitrary partition of such a constraint system. Let $S \in C$ be constraint system and $\{X_i\}_{i=1}^{N}$ an arbitrary partitioning of $X$. To obtain a decomposition $S' = \{S_i = (X_i, D_i, C'_i)\}_{i=1}^{N}$ of $S$, first, using $A$, we compute a solution $\sigma$ of $S$ for every $X_i$, let

$$C_{\sigma_i} = \{x = d \mid x \leftarrow d \in \sigma, x \in X_i\}$$

be a set of unary constraints for variables in $X_i$ directly obtained from $\sigma$. Then the subsystems $S_i = (X_i, D_i, C'_i)$ are simply obtained by setting $C'_i = C_{\sigma_i} \cup C_{\sigma_i}$. Note that each of these subsystems $S_i$ has a unique solution $\sigma_i = \{x \leftarrow d \mid x \in X_i\}$ and the merging of these solutions $\sigma_i$ equals $\sigma$, i.e., a solution to the original system $S$. Clearly, $S' = \{S_i = (X_i, D_i, C'_i)\}_{i=1}^{N}$ is a solution preserving decomposition for $S$ that can be obtained in polynomial time.

Conversely, suppose we can find a strictly solution preserving decomposition $S' = (S_i = (X_i, D_i, C'_i))_{i=1}^{N}$ for a constraint system $S \in C$ w.r.t. any partitioning $\{X_i\}_{i=1}^{N}$ in polynomial time. We show how to obtain a solution $\sigma$ of $S$ in polynomial time. Since the decomposition $S' = (S_i = (X_i, D_i, C'_i))_{i=1}^{N}$ can be obtained for any partitioning of $X$, we choose the partitioning $\{X_i\}_{i=1}^{N}$ where $X_i = \{x_i\}$ for $i = 1, 2, \ldots, N$. Since the decomposition can be obtained in polynomial time, it follows that $\bigcup_{i=1}^{N} C'_i$ is polynomially bounded in the size of the input $S$. Hence, the resulting decomposed subsystems $S_i$ each consist of a polynomially bounded set of unary constraints. It is well known that such constraint systems are solvable in polynomial time [6]. Therefore, in polynomial time for each subsystem $S_i$ an arbitrary value $d_i \in D_i$ for $x_i$ can be obtained, satisfying all constraints. Let $\sigma_i = \{x_i \leftarrow d_i\}$ denote the solution obtained for $S_i$. Since $S' = (S_i = (X_i, D_i, C'_i))_{i=1}^{N}$ is a solution preserving decomposition, the merging $\sigma = \sigma_1 \cup \sigma_2 \cup \ldots \cup \sigma_N$ must be a solution of $S$ as well. Therefore, $\sigma$ is a solution of $S$, too. Hence, given a polynomial algorithm for achieving a solution preserving decomposition, we can construct a solution $\sigma \in \text{Sol}(S)$ in polynomial time. □

Using this result and Theorem 1, we now may conclude:

Theorem 2. Finding a strictly {consistency, solution, safety}-preserving decomposition $S'$ for a distributed constraint system $S$ is, neglecting polynomial-time differences, as hard as finding a solution for $S$.

It is well-known that for general constraint systems, finding a solution is NP-hard [7]. This theorem explains why sometimes finding decompositions for a constraint system is easy: one should restrict one’s attention to tractable constraint systems as STNs [10] or linear arithmetic constraints [4].

5. OPTIMAL SOLUTION PRESERVING DECOMPOSITIONS

Finding an arbitrary solution preserving decomposition for a given distributed constraint system might not always be sufficient. One important property we also should pay attention to is the amount of information that is preserved in determining a (solution preserving) decomposition. For example, taking a safety preserving decomposition, one would like to minimize false alarms, i.e., one would minimize those events where a local constraint is violated, but the global integrity constraint would still be satisfied.

Hence, the information loss due to the decomposition $S = (S_i = (X_i, D_i, C'_i))_{i=1}^{N}$ can be defined as $\text{Sol}(S) \setminus (\bigcup_{i=1}^{N} \text{Sol}(S_i))$: the set of solutions of the original system that cannot be obtained by merging the local solutions using the decomposition.

5The case where $S$ is inconsistent is easy and omitted, here.
Therefore, given a distributed constraint system \( S = \{\{X_i\}_{i=1}^{N}, D, C\} \), we would like to call a solution preserving decomposition \( S' = \{S_i = \{X_i, D_i, C_i\}\}_{i=1}^{N} \) an optimal decomposition if it minimizes \( |\text{Sol}(S) \setminus \text{Sol}(S')| \) where \( \text{Sol}(S') = \text{Sol}(S_1) \cup \ldots \cup \text{Sol}(S_N) \) is the set of solutions obtainable from the decomposed system.\(^8\)

This optimality property can be easily shown to be intractable, even if the underlying constraint system contains two variables and one (binary) constraint,\(^9\) and finding a solution preserving decomposition is trivial:

**Proposition 7.** Let \( S = \{\{X_i\}_{i=1}^{N}, D, C\} \) be a distributed constraint system where \(|X| = 2\) and \(C\) contains only one binary constraint. Then the problem to find an optimal solution preserving decomposition \( S' = \{S_i = \{X_i, D_i, C_i\}\}_{i=1}^{N} \) with respect to \( S, \{\{X_i\}_{i=1}^{N}\} \) is an NP-hard problem.

**Proof.** (Sketch) Consider the complete bipartite subgraph problem: Given a bipartite graph \( G = (V_1 \cup V_2, E) \) and a positive integer \( K \), does there exist a complete bipartite subgraph (bi-clique) of order \( K \) in \( G \)? This problem can be easily shown to be NP-complete by a reduction from the standard clique problem.

Let \( G = (V_1 \cup V_2, E) \) be an instance of the NP-hard maximum complete bipartite subgraph problem. We create an instance of the optimal decomposition problem as follows: Let \( S = (X, D, C) \) be a constraint system and let \( \{X_1, X_2\} \) be a partitioning of \( X = \{x_1, x_2\} \), where \( X_1 = \{x_1\} \) and \( X_2 = \{x_2\} \) and the domain of \( x_1 \) is \( D_1 = V_1 \) and the domain of \( x_2 \) is \( D_2 = V_2 \). \( C \) contains only one constraint \( R_E \) which consists of exactly those tuples that occur in \( E \), that is \( (v_1, v_2) \in R_E \) iff \( (v_1, v_2) \in E \).

Finding a solution preserving optimal decomposition \( S' = \{S_i = \{X_i, D_i, C_i\}\}_{i=1}^{N} \) for \( S, \{\{X_1, X_2\}\} \) would imply that we have to find two subsystems \( S_1 = \{\{x_1\}, \{V_1\}, C_1\} \) and \( S_2 = \{\{x_2\}, \{V_2\}, C_2\} \), such that \( C_1 \times C_2 \) is a cardinality maximal subset of the tuples of \( R_E \). Note that both \( C_1 \) and \( C_2 \) contain unary relations \( R_1 \) and \( R_2 \) respectively, where \( R_1 = V_1' \subseteq V_1 \) and \( R_2 = V_2' \subseteq V_2 \). Then \( C_1 \times C_2 \) is a cardinality maximal subset of the tuples of \( R_E \) iff \( V_1' \cup V_2', (V_1' \times V_2') \) is a cardinality maximal complete bipartite subgraph of \( G \).

Note that this result shows that finding optimal solution preserving decompositions can be hard even in cases finding a solution preserving decomposition is easy. Hence the intimate complexity connection between finding optimal solution preserving decompositions and finding solutions for the underlying constraint system has been lost.

6. CONCLUSIONS & FUTURE WORK

This paper considered decompositions of distributed constraint problems and studied the relationship between two well-known properties of such decompositions: solution preservation and consistency preservation. While in database applications one is interested in finding consistency preserving decompositions that allow for local updating, in multi-agent systems applications, one looks for solution preserving decompositions that allow for easy composition of local solutions. In this paper, we showed formally that these preservation notions in decomposition are equivalent. Concentrating on solution preserving decompositions, we proved that there exists an intimate connection between finding solution preserving decompositions for a given constraint system \( S \) and finding solutions for \( S \): they are computationally equally hard, neglecting polynomial differences. Finally, we discussed finding optimal decompositions and showed that this problem is NP-hard even for partitions having only two blocks. Moreover, the connections between finding optimal decompositions for a constraint system and finding solutions for it are lost.

We would like to point out the following implications: First of all, Hunsberger [10] showed the tractability of the decomposition method in the special case of Simple Temporal Networks (STNs); in particular he showed that there exists a polynomial algorithm for finding solution preserving decompositions. This result should not come as a surprise given the results we have shown above and the fact that finding a solution for STNs is solvable in polynomial time. Secondly, in [4] it is shown that a safe decomposition can be easily found in case the constraints are linear arithmetic constraints. Again, this result is a consequence of the relationship between finding decompositions of a system \( S \) and finding solutions for it. Therefore, viewed in this broader perspective, these two results can be seen as consequences of more general results.

With respect to decomposition in distributed scheduling problems, solution preserving decomposition methods of the type we have discussed can be applied to enable autonomous distributed scheduling without the necessity to coordinate the integration of the solutions and to solve conflicts between the individual schedules. Our results also show that if these decompositions are strictly solution preserving, such a decomposition would also allow for adding local constraints while maintaining local consistency without endangering the feasibility of the joint schedule.

Furthermore, we should point out that the work on plan coordination by design [16, 5] is closely related to the current decomposition approach. This work on plan coordination allows a set of partially ordered tasks to be distributed among a set of agents in such a way that each of the agents is able to compose its own plan for the set of tasks assigned to it while guaranteeing that merging these independently constructed plans always will result in a feasible joint plan. This preservation property can be conceived as an acyclicity preservation property, since it guarantees that the joint plan always is acyclic whenever the local plans are. Instead of allowing all possible additional constraints by the individual planning agents, the only constraints an agent is allowed to add are precedence order constraints between tasks assigned to the agent.

Note that there are other views on decomposition in constraint systems, as expressed by structural decomposition methods [8, 17, 6, 14] and by the distributed constraint optimization (DCOP) approach [19, 13]. In the structural decomposition view (i) the structure of the problem (i.e., the set of constraints) dictates the way in which the subproblems are generated and (ii) in general, the decomposition will not allow the subproblems to be independently solvable. In the DCOP approach, the partitioning of the vari-

\(^8\)Here, we concentrate on the case that these solution sets are finite, e.g., by requiring the domains \( D_i \) to be finite. Note that the problem then is in \( P^{\#P} \) and hardness for this class is still open.

\(^9\)A binary constraint is a constraint in which only two variables do occur.
ables is given, but, in general, the result of decomposition is not a set of independently solvable subproblems. Our approach differs from these approaches in the sense that, using the autonomous agent perspective, unlike the structural decomposition approach, we are interested in decomposition methods that take a given partitioning of the variables into account. Secondly, unlike the DCOP and structural decomposition approach, we require a complete decomposition of the original problem instance, that is, we would like to find a set of subproblems that can be solved concurrently and independently to obtain a complete solution to the original instance.

Concerning future work, we would like to point out that in distributed scheduling there are other important preservation properties like makespan or tardiness preservation in decompositions that can be studied. In [18] we have made a preliminary investigation into minimal makespan preserving decompositions of scheduling problems, but a systematic investigation of the correspondence between these and other preservation properties is still lacking.

Furthermore, we should investigate the idea of stratified decomposition in AI applications where first a solution preserving decomposition of the first layer of their constraints can be provided, the agents submit their own preferred solutions and conditional on these solutions the decomposition of the next layer is provided, etc. This would allow for some kind of synchronisations, for example, when exactly one of two variables needs to be true, but each are owned by different agents (this is a very common problem when assigning duties or tasks to agents).

Finally, there is another interesting extension of the current approach quite similar to the work of [3], where decomposition is restricted to local constraints and variables occurring in the global constraints might be subject to further negotiation between agents, or subject to a special decomposition approach after agents have had an opportunity to express their preferences for the values of these variables. In such a way we could make a distinction between those parts of a constraint network that can be solved by the agents independently from each other and those parts that would require some additional processing.
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ABSTRACT

Anytime algorithms allow a system to trade solution quality for computation time. In previous work, monitoring techniques have been developed to allow agents to stop the computation at the "right" time so as to optimize a given time-dependent utility function. However, these results apply only to the single-agent case. In this paper we analyze the problems that arise when several agents solve components of a larger problem, each using an anytime algorithm. Monitoring in this case is more challenging as each agent is uncertain about the progress made so far by the others. We develop a formal framework for decentralized monitoring, establish the complexity of several interesting variants of the problem, and propose solution techniques for each one. Finally, we show that the framework can be applied to decentralized flow and planning problems.

Categories and Subject Descriptors
I.2.8 [Problem Solving, Control Methods, and Search]

General Terms
Algorithms, Performance

Keywords
bounded rationality, meta-level control, Dec-MDP

1. INTRODUCTION

Anytime algorithms are algorithms that improve their solution as a function of time, and can return an answer when interrupted [7]. When such algorithms are used, one must decide when to stop computing and use the current solution. Russell and Wefald describe the situation: "first, real agents have only finite computational power; second, they don't have all the time in the world... Typically, the utility of an action will be a decreasing function of time." [16]. Several works have studied the tradeoff of utility for time in applied settings including intelligent system design [10], problem solving and search [19], and planning [21].

Much of the work so far has focused on a single decision maker, whereas work on bounded rationality in group decision making has been relatively sparse [6, 13]. To some extent, any approximate reasoning framework could be viewed as a form of bounded rationality. But unless one can establish some constraints on decision quality, such interpretations of bounded rationality are not very interesting. It seems more attractive to define bounded rationality as an optimization problem constrained by the availability of knowledge and computational resources. One successful approach is based on using decision-theoretic principles to monitor and control the base-level decision making procedure. It has been shown that this monitoring approach can be treated as a Markov Decision Process (MDP) and it can be solved optimally offline and used to optimize decision quality with negligible run-time overhead [9]. This approach to bounded rationality relies on optimal metareasoning [16]. That is, an agent is considered bounded rational if it monitors and controls its underlying decision making procedure optimally so as to maximize the comprehensive value of the decision. Additional formal approaches to bounded rationality have been proposed. For example, bounded optimality is based on a construction method that yields the best possible decision making program given a certain agent architecture [15]. The approach implies that a bounded rational agent will not be outperformed by any other agent running on the same architecture. This is a stronger guarantee than optimal metareasoning, but it is also harder to achieve.

Extending these computational models of bounded rationality to multi-agent settings is hard. Even if one assumes that the agents collaborate with each other -- as we do in this paper -- there is an added layer of complication. There is uncertainty about the progress that each agent makes with its local problem solving process. Thus the metareasoning process inherently involves non-trivial coordination among the agents. One existing approach for meta-level coordination involves multiple agents that schedule a series of tasks [14]. As new tasks arrive, each agent must decide whether to deliberate on the new information and whether to negotiate with other agents about the new schedule. Each agent uses an MDP framework to reason about its deliberation process. The coordination across agents is handled by negotiation, not by the MDP policy. A more recent work uses Dec-MDPs for meta-level control, with reinforcement learning to assign radars to agents [5].

In this paper, we extend optimal metareasoning techniques to collaborative multiagent systems. We consider a decentralized setting, where multiple agents are solving components of a larger problem by running multiple anytime problem solving algorithms concurrently. The main challenge is for each individual agent to decide when to stop deliberating and start taking action based on its own partial information. In some settings, agents may be able to communicate and reach a better joint decision, but such communication may not be free. We propose a formal model to study these questions and show that decentralized monitoring of anytime computation can be reduced to the problem of solving decentralized MDP (Dec-MDP) [3].
2. DECENTRALIZED MONITORING

We focus in this paper on a multiagent setting in which a group of agents is engaged in collaborative decision making. Each agent solves a component of the overall problem using an anytime algorithm – an algorithm that can be stopped at any time and provide an approximate solution to the problem. Solution quality increases with computation time according to some known probabilistic performance profile. The purpose of metareasoning is to monitor the progress of the anytime algorithms in a decentralized manner and decide when to stop deliberation.

Definition 1. The decentralized monitoring problem (DMP) is defined by a tuple <Ag, Q, ̃q0, A, T, P, U, Cl, CG> such that:

- Ag is a set of agents.
- Q is a set Q1 × Q2 × ... × Qn, where Qi is a set of discrete quality levels for agent i. At each step t, we denote the vector of agent qualities by ̃q0 ∈ Q, or more simply by ̃q ∈ Q, whose components are qi ∈ Qi. Components of ̃q are qualities for individual agents. We denote the quality for agent i at time t by ̃qi.
- ̃q0 ∈ Q is a joint quality at the initial step, known to all agents.
- A = {continue, stop, monitorL, monitorG} is a set of meta-level actions available to each agent. The actions monitorL and monitorG represent locally and global monitoring, respectively.
- T is a finite horizon representing the maximum number of time steps in the problem.
- Pi is the transition model for the “continue” action for agent i. We will use notation P with i implied by context. For all i, 1 ≤ i ≤ n, for all t ∈ {0, ..., T − 1}, ̃qi ∈ Qi, and ̃qi+1 ∈ Qi. P(̃qi+1 | ̃qi) ∈ [0, 1]. Furthermore, Σ̃qi+1∈Qi P(̃qi+1 | ̃qi) = 1. We assume the transitions of any two agents i and j are independent of each other, that is, P(̃qi+1 | ̃qi, ̃qj) = P(̃qi+1 | ̃qi), P(̃qi+1 | ̃qi, ̃qj) = P(̃qi+1 | ̃qi).
- U(̃q, t): Q × T → ℜ is a utility function that represents the value of solving the overall problem with quality vector ̃q at time t.
- CL and CG are the costs of the local monitoring and global monitoring actions respectively.

Each agent solves a component of the overall problem using an anytime algorithm. Unless a “stop” action is taken by one of the agents, all the agents continue to deliberate for up to T − 1 time steps.

At each time step, agents decide which option to take, to continue, stop, or monitor globally or locally. If all the agents choose to continue, then the time step is incremented and solution quality transitions according to P. However, agents are unaware of the new quality state determined by the stochastic transition. If any agent chooses to “stop”, then all agents are instructed to cease computation before the next time step, and the utility U(̃q, t) of the current solution is taken as the final utility. If an agent chooses to monitor locally, then a cost of Cl is subtracted from the utility (for each agent that chooses monitorL) and the agent becomes aware of its local quality at the current time step. If any agent chooses to monitor globally, a single cost of CG is subtracted from the utility and all agents become aware of all qualities at the time step. The time step is not incremented after a monitoring action. After an agent chooses to monitor, it must then choose whether to continue or stop, at the same time step.

Agents are assumed to know the initial quality vector ̃q0. An agent has no knowledge about quality in later time steps, unless a monitoring action is taken. The “monitorL” action monitors the local quality; when agent i takes the “monitorL” action at time t it obtains the value of ̃qi. However, it still does not know any component of ̃q−i. A “monitorG” action results in communication among all the agents, after which they all obtain the global quality ̃q.

3. LOCAL MONITORING

In this section, we examine the concept of local monitoring. That is, each agent must decide whether to continue its anytime computation, stop immediately, or monitor its progress at a cost CL, and then decide whether to continue or stop deliberation and initiate joint execution. The main result in this section shows that a DMP with local monitoring decisions can be solved by first converting the problem to a Transition Independent Dec-MDP. Although the termination decision may seem to imply transition dependence, the dependence is eliminated in the construction of Theorem 1.

3.1 Complexity of Local Monitoring

When CL = 0, each agent should choose to monitor locally on every step, since doing so is free. When CG = ∞, agents should never choose to monitor globally. The following lemma and theorem shows that even for the simpler case where CL = 0, CG = ∞, and the number of agents is fixed, the problem of finding a joint optimal policy is NP-complete. The termination decision alone, made by agents with local views of quality, is NP-hard.

Lemma 1. The problem of finding an optimal solution for a DMP with a fixed number of agents |Ag|, CL = 0 and CG = ∞ is NP-hard in the number of quality levels.

Proof. A nearly identical problem to this special-case DMP with zero monitoring cost is the Team Decision Problem (TDP) in Tsitiklis [22]. Unfortunately, unlike in the Team Decision Problem, three joint decisions of a two-agent DMP (when either agent stops, or they both do) contain the same utility. Therefore we proceed directly to the underlying Decentralized Detection problem upon which the complexity proof of TDP is established.

We show that the NP-complete Decentralized Detection (DD) problem can be solved by a three step DMP. The following definition is provided in [22].

Decentralized Detection: Given finite sets Y1, Y2, a rational probability mass function p: Y1 × Y2 → Q, a partition {A0, A1} of Y1 × Y2. The goal is to optimize J(γ1, γ2) over the selection of γi: Y1 → {0, 1}, i = 1, 2, where J(γ1, γ2) is given by

∑ (γ1,γ2)∈A0 p(y1, y2)γ1(y1)γ2(y2) + ∑ (γ1,γ2)∈A1 p(y1, y2)(1 − γ1(y1))γ2(y2)

Decentralized detection can be polynomially reduced to a three step DMP with CL = 0. The first step is a known joint quality ̃q0. We define a unique quality level at the second and third step for each yi ∈ Y. We will denote the quality level representing yi by qyi. Transition probabilities to the second step are defined by the probability mass function, P(̃yi+1 | ̃yi) = p(yi, y2). Each agent then monitors (for zero cost) and is aware of its local quality.

We model the decision of selecting γi = 1 as a decision by agent i to continue, and of selecting γi = 0 as a decision by agent i to terminate. To accomplish this, the DMP transition model transitions deterministically to a unique quality at step 2, for each quality of step 2 of each agent.

Utility on step 2 is defined so that:

U(̃q0, ̃q+1, 2) = 0, U(̃q0, ̃q−1, 3) = 1 if (yi, yj) ∈ A0, and U(̃q0, ̃q+1, 2) = 1, U(̃q0, ̃q−1, 3) = 0 if (yi, yj) ∈ A1.
It should be clear from this construction that an optimal continuation policy which maps \( q_i \) to a decision to continue or terminate, can be used to construct \( \gamma(y_i) \) in DD.

To show that this DMP is in NP, we will reduce to a transition independent Decentralized MDP (Dec-MDP), a problem which was shown by Goldman and Zilberstein to be NP-complete [8].

In the Dec-MDP model, each agent has a local state space (denoted \( S^i \)) available, similar to a classic MDP. The vector of states, one for each agent, is referred to as the joint state. Each agent takes one action from a set of actions denoted \( A^i \), and actions have stochastic effects which change the local state. The vector of actions, one per agent, is referred to as the joint action. Finally, agents enter a terminal state, no agent can have an effect another agent's local state.

When the agent monitors, the agent stochastically transitions to a new quality state based on its performance profile. The only dependency between the agents is with respect to joint actions. Each agent is aware of its own local state and local action, but not necessarily the states and actions of the other agents at run-time. It should be clear from this construction that an optimal continuation policy which maps \( q_i \) to a decision to continue or terminate, can be used to construct \( \gamma(y_i) \) in DD.

To show that this DMP is in NP, we will reduce to a transition independent Decentralized MDP (Dec-MDP), a problem which was shown by Goldman and Zilberstein to be NP-complete [8].

In the Dec-MDP model, each agent has a local state space (denoted \( S^i \)) available, similar to a classic MDP. The vector of states, one for each agent, is referred to as the joint state. Each agent takes one action from a set of actions denoted \( A^i \), and actions have stochastic effects which change the local state. The vector of actions, one per agent, is referred to as the joint action. Finally, agents enter a terminal state, no agent can have an effect another agent's local state.

Execution takes place sequentially, a joint action is taken from a joint state, a joint reward is received, and the process repeats. In a finite horizon problem, there are \( T \) repetitions, with \( T \) being the horizon of the problem. An agent’s Dec-MDP policy is a mapping from its history of states and actions to a plan for future actions, and is denoted \( \pi_i \).

Each agent is aware of its own local state and local action, but not necessarily the states and actions of the other agents at run-time. It is aware, however, of the other agents’ policies which were formed at planning time. The Dec-MDP model enforces the rule that the joint state is jointly fully observable. That is, between the agents, the whole state can be observed at every step. In typical formulations of Dec-MDP, this means each agent is aware of its local state but not the state of the other agents. In a transition independent Dec-MDP, state transitions of each agent are fully independent of each other, no agent can have an effect another agent’s local state. The only dependency between the agents is with respect to joint reward.

**Theorem 1.** The problem of finding an optimal solution for a DMP with a fixed number of agents, \( C_L = k \) and \( C_G = \infty \) is NP-complete.

NP-hardness follows from above, with \( k = 0 \) as a special case. To show NP-completeness, we show that the problem can be reduced to a transition independent Dec-MDP. Policies and policy-values for the DMP will correspond to policies and policy-values for the transition-independent Dec-MDP. The conversion is as follows:

The **state space** \( S^i \) for agent \( i \) are tuples \(< q_i, t_0, t \>\), where \( q_i \) is a quality level (drawn from \( Q_i \)), \( t_0 \) is the time step at which quality level was monitored, and \( t \) is the number of the current time step. We also define a terminal state for each agent.

The **action space** for all agents is \{terminate, continue, monitor\}. The **transitions** consist of the following: when the action is to continue, \( t \) is merely incremented. When the action is to terminate, the agent transitions to the terminal state.

Let \( P_{\text{MDP}}(s' | s, a) \) be the transition function of the Dec-MDP. Let \( t_0 \) represent the time step when an agent last monitored. When the action is to monitor, we have \( \forall q_i, q_i' \in Q_i \):

\[
P_{\text{MDP}}(< q_i', t_0', t' \> | < q_i, t_0, t \>, \text{monitor}) = 0
\]

if \( t' \neq t \) or \( t' \neq t_0 \).

\[
P_{\text{MDP}}(< q_i', t_0', t' \> | < q_i, t_0, t \>, \text{monitor}) = P(q_i' | q_i^{t_0})
\]

if \( t' = t_0' = t \).

The **Reward** is defined as zero if all agents choose to continue, as \(-kC\) if \( k \) agents choose to monitor and none of the agents are in a terminal state, as \( U(q) \) if one of the agents chooses to terminate and none of the agents are in a terminal state, and as zero if any agent is in a terminal state.

This reduction is polynomial, as the number of agent states in the Dec-MDP is \( |Q_i|T^2 \) and the number of actions is \( 3 \). The representation is transition-independent, as the state of each agent does not affect the state of the other agents. Note that when one agent terminates, the other agents do not enter a terminal state, such a specification would violate transition independence. Rather, this notion, that no reward is accumulated once any agent has terminated, is captured by the reward function. No reward is received if any of the agents are in a terminal state. Since reward is only received when one of the agents enters the terminal state, reward is only received once, and the reward received by the Dec-MDP is the same as the utility received by the DMP.

Figure 1 shows a visual representation of the Dec-MDP reduction from a DMP with local monitoring costs. State consists of a tuple consisting of a quality level, the time at which the quality was monitored, and the current time. The “continue” action in the first step increments the current time. The “monitor” action increments the monitoring time to the current time, and probabilistically transitions quality according to the transition probability of the DMP applied to multiple steps.

An optimal policy for the Dec-MDP produces an optimal policy for the corresponding multi-agent anytime problem. Note that the uncertainty of quality present when an agent does not monitor is simulated in the MDP. Even though, in an MDP, an agent always knows its state, in this reduction the transition is not executed until the monitoring action is taken. Thus, even though an MDP has no local uncertainty, an agent does not “know” its quality until the monitor action is executed, and thus the local uncertainty of the multi-agent anytime problem is represented.

### 3.2 Solution Methods with Local Monitoring

#### 3.2.1 Greedy Solution

We first build a solution that adapts the single-agent approach of Hansen and Zilberstein to the multi-agent case [9]. The adaptation considers the other agents to be a part of the environment, and thus we name it the Greedy approach. Greedy computation does not take into account the actions of the other agents, we will initiate a
greedy computation by assuming that the other agents always continue, and that they will never monitor or terminate. We will then build upon this solution to develop a nonmyopic solution. For ease of explanation, we will describe the algorithm from a single agent’s point of view. It should be assumed that each agent is executing this algorithm simultaneously.

Each agent begins by forming a performance profile for the other agents. We will use the term \( Pr \) as a probability function assuming only “continue” actions are taken, extending the transition model \( P \) over multiple steps. Furthermore we can derive performance profiles of multiple agents from the individual agents, using the independence of agent transitions. For example, in the two agent case we use \( Pr(\bar{q}) \) as shorthand for \( Pr(q_i)Pr(q_j) \).

**Definition 2.** A dynamic local performance profile of an anytime algorithm, \( Pr_i(q_i|\Delta t) \), denotes the probability of agent \( i \) getting a solution of quality \( q \)’ by continuing the algorithm for time interval \( \Delta t \) when the currently available solution has quality \( q \).

**Definition 3.** A greedy estimate of expected value of computation (MEVC) for agent \( i \) at time \( t \) is:

\[
MEVC(q_i, t, t + \Delta t) = \sum_{q_i} \sum_{q_i' + \Delta t} Pr(q_i'|q_i) Pr(q_i + | q_i', q_i') Pr(q_i +|q_i, \Delta t) (U(q_i +| q_i, \Delta t, t + \Delta t) - U(q_i, t))
\]

The first probability is the expectation of the current global state, given the local state, and the second probability is the chance of transition. Thus, MEVC is the difference between the expected utility level after continuing for \( \Delta t \) more steps, versus the expected utility level at present. Both of these terms must be computed based on the performance profiles of the other agents, and thus the utilities are summed over all possible qualities achieved by the other agents. Cost of monitoring, \( C_L \), is not included in the above definition. An agent making a decision must subtract this quantity outside the MEVC term.

For typical utility functions, the agent faces a choice as to whether to continue and achieve higher quality in a longer time, or to halt and receive the current quality with no additional time spent. A monitoring policy makes this decision.

**Definition 4.** A monitoring policy \( \Pi(q_i, t) \) for agent \( i \) is a mapping from time step \( t \) and local quality level \( q_i \) to a decision whether to continue the algorithm or act on the currently available solution.

It is possible to construct a stopping rule by creating and optimizing a value function for each agent. First, create a new local-agent value function \( U_i(q_i, t) \) such that:

\[
U_i(q_i, t) = \sum_{q_i'} Pr(q_i'|q_i) U(q_i'|q_i, q_i', t)
\]

Next, create a value function using dynamic programming, one step at a time:

\[
V_i(q_i, t) = \max_d \sum_{q_i'} Pr(q_i'|q_i) (U(q_i'|q_i, q_i', t + \Delta t) - \Delta t)
\]

where \( \Delta t \) represents a single time step and \( d \) is a variable representing the decision. In the above, a stop action yields an expected utility over the qualities of the other agents. A continue action yields an expectation over joint qualities at future step \( t + \Delta t \).

The above definitions exclude the option of monitoring (thus incurring the costs \( C_L \) and \( C_C \)), the choices are merely whether to continue or act. Thus, we must define a cost-sensitive monitoring policy, which accounts for \( C_L \) and \( C_C \).

**Definition 5.** A cost-sensitive monitoring policy, \( \Pi_{c}(q_i, t) \), is a mapping from time step \( t \) and quality level \( q_i \), and monitoring cost \( c \) into a monitoring decision \( (\Delta t, m) \) such that \( \Delta t \) represents the additional amount of time to allocate to the anytime algorithm, and \( m \) is a binary variable that represents whether to monitor at the end of this time allocation or to stop without monitoring.

Thus, a cost-sensitive monitoring policy at each step chooses to either blindly continue, monitor, or terminate. It can be constructed using dynamic programming and the value function below. The agent chooses \( \Delta t \), how many steps to continue blindly, as well as whether to stop or monitor after. If it stops, it receives expected utility, if it monitors it achieves value with a penalty of \( C_L \).

\[
V_{c}(q_i, t) = \max_{d, \Delta t} \left\{ \begin{array}{ll}
\text{if } d = \text{stop:} & \sum_{q_i'} Pr(q_i'|q_i) U(q_i'|q_i, t + \Delta t) \\
\text{if } d = \text{monitor:} & \sum_{q_i'} Pr(q_i'|q_i) V_{c}(q_i'|q_i, t + \Delta t) - C_L
\end{array} \right.
\]

A greedy monitoring policy can thus be derived by applying dynamic programming over one agent. On initialization, such an algorithm assigns each quality level on the final step a value, based on its expected utility over possible qualities of the other agents. Then, working backwards, it finds the value of the previous step, which is the maximum over: (1) the expected utility over the possible qualities of the other agents (if it chooses to stop). (2) The expected utility of continuing (if it chooses to continue). An algorithm to find a cost-sensitive monitoring policy can similarly find the expectation over each time step with and without monitoring, and compare the difference to the cost of monitoring.

### 3.2.2 Solution Methods: Modeling the Other Agents

The greedy solution can be improved upon to coordinate policies among all the agents. To illustrate, examine Table 1. Each entry represents the expected joint utility of continuing (thus increasing utility but also time cost), minus the expected utility of stopping. Assume all entries have equal probability and monitoring cost is zero, and that the value of stopping immediately is zero, and thus the values shown represent only the value of continuing. Agent 1 would greedily decide to continue if it is in state \( q_1^1 = 1 \) only, as that is the only row whose summation is positive. Agent 2 would greedily continue if it has achieved quality \( q_2^2 = 2 \), as that is the only row whose summation is positive. However, this would

<table>
<thead>
<tr>
<th>( q_1 )</th>
<th>( q_2 )</th>
<th>( q_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-3</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>-2</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1:** An example of a case where greedy termination policy produces a poor solution. Entries represent the expected utility of continuing for a step.

where \( \Delta t \) represents a single time step and \( d \) is a variable representing the decision. In the above, a stop action yields an expected utility over the qualities of the other agents. A continue action yields an expectation over joint qualities at future step \( t + \Delta t \).
mean that the agents continue from all joint quality levels which are in bold. The sum of these levels is negative, and the agents would do better by selecting to terminate all the time!

We solve the DMP with \( C_G = \infty \) optimally by leveraging the bilinear program approach of Petrlik and Zilberstein to solving transition independent Dec-MDPs [11]. We first convert the problem to the transition independent Dec-MDP model described above. We prune “impossible” state-actions, for example we prune states where \( t_0 > t \), as an agent cannot have last monitored in the future. Then we convert the resulting problem into a bilinear program. A bilinear program can be described by the following objective function and constraints for the two-agent case (the framework is extendible beyond two agents if more agent-vectors are added):

\[
\begin{align*}
\text{maximize}_{x,y} & \quad r_1^T x + x^T R y + r_2 y \\
\text{subject to} & \quad B_1 x = \alpha_1 \\
& \quad B_2 y = \alpha_2
\end{align*}
\]

In our bilinear formulation of a DMP, each component of the vector \( x \) represents a joint state-action pair for the first agent (similarly, each component of \( y \) represents a state-action for the second agent). Following the construction of Theorem 1, each component of \( x \) represents a tuple \( q_i^0, t_0, t, a \) where \( q_i \) represents the last quality observed, \( t_0 \) represents the time at which it was observed, \( t \) represents the current time, and \( a \) represents a continue, monitor, or terminate. Thus, the length of \( x \) is \( 3Q_iT^2 \) (assuming no pruning of impossible state-actions). Each entry represents the probability of that state and action occurring upon policy execution.

The vectors \( r_1 \) and \( r_2 \) are non-zero for entries corresponding to state-actions that have non-zero local reward, for agents 1 and 2 respectively. We set these vectors to zero, indicating no local reward.

The matrix \( R \) specifies joint rewards for joint actions, each entry corresponds to the joint reward of a single state-action in \( x \) and \( y \). Thus, entries in \( R \) correspond to the joint utility \( U(\overline{q}, t) \) of the row and column state, when any agent terminates. For entries where one agent monitors and the other agent terminates or continues, we adjust reward by \(-C_L \). Otherwise, joint reward is 0.

For the constraints, \( \alpha_1 \) and \( \alpha_2 \) represent the initial state distributions, and \( B_1 \) and \( B_2 \) correspond to the dual formation of the total expected reward MDP [12]. Intuitively, these constraints are very similar to the classic linear program formulation of maximum flow. Each constraint represents a state triple, and each constraint assures that the probability of transitioning to the state (which is the sum of state-actions that transition to it, weighted by their transition probabilities) matches the probability of taking the outgoing state-actions (which is the three state-actions corresponding to the state triple). A special case is the start quality, from which outgoing flow equals 1.

Bilinear programs, like their linear counterparts, can be solved through methods in the literature [11]. These techniques are beyond the scope of this paper, one technique is to alternately fix \( x \) and \( y \) policies and solve for the other as a linear program. Although bilinear programs are NP-complete in general, in practice performance depends on the number of non-zero entries in \( R \).

4. GLOBAL MONITORING

Next, we examine the case where agents can communicate with each other (i.e., monitor globally). We will analyze the case where \( C_L = 0 \) and \( C_G = k \), where \( k \) is a constant. For ease of description, we describe an on-line approach to communication. The online approach can be converted to an offline approach by anticipating all possible contingencies. We decide whether to communicate based on decision theory, agents compute Value of Information (VoI), which is defined as follows:

\[
VoI = V^*(q_i, t) - V_{sync}(q_i, t) - C_G
\]

where \( V^* \) represents the expected utility after monitoring, \( V_{sync} \) represents expected utility without monitoring (see below), and \( C_G \) is cost of monitoring. In order to support the computation of \( V_{sync} \) and \( V^* \) joint policies are produced at each communication point (or, for the offline algorithm, at all possible joint qualities). We define a helpful term \( V^*(\overline{q}, t) \) (which decomposes into \( V^*(q_i, \overline{q}_{-i}, t) \)) to more clearly identify the local agent, which is the value of a joint policy after communication and discovery of joint quality \( \overline{q} \), as computed through the methodology of the last section with \( C_L = 0 \).

From the point of view of agent \( i \), the value after communicating can then be viewed as an expectation over the quality of the other agents, based on their profiles.

\[
V^*(q_i, t) = \sum_{\overline{q}_{-i}} P r(\overline{q}_{-i}, t)V^*(q_i, \overline{q}_{-i}, t)
\]

Similarly, \( V_{sync} \) is the value attached to quality \( q_i \) and not communicating. This was computed as part of the local monitoring problem at the last point of communication, we use the subscript “sync” to remind us that \( V_{sync}(q_i, t) \) depends on the policies created and qualities observed at the last point of communication.

Non-myopic policies require each agent to make a decision as to whether to communicate or not at each step, resulting in the construction of a table resembling Table 1. We examined this table in a previous section when deciding whether to continue or stop. The table is used similarly for global monitoring, except the decision made by each agent is whether to communicate or not to communicate. Communication by either agent forces both agents to communicate and synchronize knowledge. Entries represent the joint state, and are incurred if either agent 1 decides to communicate from the row representing its quality, or agent 2 decides to communicate from the column representing its local knowledge.

This problem, of deciding whether to communicate after each step, is NP-complete as well. We will show this by reducing to a transition independent Dec-MDP-Comm-Sync [2]. A Dec-MDP-Comm-Sync is a transition independent Dec-MDP with an additional property: After each step, agents can decide whether to communicate or not to communicate. If they do not communicate, agents continue onto the next step as with a typical transition independent Dec-MDP. If any agent selects to communicate, then all agents learn the global state. However, a joint cost of \( C_G \) is assessed for performing the communication. Agents form joint plans at each time of communication. The portion of the joint plan formed by agent \( i \) after step \( t \) denoted \( \pi^i_t \).

**Theorem 2.** The DMP problem with \( C_L = 0 \) and \( C_G = k \) is a constant, is NP-complete.

The proof of NP-hardness is similar to Lemma 1.

To show that the problem is in NP, we can reduce the problem to that of finding the solution of a Dec-MDP-Comm-Sync. We create the following Dec-MDP-Comm-Sync from a DMP with \( C_L = 0 \):

- \( S^i \) is the set \( Q_i \cup \{ f_i \} \) for agent \( i \), where \( f_i \) is a new “terminal” state for agent \( i \).
- \( A^i = \{ \text{continue}, \text{terminate} \} \); the joint action set is \( \prod A^i \).
- The transition model:
  \[
  P_{MDP}(q_i^{t+1} | q_i^t, \text{continue}) = P(q_i^{t+1} | q_i^t) \\
  P_{MDP}(q_i^{t+1} | q_i^t, \text{terminate}) = 0, \forall (t \neq t_i + 1) \\
  P_{MDP}(f_i | q_i^t, \text{terminate}) = 1, \forall q_i^t \in S^i
  \]
The reward function is 0 when any agent is in the final state. The horizon \( T \) is the same as \( T' \) from the DMP. The horizon \( T \) is equal to \( T' \) and only one action is added.

It is straightforward to verify that this reduction is polynomial. Having represented the DMP problem as a Dec-MDP-Comm-Sync, we can use solution techniques from the literature to solve the problem which make use of a VoI computation [2].

The reduction is polynomial as the number of states added is equal to \( T' \), and only one action is added. It is straightforward to verify that this reduction is polynomial.

Having represented the DMP problem as a Dec-MDP-Comm-Sync, we can use solution techniques from the literature to solve the problem which make use of a VoI computation [2].

5. EXPERIMENTS

We experimented on two decentralized decision problems involving anytime computation. First we profiled the RockSample domain, borrowed from the POMDP planning literature. In this planning problem, two rovers must each form a plan to sample rocks, maximizing the interesting samples. However, the location of the rocks are not known until runtime, and thus the plans can not be constructed until the rovers are deployed. We selected the HSVI algorithm for POMDPs as the planning tool [20]. HSVI is an anytime algorithm, the performance improves with time, its error bound is constructed and reported at runtime. Prior to runtime, the algorithm was simulated 10,000 times on randomized RockSample problems, in order to find the performance profile. The resulting profile held 5 quality levels over 6 time steps.

Second, we profiled the Ford Fulkerson maximum flow solution method. This motivating scenario involved a decentralized maximum flow problem where two entities must each solve a maximum flow problem in order to supply disparate goods to the customer. To estimate the transition model \( P \) in the DMP, we profiled performance of Ford Fulkerson through Monte Carlo simulation. The flow network was constructed randomly on each trial, with each edge capacity in the network drawn from a uniform distribution. Quality levels corresponded to regions containing equal-sized ranges of the current flow. From the simulation, a 3-dimensional probability table was created, with each layer of the table corresponding to the time, each row corresponding to a quality at that time, each column representing the quality at the next time step, and the entry representing the transition probability. We created software to compile a Decentralized MDP from the probability matrix, as described in the previous sections, and solved the resulting problem using a bilinear program.

Three parameters of utility were varied with respect to each other: the reward for increasing quality, a linearly increasing cost of time, and the cost of monitoring. Experiments varied the latter two. For RockSample, the chosen utility function was \( 10(q_i + q_j - Kt) \), where \( t \) is time in seconds modulo 5, and we experimented with various values of \( K \). For MaxFlow, utility was defined as \( 10(\min(q_i, q_j) - Kt) \), where \( \min(q_i, q_j) \) represents the lesser of the flows, \( t \) represents the time step, (defined for the profile as the time in seconds modulo 5), and \( K \) represents cost of time and was varied. For max flow there were 10 quality levels and 10 time steps for each agent. In this section we focus problems with costs of time which result in non-trivial continuation policies. When cost of time is very low with respect to quality increase, computation trivially always continues, and when cost of time is very high, computation stops immediately. When cost of time lies between these two extremes, the option of monitoring becomes interesting.

Mean running time for the non-myopic variant of our algorithms is shown in Table 2. The MaxFlow problem was larger than the RockSample problem (containing more quality levels), thus consumed more time. The global formulations, as opposed to the local formulations, required a sub-problem formulation to precompute \( V_* \) at each communication point, and thus more time elapsed.

Table 3 shows resulting policies of the Greedy algorithm for local monitoring on the RockSample problem. The policy is taken for \( K = 8 \) and \( C = 2 \), which we consider well motivated since the routine to report progress took approximately a quarter of a time step. Rows represent quality levels and columns represent the time step at which that quality level was observed. Entries represent the agent’s policy. Numbered entries represent to proceed that number of steps, and then terminate. For example, the entry in box (1,1) represents that at step 1 with quality level 1, the Greedy policy proceeds 4 steps and then terminates. For this particular cost of time and cost of monitoring, the Greedy algorithm does not monitor at any step, although the Greedy algorithm did monitor for lower costs of monitoring. Also note that the Greedy algorithm is the same for agent 1 and agent 2, each is working off of the same profile and is

![Figure 2: Expected Utility versus cost of time of non-myopic local monitoring of RockSample.](image-url)

**Table 2: Timing results in seconds.** Compile time represents time to compile performance profile into bilinear problem, solve time measures time taken by the bilinear solver.

<table>
<thead>
<tr>
<th>Problem (Local/Global)</th>
<th>Compile Time</th>
<th>Solve Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Flow Local</td>
<td>3.5</td>
<td>11.4</td>
</tr>
<tr>
<td>RockSample Local</td>
<td>.13</td>
<td>2.8</td>
</tr>
<tr>
<td>Max Flow Global</td>
<td>.04</td>
<td>3.9</td>
</tr>
<tr>
<td>RockSample Global</td>
<td>.01</td>
<td>12.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quality</th>
<th>Agent 1</th>
<th>Agent 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 3: Greedy Local Monitoring Policy for RockSample problem, C=2 K=8**
<table>
<thead>
<tr>
<th>Quality</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent 1</td>
<td>3M</td>
<td>-</td>
<td>-</td>
<td>1M</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Agent 2</td>
<td>1M</td>
<td>1M</td>
<td>2M</td>
<td>-</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4: Nonmyopic local monitoring policy for first agent C=2 K=8. In some cases, the bilinear program returned stochastic actions, where multiple state-actions corresponding to the same state had non-zero probability (the sum of the state-actions equaled one). In these cases, the tables show the most probable action for the state.

not considering the policy of the other agent.

Table 4 shows resulting policies of the Nonmyopic algorithm for the same local monitoring problem. Entries designated “*xM” denote continuing for "x" steps and then monitoring. For instance, in the first step, the first agent will proceed for 3 steps and then monitor. The second agent, by contrast, will proceed one step and then monitor. In these policies, agents are more likely to stop at higher quality levels, and more likely to monitor at earlier points in time.

Qualities that are impossible to achieve are reported with a “-”. The bilinear program only reports its policy for state-actions with probability above zero. For example, since agent 1 has a 100 percent chance of starting at quality level 1, and since the first step for agent 1 continues for three steps and then monitors, it is impossible to observe any quality level on the 2nd and 3rd steps.

Figure 2 plots value versus the cost of time (K) for 4 different local costs of monitoring on the RockSample problem. For a constant cost of time, a higher cost of monitoring results in a lower quality solution. The drop off is monotonically decreasing and roughly linear, with higher cost of monitoring resulting in a more negative slope. This can be explained in context of the extremes of the graph. As one proceeds leftwards, cost of time is smaller, ultimately when it is small enough the agents should always continue (and, for instance when cost of time is zero, no monitoring decision is needed to verify this). As one proceeds rightwards, cost of time is larger, and when it is large enough the agents should stop on the first step (and again, no monitoring decision is required to verify this), achieving zero value. One can see that expected utility hits zero more quickly for the high cost of monitoring than the low cost of monitoring. Thus, the plots of all four monitoring costs intersect to the far left and the far right, but the zones where expected utility lies between those values is smallest when cost of monitoring is highest. Thus, higher cost of monitoring results in a more negative slope.

Figure 3 (a) shows value of Global Monitoring as compared to Local Monitoring on RockSample for various time costs. Value with Global Monitoring is higher, due to the Cost of Local Monitoring being zero for the Global Monitoring case, as well as the ability of each agent to monitor the progress of other agents, thus coordinating further.

Similarly, Figure 3 (b) summarizes experiments on MaxFlow. Nonmyopic monitoring outperforms myopic monitoring, and the global variant achieves higher performance. The RockSample domain proved more difficult to achieve higher scores, as the min function made it difficult to achieve value.

6. RELATED WORK

The history of literature on anytime algorithms is rich in single-agent settings. We refer to [1, 6, 18] for recent overviews. Dean and Boddy used the term “anytime algorithm” in the 1980’s to describe a class of algorithms that “can be interrupted at any point during computation to return a result whose utility is a function of computation time” [7, 4]. They employed these algorithms in their work on time dependent planning and how to schedule deliberation. Horvitz, during the 1980’s as well, used decision theory to analyze “costs and benefits of applying alternative approximation procedures” to cases “where it is clear that there are insufficient computational resources to perform an analysis deemed as complete” [10]. Russell and Wefald used a discrete deliberation scheduling algorithm, which decides whether to deliberate or act based on expected value [16]. The work was implemented for search algorithms. Russell, Subramanian, and Parr utilized bounded optimality, which holds if a program produces a solution to a constrained optimization problem presented by the environment [15].

Work in artificial intelligence has produced several theories and architectures that can take into account the computational cost of decision making [7, 10, 15, 23, 24]. Zilberstein and Russell utilized performance profiles of algorithms in order to inform future anytime decisions [25]. The concept of performance profiles has been further explored in recent decision-theoretic approaches. Hansen and Zilberstein form a performance profile of an agent offline [9]. Then, based on this profile, a dynamic programming approach is used to make stopping decisions. The decisions use Bayesian reasoning based on the profiles in order to ascertain probability of future quality. Predictions of future quality are used to inform monitoring decisions, which are decisions whether to pause and monitor quality, or merely to continue. Similarly, Sandholm uses performance profiles to decide when to optimally terminate incomplete decision algorithms (algorithms which never finish if the answer is
N and may or may not finish if the answer is Y) on problems such as 3-SAT [17]. Termination decisions are based on the prior probability of an answer, on a utility model based on the utility of quality and time, and on the performance profiles.

In the multi-agent realm, Raja and Lesser explore a framework for coordinating agents Meta-Level control [13, 14]. In these works a single agent or multiple agents schedule a series of tasks. At various points in time, new tasks arrive, and each agent must decide whether to deliberate on the new information and whether to negotiate with other agents about the new schedule. The authors use an MDP framework within agents to reason about deliberation and the coordination across agents is handled by negotiation. The recent approach of Cheng et al. uses reinforcement learning for meta-level control of weather radars, using Dec-MDPs [5].

7. CONCLUSIONS AND FUTURE WORK

Anytime algorithms effectively gauge the trade-off between time and quality. Monitoring is an essential part of the process. Existing techniques from the literature weigh the trade-off between time, quality, and monitoring for the single-agent case. The complexity of the monitoring problem is known, and dynamic programming methods provide an efficient solution method.

However, this paper shows that these techniques do not scale to the multi-agent case. In this paper, we took a decision-theoretic approach to the monitoring problem. We formalized the problem for the multi-agent case, and proved that there exist problems for both local and global monitoring which are NP-complete. We showed how the multi-agent monitoring problems can be compiled as special cases of Decentralized Markov Decision Processes, and thus solvers from the literature can produce efficient solutions.

Future work lies in several directions. First, we will analyze and produce solutions for monitoring problems that are partially observable. We will also examine items like varying the monitoring cost. Second, we would like to examine cases with non-cooperative utility functions. Third, we will apply the methods to cases involving more than two agents. The latter will require modifications to the bilinear solver.
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ABSTRACT
We consider the fundamental problem of reaching consensus in multiagent systems. To date, the consensus problem has been typically solved with decentralized algorithms based on graph Laplacians. However, the convergence of these algorithms is often too slow for many important multiagent applications, and thus they are increasingly being combined with acceleration methods. Unfortunately, state-of-the-art acceleration techniques require parameters that can be optimally selected only if complete information about the network topology is available, which is rarely the case in practice. We address this limitation by deriving two novel acceleration methods that can deliver good performance even if little information about the network is available. The first is based on the Chebyshev semi-iterative method and maximizes the worst-case convergence speed given that only rough bounds on the extremal eigenvalues of the network matrix are available. It can be applied to systems where agents use unreliable communication links, and its computational complexity is similar to those of simple Laplacian-based methods. This algorithm requires synchronization among agents, so we also propose an asynchronous version that approximates the output of the synchronous algorithm. Mathematical analysis and numerical simulations show that the convergence speed of the proposed acceleration methods decreases gracefully in scenarios where the use of Laplacian-based methods is known to be impractical.
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Algorithms, Theory
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1. INTRODUCTION
Reaching agreement (or consensus) between physically distributed agents is one of the fundamental requirements of many multiagent applications including target localization [1], distributed coordination of large swarms of robots [2], distributed control of modular robotic actuators [3], and others [4]. Typically, such approaches require the agents to update a local estimate of an environmental or control parameter, by iteratively communicating with a few local neighbors, such that the estimates of all agents converge to the same value. For example, in [3] a modular robotic setting is described in which agents controlling decentralized modular actuators must reach consensus on the height of their actuators in order to ensure that a platform is kept level. Each agent can only infer (indirectly) the height of its neighbors, so only local control laws can be used, and the agents must reliably converge to a consensus height. Likewise, in one of the steps of the algorithm in [1], agents with individual estimates of the location of a target, iteratively exchange and update these estimates, with the intent that the estimates of all the agents converge to that which would have been reached had they been able to report their initial estimate to a center which could fuse them by taking their average.

To date, consensus problems of the type described above, have typically been solved with classic decentralized iterative algorithms based on graph Laplacians [2–5] and other related techniques that differ in the choice of the network matrices [6, 7]. In these consensus algorithms, every agent produces a sequence of estimates using a simple two-step approach that can be briefly described as follows. First, agents exchange estimates locally with their neighbors. Then each agent updates its current estimate by taking a weighted average of all estimates to which it has access, and the process repeats. As described above, the intent is that the estimates of all the agents converge to that which would have been reached had the average of the agents’ initial estimates been taken. Unfortunately, however, it has been recently shown that the convergence of these classic iterative algorithms is often too slow in applications where agents have to agree on initial estimates that have a strong correlation with the agents’ positions [2]. Typical scenarios in which this occurs are sensor networks and robotic swarms because the phenomena being measured are often functions of the agents’ positions. In more detail, when the initial estimates are spatially correlated, the number of iterations required by Laplacian-based methods to compute the average consensus value with good accuracy can grow proportionally with the square of the network diameter [2]. This fact renders such methods impractical in large scale multiagent systems with sparse communication.

The convergence of these Laplacian-based algorithms can be greatly improved with acceleration techniques that filter the output [8–10]. In particular, efficient two-tap filters have been proposed for systems where agents communicate both synchronously [10] and asynchronously [8]. However, these algorithms typically have a free parameter that has to be chosen by the agents. Such heuristic choices of parameters can be avoided with the optimal polynomial
filtering approach proposed in [9]. Unfortunately, this approach requires precise knowledge of the mean value of the network matrix, which again is unlikely to be available in many multiagent systems. In addition, this method is only stable in systems where the communication links are fairly reliable.

Thus, to address the above shortcomings and to make Laplacian-based methods practical in the multiagent scenarios described earlier, we propose low-complexity acceleration methods based on digital filters that require little information about the network topology and are robust against unreliable communication links. In more detail, the main contributions of this study are as follows:

- We derive a novel acceleration method named **synchronous semi-iterative consensus**. This algorithm filters the output of classic consensus algorithms with a polynomial filter that is optimal in the sense of maximizing the worst-case mean convergence speed when the network topology is unknown. Unlike recent acceleration techniques [9], the proposed algorithm only requires rough upper and lower bounds on the extremal eigenvalues of the network matrix (first order statistics is not necessary), and it is amenable to an efficient recursive implementation. Compared to other state-of-the-art acceleration techniques, such as those in [8, 10], our synchronous semi-iterative consensus algorithm has better convergence properties in many practical scenarios, the same communication requirements, and roughly the same computational complexity.

- To handle scenarios where synchronization among agents is not possible, we further extend our approach to devise an asynchronous algorithm, named **asynchronous semi-iterative consensus**, that approximates the output of the proposed synchronous algorithm. This asynchronous algorithm has a strong connection with those in [8, 10], but it does not require heuristics for parameter tuning in real applications where the network topology is largely unknown. All parameters of our algorithm are readily obtained from rough upper and lower bounds of the extremal eigenvalues of the unknown network matrix.

The paper is divided as follows. Sect. 2 reviews classic consensus algorithms based on graph Laplacians and other similar approaches. Sect. 3 shows the two novel acceleration schemes. Numerical simulations in Sect. 4 evaluate the proposed methods in scenarios where Laplacian-based methods are impractical.

### 2. PROBLEM STATEMENT

We start by briefly introducing our notation. In particular, vectors are written in lower-case, bold typeface, and matrices are written in upper-case, bold typeface. Unless otherwise stated, vectors are assumed to be column vectors. For every vector \( \mathbf{v} \in \mathbb{R}^N \), we define the norm of \( \mathbf{v} \) by \( \| \mathbf{v} \| := \sqrt{\mathbf{v}^T \mathbf{v}} \), where \( (\cdot)^T \) denotes the transpose operation. The vector of ones is denoted by \( \mathbf{1} \), and its dimension is clear from the specific context. The element of the \( k \)-th row and the \( j \)-th column of a matrix \( X \in \mathbb{R}^{M \times N} \) is denoted by \( X_{kj} \). The eigenvalues of a symmetric matrix \( X \in \mathbb{R}^{N \times N} \) are denoted by \( \lambda_1(X), \ldots, \lambda_N(X) \). By \( \mathbf{D} := \text{diag}(\lambda_1, \ldots, \lambda_N) \), we denote a diagonal matrix \( \mathbf{D} \in \mathbb{R}^{N \times N} \) having \( \lambda_1, \ldots, \lambda_N \) as the entries on its main diagonal.

We now turn to the problem formulation. In this study we assume that the multiagent system forms a network represented by a connected undirected graph \( G := (\mathcal{N}, \mathcal{E}) \), where \( \mathcal{N} := \{1, \ldots, N\} \) is the set of agents, \( \mathcal{E} \subseteq \{ (k, j) \mid k, j \in \mathcal{N} \} \) is the edge set, and the edge \( (k, j) \in \mathcal{E} \) is an unordered pair of agents. For convenience, here we assume that \( (k, k) \in \mathcal{E} \). Initially, at time \( t = 0 \), each agent \( k \) reports a value \( x_k(0) \in \mathbb{R} \), and we are interested in iterative algorithms that produce, in every agent \( k \in \mathcal{N} \), sequences \( \{x_k[i]\} \) converging to \( x_{av} := 1/N \sum_{k \in \mathcal{N}} x_k(0) \), the average of the initial values reported by the agents.

To be truly decentralized, the algorithms of interest should respect the network topology, i.e., at time instant \( i \in \mathbb{N} \), each agent \( k \) should exchange information only with its neighbors \( \mathcal{N}_k := \{ j \in \mathcal{N} \mid (j, k) \in \mathcal{E} \} \). In particular, classic algorithms having this desired feature take the form:

\[
    x_k[i+1] = \sum_{j \in \mathcal{N}_k} [W[i]_{kj}] x_j[i], \quad k \in \mathcal{N}, \quad i \in \mathbb{N},
\]

or, more compactly,

\[
    x[i+1] = W[i] x[i], \quad i \in \mathbb{N},
\]

where \( x[i] := [x_1[i] \ldots x_N[i]]^T \in \mathbb{R}^N \), \( W[i] \in \mathbb{R}^{N \times N} \) is a properly selected sequence of (symmetric) matrices, \( W[i]_{kj} \) is the weight associated with the edge \( (k, j) \) at time \( i \), and \( W[i]_{jj} = 0 \) if \( (i, j) \notin \mathcal{E} \). To reach consensus, agents can compute the weights \( W[i]_{kj} \) in many different ways according to the desired characteristics of the system. In particular, if the network is deterministic, agents only know the local topology, and links are reliable, agents can use simple Laplacian-based methods to compute locally the weights [2, 4]. When links are unreliable, weights can be computed with the method in [5]. In systems where the network topology is known before deployment and links are deterministic, the approach in [6] can be used to compute a fixed matrix \( W = W[i] \) that gives better convergence than simple heuristics based on graph Laplacians. In systems where agents operate asynchronously and do not know their neighbors, gossip consensus algorithms [7] can be used to determine the weights.

Hereafter, we do not use a specific method to compute the weights \( W[i]_{kj} \), and, for maximum generality, we only assume that the matrices \( W[i] \) satisfy the following properties:

**Assumption 1.** (Properties of \( W[i] \))

1. The matrices \( W[i] \) (\( i \in \mathbb{N} \)) in (2) are i.i.d. random matrices with \( W[i]_{kj} = 0 \) if \( (j, k) \notin \mathcal{E} \).

2. Each matrix \( W[i] \) is symmetric and satisfies \( W[i] \mathbf{1} = \mathbf{1} \) (hence \( W[i] \) is a doubly stochastic matrix).

3. \( \| E[W[i] - W]\|_2^2 < 1 \) and \( \| W - W[i] \|_2^2 < 1 \), where \( W := E[W[i]] \) denotes the mean of \( W[i] \).

The above properties are sufficient conditions to guarantee that \( x[i] \) in (2) converges to \( x_{av} \in \mathbb{R}^N \) in both the mean sense and the mean square sense [7], i.e., \( \lim_{i \to \infty} E[x[i]] = x_{av} \) and \( \lim_{i \to \infty} E[(1/N)\|x[i] - x_{av}\|_2^2] = 0 \). Unfortunately, irrespective of the method being used for the computation of the weights \( W[i]_{kj} \), when agents only have local information about the network topology, consensus algorithms solely based on the iteration in (2) are typically slow. In particular, when the initial values reported by agents have a strong correlation with their locations, Laplacian-based methods have been shown to be impractical in large multiagent systems because the convergence speed scales badly with the network diameter [2]. To address this serious drawback of consensus algorithms based on (2), we develop an acceleration technique that improves the convergence of \( x[i] \) in the mean sense. Before deriving the proposed method, we first review convergence properties of (2).

By the i.i.d. assumption of the symmetric matrices \( W[i] \) (\( i \in \mathbb{N} \)), we have that \( E[W[i]] \) is a time-invariant symmetric matrix \( (E[W[i]] = \overline{W} \text{ for all } i \in \mathbb{N}) \). Let the eigenvalue decomposition

\[ W[i] = \overline{W} = \sum_{j=1}^{N} \lambda_j \phi_j \phi_j^T, \]

\[ \lambda_j \] being the eigenvalues of \( W[i] \), and \( \phi_j \) the corresponding eigenvectors of \( W[i] \). From the

<1In this study, we use the same notation for random variables and their realizations. The interpretation that should be applied is clear from the context.>
of \( \overline{W} \) be given by \( Q \Lambda Q^T = \overline{W} \), where \( q_1, \ldots, q_N \) are the columns of \( Q \), and \( \Lambda := \text{diag} (\lambda_1(\overline{W}), \ldots, \lambda_N(\overline{W})) \) with eigenvalues arranged in non-increasing order of magnitude: \( |\lambda_1(\overline{W})| \geq \cdots \geq |\lambda_N(\overline{W})| \). Note that, also from Assumption 1, we have that \( q_i = (1/\sqrt{N}) 1 \) and that \( 1 = \lambda_1(\overline{W}) > |\lambda_j(\overline{W})| \) for \( j = 2, \ldots, N \). With these definitions, we deduce:

\[
E[x[i]] = (\overline{W})^i x[0] = Q \Lambda^i Q^T x[0] = \left[ \left( (\sqrt{1/N}) 1, q_2, \ldots, q_N \right) \right] \cdot \text{diag}(\lambda_1(\overline{W}), \ldots, \lambda_N(\overline{W}))^i \cdot \left[ \left( (\sqrt{1/N}) 1, q_2, \ldots, q_N \right)^T x[0]. \right. \tag{3}
\]

Therefore, by \( |\lambda_j(\overline{W})| < 1 \) for \( j = 2, \ldots, N \), we conclude that \( \lim_{i \to \infty} E[x[i]] = (1/N)11^T x[0] = x_{av} 1 \) and that the slowest mode of convergence of (3) is given by \( \lambda_2(\overline{W}) \) (by taking powers, the eigenvalues \( \lambda_j(\overline{W}) \) \( j = 3, \ldots, N \) do not decay slower to zero than \( \lambda_2(\overline{W}) \)). Thus, the iteration in (2) can be particularly slow if \( \lambda_2(\overline{W}) \) is close to one and the vector \( x[0] \) has a nonzero projection onto the subspace spanned by the eigenvector corresponding to \( \lambda_2(\overline{W}) \).

3. THE ACCELERATION ALGORITHM

In this section, we derive our novel algorithms and compare them with existing methods. We start by revisiting polynomial filters.

3.1 Polynomial Filtering

In our proposed method, we improve the convergence of (2) (in the mean sense) by using polynomial filters. The idea is similar to that proposed in [9], but the size of the filters that we use increase with the number of iterations. Later in this section we show that this is amenable to implementations with very low computational complexity and memory requirements. In addition, our method is optimal in a well defined sense (c.f. (7)) even if little information about \( W[i] \) in (2) is available.

In more detail, each agent \( k \) improves its local estimate of \( x_{av} \) by filtering \( x_k[i] \) obtained with (1):

\[
y_k[i] = \sum_{n=0}^{i} \gamma[i, n] x_k[n], \quad k \in N, \tag{4}
\]

where \( \gamma[i, n] \in R \) \( (i \in N, n = 0, \ldots, i) \) are scalars to be designed (common to all agents), and \( y_k[i] \) is the improved estimate of \( x_{av} \) at time \( i \) in agent \( k \). Stacking \( y_1[i], \ldots, y_N[i] \) in a vector \( y[i] := [y_1[i] \ldots y_N[i]]^T \), we can rewrite (4) equivalently as

\[
y[i] = \sum_{n=0}^{i} \gamma[i, n] x[n]. \tag{5}
\]

Combining (3) and (5) and using Assumption 1, we can compute the mean value of \( y[i] \):

\[
E[y[i]] = \sum_{n=0}^{i} \gamma[i, n] (W)^n x[0] = Q \text{diag} \left( p_1(1), p_1(\lambda_2(\overline{W})), \ldots, p_1(\lambda_N(\overline{W})) \right) \cdot Q^T x[0],
\]

where \( p_i(x) \) is the polynomial \( p_i(x) := \sum_{n=0}^{i} \gamma[i, n] x^n \) at time \( i \). Now we need to choose a polynomial \( p_i \) that makes (6) a potentially better estimate of \( x_{av} 1 \) than (3).

3.2 The Synchronous Consensus Algorithm

By comparing (3) with (6), the slowest mode of convergence of \( E[y[i]] \) to \( x_{av} 1 \) is faster than that of \( E[x[i]] \) if the polynomials \( p_i \) satisfy the following properties: (see also [9], which, unlike the proposed method, use filters of short length.)

P1) \( p_i(1) = 1 \) and

P2) \( \max_{j \in \{2, \ldots, N\}} |p_i(\lambda_j(\overline{W}))| < |\lambda_2(\overline{W})|^j \).

Therefore, at each time \( i \), we conclude that we should find polynomials such that \( p_i(1) = 1 \) and that \( p_i(\lambda_j(\overline{W})) \) is as close to zero as possible for all \( j \in \{2, \ldots, N\} \) and all \( i \in N \). Unfortunately, finding an ideal polynomial having roots at \( \lambda_2(\overline{W}), \ldots, \lambda_N(\overline{W}) \) (for \( i \geq N-1 \)) would require global information about the network in every agent. To avoid this unrealistic requirement, we assume that the eigenvalues \( \lambda_2(\overline{W}), \ldots, \lambda_N(\overline{W}) \) belong to the interval \([\alpha, \beta]\), but their exact values are unknown. (Assumption 1 guarantees \( -1 < \alpha, \beta < 1 \), and the bounds can be obtained from typical application scenarios; see Sect. 4.) With this assumption, a reasonable choice for \( p_i \) is the normalized polynomial \( p_i(1) = 1 \) of degree \( i \) least deviating from zero on the interval \([\alpha, \beta]\) (see also [11], [12], Sect. 10.1.5). We can expect that such a polynomial would satisfy properties P1 and P2 above without knowledge of \( \lambda_j(\overline{W}) \) \( (j = 2, \ldots, N) \). More formally, at time \( i \) we use the polynomial:

\[
p_i^*(x) = \arg \min_{p \in S_i} \{ \max_{\alpha \leq x \leq \beta} |p(x)| \}. \tag{7}
\]

where \( S_i \) is the set of polynomials of degree \( i \) normalized to satisfy \( p_i(1) = 1 \). The polynomial in (7), which has been typically used to accelerate the convergence of iterative methods solving systems of linear equations, is unique and given by [11], [12], Sect. 10.1.5:

\[
p_i^*(x) = -1 + 2 \frac{x - \alpha}{\beta - \alpha}, \tag{8}
\]

where

\[
\mu := 1 + 2 \frac{1 - \beta}{\beta - \alpha},
\]

and \( c_i \) is the Chebyshev polynomial of degree \( i \):

\[
c_i(x) = \begin{cases} \cos(i \cos^{-1} x), & |x| \leq 1, i \in N, \\ \cosh(i \cosh^{-1} x), & |x| > 1, i \in N. \end{cases}
\]

Chebyshev polynomials can be generated with the recursion \( c_{m+1}(x) = 2 x c_m(x) - c_{m-1}(x) \) \( (c_0(x) = 1 \) and \( c_1(x) = x) \), so, similarly to the original Chebyshev acceleration algorithm [11], [12], Sect. 10.1.5], we can equivalently compute \( E[y[i]] \) (with the polynomial (7)) in the recursive form:

\[
E[y[i+1]] = \omega_{i+1} (1 - \kappa I + \kappa \overline{W}) E[y[i]] + (1 - \omega_{i+1}) E[y[i-1]],
\]

where \( E[y[i]] = [(1 - \kappa) I + \kappa \overline{W}] x[0], y[0] = x[0], \kappa := 2/(2 - \alpha - \beta), \) and

\[
\omega_{i+1} = \frac{1}{1 - \frac{2 \mu^2}{4 \mu^2 - 1}} \geq 2, \omega_1 = 1, \omega_2 = \frac{2 \mu^2}{4 \mu^2 - 1}. \tag{10}
\]

Unfortunately, unless \( W[i] \) is a constant matrix, the recursion in (9) cannot be implemented in a multagent system because \( \overline{W} \) is
not available. Therefore, we replace expectations by sample values, and we obtain the following algorithm, which can be implemented in multiagent systems because the iteration in (1) (or, equivalently, (2)) can be readily implemented (using local computation of the resulting matrix-vector multiplications):

Algorithm 1. (Synchronous Semi-Iterative Consensus Algorithm)

\[ z[i + 1] = \omega_{i+1} [(1 - \kappa)I + \kappa W[i]] z[i] + (1 - \omega_{i+1}) z[i - 1], \]

where \( z[1] = [(1 - \kappa)I - \kappa W[0]]z[0] \) and \( z[0] = x[0] \).

The proposition below shows that some convergence properties of the original Chebyshev algorithm are retained, even though we replaced expectations by sample values.

Proposition 1. (Properties of the Synchronous Semi-Iterative Consensus Algorithm)

Assume the conditions in Assumption 1. Then, the algorithm in (11) satisfies the following:

a) The algorithm is average preserving, i.e., \((1/N)1^T z[i] = \mu \) for every \( i \in \mathbb{N} \).

b) In the mean sense, the convergence of \( z[i] \) is identical to that of \( y[i] \) in (5) with \( \gamma[1,n] \) chosen as the coefficients of the optimal polynomial in the sense of (7). In other words, \( E[z[i]] = E[y[i]] \).

Furthermore, if \( \alpha \) and \( \beta \) are such that \(-1 < \alpha < \beta < 1\), then

\[ \|E[z[i]] - x_{av}1\| \leq \frac{\|E[z[0]]\|}{c_1(\mu)}, \]

which shows that \( \lim_{i \to \infty} E[z[i]] = x_{av} \) because \( \lim_{i \to \infty} c_1(\mu) = \infty \).

Proof. In the following, for notational convenience, we define:

\[ M[i] := [(1 - \kappa)I - \kappa W[i]] \quad \text{and} \quad M \equiv [(1 - \kappa)I - \kappa W]. \]

a) By \( 1^T W[i] = 1^T \), we can check that

\[ 1^T M[i] = [(1 - \kappa)I - \kappa W[i]] 1^T, \]

and the result follows by induction. More precisely, note that \( 1^T z[0] = 1^T x[0] = N x_{av} \) and that \( 1^T z[1] = 1^T M[0] z[0] = N x_{av} \). Now, by assuming \( 1^T z[i] = N x_{av} \) and \( 1^T z[i - 1] = N x_{av} \), we obtain

\[ 1^T z[i + 1] = \omega_{i+1} 1^T M[i] z[i] + (1 - \omega_{i+1}) 1^T z[i - 1] = \omega_{i+1} N x_{av} + (1 - \omega_{i+1}) N x_{av} = N x_{av}, \]

which concludes the proof of (a).

b) The proof can be informally shown as follows. From the i.i.d. assumption of the matrices \( W[i] \), we have that \( z[i] \) is independent of \( W[i] \), and thus \( z[i] \) is also independent of \( M[i] \). Now, apply the expectation operator in both sides of (11) to obtain

\[ E[z[i + 1]] = \omega_{i+1} M E[z[i]] + (1 - \omega_{i+1}) E[z[i - 1]], \]

where \( E[z[1]] = M x[0] \) and \( E[z[0]] = x[0] \), and we conclude that \( E[z[i]] = E[y[i]] \) for every \( i \in \mathbb{N} \) (see (9)), and thus (13) is equivalent to (6) with \( y[i] \) replaced by \( z[i] \) and with \( p_i \) being the optimal polynomial in (7). Subtract \( x_{av}1 = (1/N)1^T x[0] \) from both sides of (6) and use the facts that \( |p_1^2(\lambda)| \leq 1/c_1(\mu) \) \((\alpha \leq \lambda \leq \beta)\) and that \( ||A||_2 \leq ||A||_2 ||b||_2 \) for any matrix \( A \) and vector \( b \) of compatible sizes [12] to obtain (12).

Intuitively, Proposition 1 shows that our algorithm (with properly selected parameters \( \alpha \) and \( \beta \)) is guaranteed to converge in the mean sense, and the convergence in the mean is typically faster than that of the original scheme in (2). Unfortunately, unless the matrix \( W[i] \) is a constant matrix, the results in Proposition 1 are not enough to guarantee stability. In particular, Proposition 1 does not guarantee mean-square convergence, but this problem is also present in existing acceleration techniques that consider time-varying network matrices \([8, 9]\). However, in Sect. 4 we show that our method is robust in many practical scenarios. In addition, note that Proposition 1(a) holds even if the algorithm diverges (which could be the case when the parameter \( \alpha \) is overestimated), so it can be useful to devise hybrid schemes with stronger convergence guarantees, but such methods are not investigated here.

3.3 The Asynchronous Consensus Algorithm

A potential limitation of Algorithm 1 is that agents should know the time instant \( i \) to compute \( \omega_i \). In some systems, such as those with agents communicating via network gossiping \([7]\), knowing precisely the time index may not be possible. This fact renders Algorithm 1 impractical, and, to address this limitation, we propose an asynchronous semi-iterative consensus algorithm that is based on the following observation:

FACT 1. \([11, 12, 517]\) (On the convergence of \( \omega_i \))

Let \( \omega_i \) be in (10) and \(-1 < \alpha < \beta < 1\). Then, for \( i > 1 \), \( \omega_i \) satisfies the following properties: i) \( 1 < \omega_i < 2 \), ii) \( \omega_i \) is strictly decreasing, and iii) \( \lim_{i \to \infty} \omega_i = \frac{2}{1 + \sqrt{1 - 1/\mu^2}} =: \omega_\infty \).

Since \( \omega_1 \) is convergent (and the asymptotic convergence is usually fast), we can try to approximate the output of Algorithm 1 by fixing \( \omega_i \) to \( \omega_\infty \), the limit in (14). The resulting algorithm is formally presented below.

Algorithm 2. (Asynchronous semi-iterative consensus algorithm)

\[ z[i + 1] = \omega_\infty [(1 - \kappa)I + \kappa W[i]] z[i] + (1 - \omega_\infty) z[i - 1], \]

where \( z[1] = [(1 - \kappa)I - \kappa W[0]]z[0] \) and \( z[0] = x[0] \).

It is not difficult to show that that Algorithm 2 is also average preserving and converges in the mean sense to \( x_{av} \).

3.4 Relation with Existing Methods

We now compare the proposed algorithms against the original consensus algorithm with and without state-of-the-art acceleration methods. We start by rewriting (11) in the equivalent form:

\[ z_k[i + 1] = \sum_{j \in N_k} \omega_{i+k} (1 - \kappa + \kappa W[i+j, i]) z_k[j] + (1 - \omega_{i+k}) z_k[i - 1], \]

where \( z_k[1] = \sum_{j \in N_k} (1 - \kappa + \kappa W[1, j]) z_k[j] \) and \( z_k[0] = x_k[0] \). (Note: Algorithm 2 is obtained by fixing \( \omega_i \) in (16).)

From the above, we see that we need to keep two scalars in the memory of each agent, instead of one as in the original consensus algorithm in (1). In addition, in terms of local computation complexity per agent, Algorithm 1 is slightly more complex than the original consensus algorithm because (16) requires fewer additional sums and multiplications per iteration as compared to (1). However, the slightly higher computational complexity and memory requirements of the proposed method can be ignored because, in a real-world implementation with wireless links, agents spend most energy and time with the information exchange rather
than computation [13]. If agents implement either (1) or (16), they communicate with exactly the same neighbors and exchange the same amount of information per iteration. However, to reach the desired solution $x_{av}$ within a prescribed precision, the iteration in (16) typically requires fewer iterations than the scheme in (1). As a result, the proposed methods can lead to great time and energy savings (because less information must be exchanged).

From the equivalence between $E[x[i]]$ and $E[y[i]]$ in (9) or (6), which is proved in Proposition 1(b), Algorithm 1 is applying a long polynomial filter that is optimal in a well defined sense and that uses all estimates $z[0], z[1], \ldots$ even though its implementation only requires $z[i]$ and $z[i - 1]$. This is in stark contrast with the implementation of the two algorithms in [9], both of which typically use short filters of fixed length and keep in the memory of each agent more than two samples of the sequence of estimates of $x_{av}$. One of the algorithms in [9] uses filters based on an intuitive approach that lacks an optimality criterion. The other approach in [9] uses filters optimal in a well defined sense, but it requires precise knowledge of the eigenvalues of $W$, which is an information not required by our approaches.

We can also relate our approaches with the two-register algorithms in [8,10]. Assume that $\alpha = -\beta$ with $\beta > 0$, in which case $\kappa = 1$. Therefore, (16) reduces to:

$$z_k[i + 1] = \sum_{j \in N_k} \omega_{i+1}[W[i]]kjz_j[i] + (1 - \omega_{i+1})z_k[i - 1],$$

$$k \in \mathcal{N}, \quad (17)$$

where $z_k[0]$ and $z_k[1]$ are as in (16). As a result, the approaches in [8, Eq. (9)] and [10, Eq. (28)] (this last by also fixing the matrix $W[i]$) are recovered if we fix $\omega_k$ to any number in the interval $(1, 2)$. Fixing $\omega_k$ was also the approach used to derive Algorithm 2, which is an algorithm that gives strong arguments to use $\omega_k = \omega_{\infty}$ and not arbitrary values within the range $(1, 2)$ (provided that the upper bound $\beta$ is available). Note that we can also argue that fixing $\omega_{\infty}$ to an arbitrary value within the range $(1, 2)$ is equivalent to making an arbitrary choice of $\beta$. More precisely, given $\omega_{\infty} \in (1, 2)$ and $\alpha = -\beta$ (which was used to derive (17)), we can use (14) to calculate the value of $\beta$ that results in such a choice of $\omega_{\infty}$. In the next section we show that the choice $\alpha = -\beta$ can be too pessimistic in many cases, and, as a result, the acceleration capabilities of the algorithm can be reduced.

A less strict reader could also argue that Algorithm 2 in its full generality is also equivalent to the algorithms in [8, Eq. (9)] and [10, Eq. (28)] with $W[i]$ replaced by $(1 - \kappa)I - \kappa W[i]$. In such a case, these existing algorithms are accelerating the consensus algorithm $x[i + 1] = (1 - \kappa)I - \kappa W[i]x[i]$ and not the iteration in (2). Algorithm 2 shows how to choose $\kappa$ (and $\omega_{\infty}$) when bounds on the eigenvalues are available.

4. EMPIRICAL EVALUATION

We now show the superiority of our proposed algorithms over existing methods, and we also evaluate the stability of the proposed algorithms in practical scenarios. In particular, as in [2], we place $N$ agents uniformly at random in a square of unit area, and then we connect agents within distance $d = \sqrt{\log(N)/N}$ from each other (unless otherwise stated), which is a distance that guarantees that the resulting graph $G = (\mathcal{N}, \mathcal{E})$ is connected with high probability [14]. We discard graphs not fully connected. In all simulations, each agent $k$ initially reports values $x_k[0] = 50\sqrt{2} \cdot ||X_k Y_k||^2 + n_k$, where $n_k$ is a sample of a Gaussian random variable with mean zero and unit variance, and $X_k$ and $Y_k$ are the Euclidean spatial coordinates of agent $k$ in the unit grid. (Note that agents start with values strongly correlated with their positions as is common in the multiagent systems described earlier [2].)

We consider cases where agents exchange information not only with reliable communication links, but also with unreliable communication links because practical algorithms should be robust against link failures (a common occurrence in wireless links owing to the presence of jammers, obstacles, etc.). Therefore, for each scenario, the following network matrices $W[i]$ are used:

- **(Reliable links.)** For simulations using reliable links, we set the network matrix to $W[i] = I - \epsilon L (i \in \mathbb{N})$, where $L$ is the Laplacian matrix of the graph $G$ and $\epsilon > 0$ is a properly selected scalar that guarantees that $W[i]$ satisfies the conditions in Assumption 1.

- **(Unreliable links.)** For this scenario, we use the model of unreliable links proposed in [5]. In more detail, we start with a connected graph $G = (\mathcal{N}, \mathcal{E})$ obtained as described above. At each time instant $i$, we copy all edges from $G$ to a new edge set $\tilde{G}[i]$, and then we remove with probability $p$ each edge $(k, j)$ $(k \neq j)$ from $\tilde{G}[i]$. The edge set $\tilde{G}[i]$ defines a new graph $G[i] = (\mathcal{N}, \tilde{G}[i])$, and we use $W[i] = I - \epsilon L[i]$, where $L[i]$ is the Laplacian matrix associated with $G[i] = (\mathcal{N}, \tilde{G}[i])$. The physical interpretation of this model is that communication links, each of which corresponds to an edge in $G$, can fail with probability $p$. As in the case with reliable links, we chose the value $\epsilon = 0.05$.

All acceleration methods in this section use the matrices $W[i]$ described above. For convenience, we use the acronymy SSCA for the synchronous semi-iterative consensus algorithm and ASCA for the asynchronous semi-iterative consensus algorithm. The proposed acceleration schemes are compared with Laplacian-based methods without acceleration [2,5] and with the following acceleration techniques:

- **The two-register eigenvalue shaping filter (ESF) in [10] (which is also the algorithm in [8] when the matrices $W[i]$ are designed for consensus via network gossiping).** We showed in the discussion after (17) that this algorithm is equivalent to Algorithm 2 with $\alpha = -\beta$ and $\omega_{\infty} \in (1, 2)$. Our results are useful to help with the choice of $\omega_{\infty}$, when an upper bound on the second largest eigenvalue of the network matrix is available.

- **The optimal short-length polynomial filtering in [9] (algorithm denominated “polynomial” in the figures).** This algorithm uses more information than that available to the proposed schemes and the ESF acceleration method.

As in [8,9], the performance metric of interest is the (absolute) squared error $||o[i] - x_{av}[1]||^2$, where $o[i] \in \mathbb{R}^N$ is the output of a given consensus algorithm at time $i$ (e.g., $o[i] = z[i]$ in the case of our proposed acceleration schemes or $o[i] = x[i]$ in the case of the original consensus algorithm in (2)). In simulations where the network matrix is deterministic, all algorithms are guaranteed

$$\text{2}$$

$\text{2}$The samples $n_k$ are different in different runs of the simulation

$\text{3}$The matrices $W[i]$ are fixed and deterministic in this scenario, so we can simply ignore the expectation operator in Assumption 1.
to converge if the eigenvalues of the network matrix (except for the eigenvalue 1) fall into the interval $[\alpha, \beta]$. Therefore, we plot the average squared error performance of the algorithms in such scenarios. However, unless otherwise stated, we show the (sample) 99th-percentile squared error performance when bounds on the eigenvalues are not exactly known. By plotting percentile curves, we identify algorithms that consistently provide good performance, and we also give less emphasis to rare situations where acceleration algorithms may not converge (see also the discussion after Proposition 1). Sample average and percentile curves are calculated from the results of 1,000 simulations, each of which use different initial conditions.

4.1 Networks with Reliable Links

Having described the basic setup of the simulations, we now study the performance of the algorithms in specific settings. We begin with an ideal scenario where the topology is fixed, links are reliable, and the minimum and second largest eigenvalues of the network matrix are precisely known. This scenario is useful to show the maximum acceleration gain that can be achieved with the algorithms because the minimum and second largest eigenvalue are simple to compute. The network under consideration is depicted in Fig. 1. For simplicity, denote $W := W[i]$ (because in this scenario the network matrices are fixed and deterministic), $\lambda_{\text{max}} := \max_{j \in \{2, \cdots, N\}} \lambda_j(W)$ ($\lambda_{\text{max}} > 0$ in all our simulations), and $\lambda_{\text{min}} = \min_{j \in \{2, \cdots, N\}} \lambda_j(W)$. We use the following parameters for the proposed acceleration schemes: SSCA ($\alpha = \lambda_{\text{min}}, \beta = \lambda_{\text{max}}$) and ASCA ($\alpha = \lambda_{\text{min}}, \beta = \lambda_{\text{max}}$). The parameter $c$ in [10, Eq. (28)] is set to $c = 1 - \omega_\infty$, where $\omega_\infty$ is computed according to (14) with $\beta = -\alpha = \lambda_{\text{max}}$ (see the discussion after (17) for the justification of this choice). Note that the ESF algorithm is basically the ASCA algorithm with $\beta = -\alpha$. We use filters of length eight for the method in [9] (this value is also used in [9]). Fig. 2 shows the performance of the algorithms.

As thoroughly discussed in [2], Laplacian-based algorithms have poor performance if the initial values reported by agents have a strong correlation with their positions, and this fact is indeed observed in Fig. 2. However, dramatic performance gains can be obtained by combining Laplacian-based methods with acceleration techniques. In particular, the SSCA and ASCA algorithms are able to provide in every agent values extremely close to $x_{av}$ in very few iterations (as compared to the network size). The performance of the asynchronous algorithm ASCA closely follows that of its synchronous counterpart, the SSCA algorithm, which is optimal in a well defined sense. This result is not surprising because the asymptotic convergence of $\omega_t$ is fast. The performance advantage of the ASCA and SSCA algorithms over the ESF algorithm is explained by the fact that the former two algorithms use information about the lower bound on the eigenvalues of the network matrix. In contrast, the ESF algorithm, a particular case of the proposed method (see the discussion in Sect. 3.4), uses only information about the second largest eigenvalue (in magnitude), and the minimum eigenvalue is largely underestimated with the conservative lower bound $\alpha = -\beta$, which adversely affects the performance. The polynomial filtering scheme in [9], which requires precise knowledge of $W$ has performance comparable to the ESF algorithm. However, note that the scheme in [9] has more information about the network matrix $W$ and has higher computation complexity than all other acceleration schemes. Its performance is inferior to that of the SSCA and ASCA algorithms because the proposed acceleration schemes are based on filters with increasing length.

We now study the stability of our proposed schemes when upper and lower bounds of the eigenvalues of the network matrix are imprecisely estimated. For visual clarity, we use the network in Fig. 1 in all runs of the simulation, and we plot only results obtained with the original Laplacian-based algorithm (for reference) and the following versions of the SSCA algorithm: $^4$ SSCA-under $(\beta = 0.9\lambda_{\text{max}}, \alpha = \lambda_{\text{min}})$ and SSCA-over $(\beta = \lambda_{\text{max}}, \alpha = \lambda_{\text{min}} + 0.05)$. Note that SSCA-under underestimates the upper bound, whereas SSCA-over overestimates the lower bound. Fig. 3 shows the performance of the algorithms.

From Fig. 3 it is clear that, for the proposed algorithms, underestimating the upper bound is not so problematic as overestimating the lower bound. In contrast, neither convergence nor boundedness of $x[i]$ is guaranteed if $\alpha$ is overestimated because $|p'_i(x)|$ grows fast outside $[\alpha, 1]$. This last fact explains the divergence of the SSCA-over algorithm.

In the simulations above, we have assumed exact knowledge of $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$, which is rarely the case in practice. Therefore, $^4$We omit the performance curves of the asynchronous algorithms because they are similar to those of the corresponding synchronous algorithms.

![Figure 1: Network with 50 agents distributed uniformly at random in a square with unit area. Agents are represented by circles, and lines indicate communication links.](image1.png)

![Figure 2: Transient performance of the algorithms. Every run of the simulation uses the topology in Fig 1.](image2.png)
to evaluate the algorithm in more practical settings, we consider a scenario where the topology changes at every run of the simulation. In such a case, \( \alpha \) and \( \beta \) should be set to appropriate values based on likely bounds on the eigenvalues. Given that the proposed algorithms are robust against underestimated upper bounds, we can set \( \beta \) to a value expected to be greater than \( |\lambda_2(W[i])| \) with fairly high probability. However, we should take a conservative approach to choosing \( \alpha \) because, as discussed above, overestimated values can render the proposed algorithms unstable. By simulating 100,000 different networks with the geometric approach described above, \( |\lambda_2(W[i])| \leq 0.994 \) occurred in less than 1.32% of the simulations, so we choose \( \beta = 0.994 \) for both the SSCA and ASCA algorithms because we do not need to be overly conservative on the choice of \( \beta \). As for the parameter \( \alpha \), we use \( \alpha = -0.5 \) because eigenvalues less than \(-0.5\) have not been observed in our simulations. Therefore, we can expect that the proposed algorithms using \( \alpha = -0.5 \) converge with high probability. Fig. 4 shows the 99th-percentile squared error performance of the algorithms obtained by randomizing the network (and also the initial values reported by the agents) at each run of the simulation. In this figure, we once again set the parameter \( c \) in [10, Eq. (28)] to \( c = 1 - \omega_{\infty} \), where \( \omega_{\infty} \) was computed by using \( 0.994 = \beta = -\alpha \). We do not show the results of the polynomial filtering algorithm in [9] because, as in Fig. 2, its performance is worse than that obtained with other acceleration methods. In addition, it requires precise information about the network matrix in every run of the simulation, a very strong assumption in many multiagent systems.

With the settings in Fig. 4, the performance of Laplacian-based consensus methods is also poor, and all acceleration methods can greatly improve the convergence. The ASCA and SSCA algorithms were stable in all runs of our simulations, which is not surprising given the conservative choice of \( \alpha \). The ESF algorithm is basically the ASCA algorithm with an unduly underestimated parameter \( \alpha \), and this fact explains the worse performance of the ESF algorithm as compared to the SSCA and ASCA algorithms.

### 4.2 Networks with Unreliable Links

To study the stability of the acceleration algorithms with time-varying matrices \( W[i] \), we consider in Fig. 5 a scenario similar to that in Fig. 2, but with the difference that the communication links fail with probability \( p = 0.2 \) at each iteration (see the discussion in the beginning of this section). The parameters of all algorithms are the same as those in Fig. 2. We do not use exact bounds on the eigenvalues of \( W \) to choose \( \alpha \) and \( \beta \) because we want to illustrate a situation where the topology is supposed to be fixed and known, but the communication links are subject to failures that cannot be predicted (a common scenario in wireless networks). We omit once again the performance of the polynomial filtering approach in [9] because it did not converge in most runs of our simulations.

We can see in Fig. 5 that, with failing links, the proposed acceleration schemes (the ESF being a particular case) is acceptable because all agents are close to reach consensus on \( x_{av} \) in few iterations. In addition, the proposed algorithms converged in all runs of the simulation, which shows the good stability properties of our algorithms, even though Proposition 1 has only proved convergence in the mean sense. The relative performance of the algorithms is similar to that obtained in previous simulations, and the reason is the same as before.

In the last simulation, we study the impact of the network size on the convergence properties of the algorithms. In more detail, in Fig. 6 we show the (sample) median number of iterations that each
algorithm requires to reach the precision \( \| x^n - x[0] \| / \| x[0] \| \leq 0.001 \). In this figure, the network topology is randomized in every run of the simulation, and we decrease the connection range between agents to \( d = 0.7\sqrt{\log(N)/N} \) to stress further the limitations of Laplacian-based methods and the gains obtained with acceleration algorithms. In addition, links fail with probability \( p = 0.2 \) at each iteration of the algorithms. If links are reliable, by keeping other conditions the same, the value 0.999 is a good estimate of the second largest eigenvalue of networks with sizes ranging from 10 to 50, so we use \( \beta = 0.999 \). More precisely, for networks of size 50, the second largest eigenvalue of the network matrix is greater than \( \beta = 0.999 \) with (empirical) probability less than 2% (with smaller networks, the probability is lower). For the minimum eigenvalue, eigenvalues less than \(-0.1\) have not been observed in the simulations, so we use \( \alpha = -0.1 \). The parameters \( \alpha \) and \( \beta \) have thus been adjusted to accommodate eigenvalues of (reliable) networks of different sizes and topologies. Note that the simulations in Fig. 6 use networks with unreliable links, and we did not try to estimate the eigenvalues of \( \mathcal{W} \) because the probability of failures cannot be usually predicted in real-world applications. The parameter \( c \) in [10, Eq. (28)] was once again set to \( c = 1 - \omega_{\infty} \), where \( \omega_{\infty} \) is given by (14) with \( \beta = -\alpha \).

As proved in [2] and also observed in Fig. 6, Laplacian-based methods scale badly with the network size. However, all acceleration techniques are relatively insensitive to the network size, so they can be good alternatives to Laplacian-based methods in spatial computers. The compared acceleration schemes have similar performance because the precision, although fairly high, can be achieved in few iterations by all acceleration schemes (in previous simulations we can see that differences are usually more pronounced when we show 99th-percentile curves). Therefore, choosing parameters based on expected bounds on the eigenvalues of the network matrix (as proposed in this study) makes simple consensus algorithms practical in applications where approximate averages have to be computed with few iterations.

5. CONCLUSIONS

Laplacian-based methods for consensus have been identified as too slow to be practical in many multiagent applications, especially those involving large-scale systems [2]. However, in this study we have demonstrated that such methods can still be useful in large systems if they are combined with acceleration techniques. In particular, the convergence speed of our two novel algorithms is fast and decreases gracefully with the network size in scenarios where the sole use of Laplacian-based methods are known to be impractical. Our first algorithm requires agents with synchronized clocks, and it is optimal in a well defined sense. The second algorithm is an asynchronous method that is able to provide performance very close to that of the optimal synchronous algorithm. Unlike existing acceleration methods, we have only assumed that rough bounds on the extremal eigenvalues of the network matrix are available (those bounds can be readily obtained by considering typical application scenarios).
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decision making setting, in Section 4. Using this characterization, we provide a sufficient condition for the existence of a strictly proper scoring rule and a sufficient condition for when no such rule exists in Section 5. For situations where strictly proper scoring rules are not possible, we provide a derivation of “quasi-strictly proper” scoring rules in Section 6. We discuss issues that arise when eliciting information from multiple experts and some potential solutions in Section 7. We conclude in Section 8.

2. BACKGROUND AND RELATED WORK

Proper scoring rules have been designed to incentivize a risk-neutral expert to truthfully report her probability assessment for an uncertain event [2, 7, 21, 22, 18, 23, 14, 13, 20, 15]. Let $v$ be a discrete random variable that has $m$ mutually exclusive and exhaustive outcomes, $O = \{o_1, \ldots, o_m\}$. A scoring rule assigns score $s_o(p)$ to an expert who reports a probability assessment $p$ when outcome $o$ happens. A scoring rule is regular if $s_o(p)$ is real valued for all $o$, except possibly $s_o(p) = -\infty$ if $p_o = 0$. A regular scoring rule is (strictly) proper if a risk-neutral expert (strictly) maximizes her expected score by reporting truthfully. That is, $p$ is an optimal solution to $\max_{p \in \Delta(O)} \sum_{o=1}^{m} p_o s_o(p)$ for any proper scoring rule $s$, and is the unique optimal solution if $s$ is strictly proper. $\Delta(O)$ is the probability simplex over $O$.

For example, logarithmic scoring rule $s_o(p) = a_o + \log p_o$ and quadratic scoring rule $s_o(p) = a_o + b(2p_o - \sum_i p_i^2)$, where $b > 0$ and $a_o$ are arbitrary parameters, are strictly proper scoring rules.

Proper scoring rules are closely related to convex functions. In fact, the following characterization theorem of Gneiting and Raftery [6], which is credited to McCarthy [12] and Savage [18], gives the precise relationship between convex functions and proper scoring rules. In the theorem, $\cdot$ denotes the vector inner product.

**Theorem 2.1 (Gneiting and Raftery Theorem 2).** A regular scoring rule is (strictly) proper if and only if

$$s_o(p) = G(p) - G'(p) \cdot p' + G'_o(p),$$

where $G : \Delta(O) \rightarrow \mathbb{R}$ is a (strictly) convex function and $G'(p)$ is a subgradient of $G$ at the point $p$ and $G'_o(p)$ is the $o$-th element of $G'(p)$.

Theorem 2.1 indicates that a regular scoring rule is (strictly) proper if and only if its expected score function $G(p) = \sum_o p_o s_o(p)$ is (strictly) convex on $\Delta(O)$, and the vector with elements $s_o(p)$ is a subgradient of $G$ at the point $p$.

Hanson [9, 10] shows how a proper scoring rule designed to elicit information from a single expert can be turned into a mechanism for prediction markets, which aggregate the information of multiple experts. Such a mechanism is called a market scoring rule, and is essentially a shared proper scoring rule. Hanson [8] also promotes the idea of decision markets. A decision market is a prediction market for conditional events. A decision maker who needs to choose among several actions can operate a conditional prediction market for each action. The conditional market elicits information on outcomes of some event of interest conditioned on the corresponding action being taken (e.g. probability that stock price of a company increases conditioned on A hired as the CEO). The decision maker can decide on what action to take based on the elicited conditional probability distributions. Our work focuses on the incentive problem of eliciting conditional information from a single expert using a scoring rule, but we also discuss the implications for using a market scoring rule for decision making. Furthermore, while Hanson proposes the idea of a decision market, he does not provide any analysis or techniques showing how one could be implemented to correctly encourage participants to reveal their information. As we discuss in Section 7, this is a difficult problem.

The closest work to ours is that of Othman and Sandholm [16]. They pair a scoring rule for eliciting conditional probability distributions over two outcomes with a deterministic decision rule. This differs from the standard information elicitation problem using proper scoring rules, because only one action will be taken and used to determine the score of an expert, but the selected action depends on the reported conditional probability distributions. Othman and Sandholm show that for deterministic decision rules, to have a “quasi-strictly proper” scoring rule it is necessary that the decision rule only change its decision when probabilities are equal. A natural version of this is the MAX rule: decide on the action with the highest reported probability for the more desirable outcome. They construct a quasi-strictly proper scoring rule for MAX and then extend their results to decision markets. However, they show that it is impossible to achieve properness in decision markets using the MAX decision rule. As an open problem, they pose the question of how proper scoring rules can be derived for randomized decision rules. Our main theorem answers this question with a characterization of all (strictly) proper scoring rules for all decision rules. Thus, we extend their results to deterministic rules other than MAX, randomized decision rules, and situations with more than two outcomes.

Three other papers have considered the problem of information elicitation in other settings that are not independent of the predictions of experts. Shi, Conitzer, and Guo [19] examine settings where participants in a prediction market may also have an ability to influence the outcome. For example, participants in a market to predict terrorist attacks may be able to carry out acts of terrorism and employees of a company participating in a prediction market about when a new product will launch may have the ability to delay the launch. They show how to derive scoring rules that do not incentivize the participants to take these “undesirable” actions. However, unlike our work, the information elicited is not explicitly used for decision making. Dimitrov and Sami [4] examine incentive problems when there are two prediction markets for different but related events. This might cause a trader to report sub-optimally in one market to mislead a trader in another market. The first trader can also participate in the second market and profit from correcting the second trader. This is a situation where the payoff from the first market does not depend on the decision the second trader makes; instead, the first trader profits directly from the decision. Our work considers the opposite case: experts do not care what decision is made, except that the outcome (and thus their payoffs) depends on it. Gerding et al. [5] consider a model where experts need to be incentivized to make costly observations of the quality of service providers. They consider a number of approaches, including scoring rules, and all face tradeoffs between encouraging experts to invest effort and getting accurate reports. One of their approaches, basing scores on peer predictions, could potentially be helpful with resolving the issues with decision
markets discussed in Section 7.

3. OUR MODEL

Before we introduce our model, we note some notational conventions we use throughout the paper. We typically denote a matrix with a capital letter and an entry of a matrix $P$ as $P_{i,o}$. We denote a vector as $\bar{y}$, except that when considering a row of a matrix as a vector we denote it $P_i$. We use the Frobenius inner product, $P : Q = \sum_{i,o} P_{i,o} Q_{i,o}$, for matrices.

Our model is essentially that of Othman and Sandholm [16], but adapted to allow randomized decision rules and more than two outcomes.

A decision maker needs to choose an action from a set $A = \{1, \ldots, n\}$. Each action may affect the probability of achieving each possible outcome from a set $O = \{o_1, \ldots, o_m\}$. Othman and Sandholm [16] considered the case of two outcomes, in which case we use $\top$ to denote the more desirable outcome and $\bot$ to denote the less.

The decision maker asks an expert to report a set of conditional probability distributions, denoted by a $n \times m$ matrix $P$, where $P_{i,o}$ is the probability of outcome $o$ conditional on the decision maker taking action $i$. We use $P_i$ to denote the $i$-th row of $P$, that is, the probability distribution over $O$ conditional on action $i$ being taken. $P_i \in \Delta(O)$ for all actions $i$, where $\Delta(O)$ is the probability simplex over $O$. We use $P$ to denote the space of $P$. In general, not every decision need potentially lead to each outcome. For example, we could model a decision maker that cares about which decision is made by having a disjoint set outcomes for each decision.

Based on the expert’s report, the decision maker makes a decision using a deterministic decision rule $D : \mathcal{P} \rightarrow \Delta(A)$. $D_i(P)$ is the probability the decision maker assign to action $i$ given report $P$. In the special case of a deterministic decision rule, $D : \mathcal{P} \rightarrow A$. The decision rule $D$ is known by the expert.

To encourage the expert to make an accurate prediction, the decision maker awards her using a scoring rule $S : A \times \mathcal{O} \times \mathcal{P} \rightarrow \mathbb{R} \cup \{-\infty\}$. For notational convenience, we use $S_{i,o}(P)$ to represent $S(i,a,P)$, the score for the report $P$ when action $i$ is taken and outcome $o$ happens. Note that we allow the expert’s reward to depend on the decision made, a feature not necessary for the deterministic decision rules considered in Othman and Sandholm’s model. We assume the expert is risk neutral and only cares about her reward according to the scoring rule. Specifically, she does not care what decision is made, other than to the extent that it affects her expected score.

We now define regular, proper, strictly proper, and quasi-strictly proper scoring rules for a decision rule.

**Definition 3.1.** A scoring rule $S$ is regular for decision rule $D$ if $S_{i,o}(P) \in \mathbb{R}$ unless $P_{i,o} = 0$.

The definition is analogous to that of regular scoring rules in Section 2. An expert may get a score of $-\infty$ only if an event occurred to which she assigned probability 0. We consider only regular scoring rules for a decision rule in this paper because if this condition is not met an expert can get $-\infty$ in expectation, making the scoring rule unappealing.

Let $V(P,Q)$ denote the expected score of an expert who believes that the true conditional probabilities are $P$ but reports the probabilities $Q$, i.e. $V(P,Q) = \sum_{i,o} D_i(Q) P_{i,o} S_{i,o}(Q)$.

We define (strictly) proper scoring rules for a decision rule as follows, which is a direct generalization of (strictly) proper scoring rules in Section 2.

**Definition 3.2.** A regular scoring rule $S$ is proper for a decision rule $D$ if $V(P,P) \geq V(P,Q)$ for all $P$ and all $Q \neq P$. It is strictly proper for the decision rule if the inequality is strict.

Othman and Sandholm showed that no deterministic decision rule has a strictly proper scoring rule, but showed one that satisfies a slightly weaker condition. Intuitively, the decision maker does not care if the expert is not strictly incentivized to tell the truth about the probabilities for actions he does not take as long as he learns the true conditional probabilities for the action he takes. We formally define the notion for randomized decision rules below.

**Definition 3.3.** A regular scoring rule $S$ is quasi-strictly proper for a decision rule $D$ if it is proper (i.e. $V(P,P) \geq V(P,Q)$ for all $P$ and all $Q \neq P$), and $V(P,P) > V(P,Q)$ for all $P$ and $Q$ such that $P_k \neq Q_k$ for some $k \in \sigma_Q$, where $\sigma_Q = \{i | D_i(Q) > 0\}$ is the support of $D(Q)$.

A quasi-strictly proper scoring rule for a decision rule ensures that an expert is strictly incentivized to truthfully report her conditional probability distributions for actions that will be taken with positive probabilities by the decision maker, although she may lie about her conditional probability distributions for actions that won’t be taken without changing her expected score.

4. CHARACTERIZING PROPER SCORING RULES FOR DECISION RULES

In this section, we state and prove our main theorem, a characterization of all regular (strictly) proper scoring rules for arbitrary (randomized) decision rules. We show that any scoring rule of a particular form is (strictly) proper for the corresponding decision rule and that every regular (strictly) proper scoring rule for a decision rule is of this form. This form, similar to the one used by Gneiting and Raferty in Theorem 2.1, relies on the (strict) convexity of a function $G$, which can be thought of as the expected truthful score function $V(P,P) = \sum_{i,o} D_i(Q) P_{i,o} S_{i,o}(P)$. Our theorem can be interpreted as saying that a scoring rule is (strictly) proper for $D$ if and only if $G(P) = V(P,P)$ is (strictly) convex and satisfies some additional conditions. $G$ need not be differentiable in general (for example with a deterministic decision rule), so rather than using the gradient of $G$, the theorem uses the notion of a subgradient. At a point where $G$ is differentiable, the gradient is the unique subgradient.

1Othman and Sandholm give a different definition of quasi-strict properness, which does not account for the possibility that a decision rule may be effectively “tied.” For example the scoring rule they give for the MAX decision rule violates their definition when $P_{1,\top} = 0.5, P_{2,\top} = 0.5, Q_{1,\top} = 0.4$, and $Q_{2,\top} = 0.5$, but satisfies our definition.
The resulting theorem is quite powerful. For an arbitrary decision rule and scoring rule it provides a simple test to determine whether the scoring rule is proper for the decision rule. For an arbitrary decision rule, it gives a method of constructing proper scoring rules. Additionally, generalizations of many of Othman and Sandholm’s results [16] characterizing properties of proper scoring rules for deterministic decision rules to situations where the decision rule does not have full support (for example that there are no strictly proper scoring rules and that all proper scoring rules satisfy an independence of irrelevant alternatives condition), are simple corollaries of our theorem.

**Theorem 4.1.** A regular scoring rule is (strictly) proper for a decision rule \( D \) if and only if

\[
S_{i,o}(P) = \begin{cases} G(P) - G'(P) : P + \frac{G'_{i,o}(P)}{D_i(P)} & D_i(P) > 0 \\ \Pi_{i,o}(P) & D_i(P) = 0 \end{cases}
\]

where \( G : \mathcal{P} \to \mathbb{R} \cup \{-\infty\} \) is a (strictly) convex function, \( G'(P) \) is a subgradient of \( G \) at the point \( P \) with \( G'_{i,o}(P) = 0 \) when \( D_i(P) = 0 \), and \( \Pi_{i,o} : \mathcal{P} \to \mathbb{R} \cup \{-\infty\} \) is an arbitrary function that can take the value of \(-\infty\) only when \( P_{i,o} = 0 \).

**Proof.** Consider a regular scoring rule \( S \) satisfying (1). We first show that it must be (strictly) proper. Let \( s_P = \{ \pi \mid D_i(P) > 0 \} \). We have,

\[
V(P, Q) = \sum_{i,o} D_i(P) P_{i,o} S_{i,o}(P) = \sum_{i,o} D_i(P) P_{i,o} \left( G(P) - G'(P) : P + \frac{G'_{i,o}(P)}{D_i(P)} \right) = G(P) - G'(P) : P + \sum_{i \not\in P} G'_{i,o} P_{i,o} = G(P) - G'(P) : P + G'(P) : P = G(P).
\]

The fourth equality relies on the condition that \( G'(i,o,P) = 0 \) when \( D_i(P) = 0 \). Because \( G \) is convex and \( G' \) is a subgradient, for \( Q \not= P \)

\[
V(P, Q) = \sum_{i,o} D_i(Q) P_{i,o} S_{i,o}(Q) = \sum_{i \not\in P} D_i(Q) P_{i,o} \left( G(Q) - G'(Q) : Q + \frac{G'_{i,o}(Q)}{D_i(Q)} \right) = G(Q) + (P - Q) : G'(Q) \leq G(P) = V(P, P).
\]

This gives us that \( S \) is a proper scoring rule for \( D \). The inequality is strict if \( G \) is strictly convex, in which case \( S \) is strictly proper for \( D \).

Now consider a regular proper scoring rule \( S \) for \( D \). We will show that it must be of the form of (1). Define \( G(P) = V(P, P) = \sup_Q V(P, Q) \) and \( G'_{i,o}(P) = D_i(P) S_{i,o}(P) \). Each \( V(P, Q) \) is a convex function of \( P \). \( G \) is a point-wise supremum of a set of convex functions and hence is convex itself. If \( D_i(P) = 0 \), \( G'_{i,o}(P) = 0 \) by definition. For \( Q \not= P \), we have

\[
G(P) + (Q - P) : G'(P) = \sum_{i,o} D_i(P) P_{i,o} S_{i,o}(P) + \sum_{i,o} (Q_{i,o} - P_{i,o}) D_i(P) S_{i,o}(P) = \sum_{i,o} D_i(P) Q_{i,o} S_{i,o}(P) = V(Q, P) \leq V(Q, Q) = G(Q).
\]

The inequality is due to the properness of \( S \). It is strict if \( S \) is strictly proper. Thus, \( G' \) is a subgradient of the convex function \( G \), and \( G \) is strictly convex if \( S \) is strictly proper. Finally, for any \( P \) and \( j \) such that \( D_j(P) > 0 \),

\[
G(P) - G'(P) : P + \frac{G'_{j,o}(P)}{D_j(P)} = \sum_{i,o} D_i(P) P_{i,o} S_{i,o}(P) - \sum_{i,o} D_i(P) S_{i,o}(P) P_{i,o} + \frac{G'_{j,o}(P)}{D_j(P)} = \frac{G'_{j,o}(P)}{D_j(P)} D_j(P) = S_{j,o}(P).
\]

So, \( S \) is of the proper form. \( \Box \)

In Theorem 4.1, \( \Pi_{i,o} \) allows arbitrary scores to be assigned when \( D_i(P) = 0 \), subject to the constraint that the scoring rule is regular. As the decision rule never takes action \( i \), the score that would be assigned if it did is essentially arbitrary and does not affect the expected score of the expert. The theorem has another condition with no parallel in Theorem 2.1 by Gneiting and Raftery: the requirement that \( G'_{i,o}(P) = 0 \) if \( D_i(P) = 0 \). This can be read as requiring the expert’s expected score to be independent of her reports about the probabilities for actions that will not be taken. For proper scoring rules for a decision rule \( D \), this condition is satisfied by the trivial convex function \( G(P) = 0 \), which pays the expert nothing no matter what she reports, so she is weakly indifferent to truthful reporting. However, this condition may not be satisfied by any strictly convex function, resulting in a non-existence of strictly proper scoring rules for \( D \), an issue to which we return in Section 5.

We conclude this section with a number of examples of proper scoring rules that can be derived using Theorem 4.1.

- For the two-outcome case, taking \( G(P) = \max_i P^2_i, \tau \) for the MAX decision rule gives the proper scoring rule derived by Othman and Sandholm [16].

- More generally, with more than two outcomes the decision maker may have some utility \( u(o) \) for each outcome and want to use the deterministic decision rule that selects the action \( i \) that maximizes expected utility \( U_i(P) = \sum_o u(o) P_{i,o} \). In this case, he can use \( G(P) = \max_i U_i(P) \), which gives the proper scoring rule \( S_{i,o} = 2U_i(P)u(o) - U_i(P)^2 \). Note that this rule is not strictly proper, but we will see in Section 6 that it is quasi-strictly proper.

- For the two outcome case with randomized decision rule \( D_i(P) = P_i, \tau / \sum_j P_j, \tau \), taking \( G(P) = \sum_i P_i^2, \tau \) gives us the strictly proper scoring rule \( S_{i, \tau} = \sum_j 2P_j, \tau - P_j, \tau \) and \( S_{i, \perp} = -\sum_j P_j^2, \tau \), which is reminiscent of the quadratic scoring rule.

### 5. STRICT PROPERSHNESS

In addition to characterizing all proper scoring rules for a particular decision rule, Theorem 4.1 characterizes the strictly proper scoring rules as well. However, as Othman and Sandholm [16] observed for the case of deterministic rules, some decision rules may not have any strictly proper scoring rules. More generally, we would like to know whether, given a decision rule \( D \), there exists a strictly convex \( G \) satisfying the requirements of Theorem 4.1, and thus a strictly
proper scoring rule. In this section, we give sufficient conditions for both the existence and non-existence of strictly proper scoring rules.

For a strictly proper scoring rule to exist, we need to find a strictly convex function $G$ that satisfies the condition from Theorem 4.1 that $G'_i,\alpha(P) = 0$ whenever $D_i(P) = 0$. When $D(P)$ always has full support (i.e. $D_i(P)$ is never 0) this is trivially satisfied by any strictly convex function. This gives us a sufficient condition for a decision rule to have a strictly proper scoring rule.

**Corollary 5.1.** If a decision rule $D$ always has full support ($D_i(P) > 0$ for all $i$ and $P$) then it has a strictly proper scoring rule.

**Proof.** Any strictly convex function $G$, for example $G(P) = \sum_{i,\alpha} P_{i,\alpha}^2$, satisfies the requirements of Theorem 4.1 and thus yields a strictly proper scoring rule.

On the other hand, Othman and Sandholm show that no deterministic decision rule has a strictly proper scoring rule. The following corollary establishes a larger class of decision rules for which this is the case, namely those for which the probability distribution over actions chosen by the decision rule does not have full support and there is a case where the probabilities outside the support can be changed without changing the probability distribution over actions.

**Corollary 5.2.** If there exist $P \neq Q$ such that
1. $D(P) = D(Q)$,
2. $\sigma_P \subset A$, and
3. $P_{i,\alpha} = Q_{i,\alpha}$ for all $i \in \sigma_P$ and all $\alpha$,
then $D$ does not have a strictly proper scoring rule.

**Proof.** Consider such a $P$ and $Q$ and a proper scoring rule $S$. By Theorem 4.1, $G'_i,\alpha(P) = G'_i,\alpha(Q) = 0$ for all $i \notin \sigma_P$, so $G(P) = G(Q)$ and

$$V(P,Q) = \sum_{i,\alpha} P_{i,\alpha} D_i(Q) S_{i,\alpha}(Q)$$

$$= \sum_{i \notin \sigma_P,\alpha} P_{i,\alpha} D_i(Q)(G(Q) + G'(Q) : Q + G'_i,\alpha(Q))$$

$$= \sum_{i \notin \sigma_P,\alpha} P_{i,\alpha} D_i(Q)(G(P) + G'(P) : P + G'_i,\alpha(P))$$

$$= V(P,P).$$

Thus $S$ is not strictly proper.

While Corollary 5.2 shows that a subset of decision rules that do not have full support do not have a strictly proper scoring rule, the following open problem remains.

**Open Problem 1.** Characterize when decision rules that do not have full support and also do not satisfy the additional conditions of Corollary 5.2 have a strictly proper scoring rule.

6. **QUASI-STRICT PROPERNESS**

We saw in Section 5 that, while we can always construct a proper scoring rule, many decision rules do not have any strictly proper scoring rules. The mere existence of a proper scoring rule is unsatisfying; the scoring rule that gives the expert a score of 0 no matter what the decision and outcome is proper for every decision rule but gives the expert no particular incentive to reveal her beliefs. Strictly proper scoring rules fix this problem by ensuring that truthful reporting is uniquely optimal. While not quite as satisfying, a quasi-strictly proper scoring rule provides the weaker promise that, no matter what optimal report the expert makes, she reported her true beliefs over the outcome space for the actions the decision maker might take. In this section, we give a derivation of quasi-strictly proper scoring rules for a class of decision rules. To build intuition about how quasi-strictly proper scoring rules can be derived, we first examine a set of sufficient conditions for a scoring rule to be quasi-strictly proper for the MAX decision rule.

**Lemma 6.1** (Othman and Sandholm [16]). Let $f$ and $g$ be functions such that
1. $f$ and $g$ are twice differentiable on $(0,1)$,
2. $h(p) = pf(p) + (1 - p)g(p)$ is strictly increasing on $[0,1]$,
3. $pf'(p) + (1 - p)g'(p) = 0$ for all $p \in [0,1]$, and
4. $pf''(p) + (1 - p)g''(p) < 0$ for all $p \in [0,1]$.\(^2\)

Then $S_{\tau}(P) = f(P,\tau)$ and $S_{\perp}(P) = g(P,\tau)$ is quasi-strictly proper for the MAX decision rule.

A subset of these conditions also suffices to prove that a function $h$ used in the construction is strictly convex.

**Lemma 6.2.** Let $f$ and $g$ be functions such that
1. $f$ and $g$ are twice differentiable on $(0,1)$,
2. $pf'(p) + (1 - p)g'(p) = 0$ for all $p \in [0,1]$,
3. $pf''(p) + (1 - p)g''(p) < 0$ for all $p \in [0,1]$.

Then $h(p) = pf(p) + (1 - p)g(p)$ is strictly convex on $[0,1]$.

**Proof.** $h'(p) = f(p) - g(p) + pf'(p) + (1 - p)g'(p)$ and $h''(p) = 2f'(p) - g'(p) + f''(p) - g''(p)$. Because $pf'(p) + (1 - p)g'(p) = 0$, we have $h'(p) = f(p) - g(p)$ and $h''(p) = f'(p) - g'(p)$. Combining our two equations for $h''$ gives $f'(p) - g'(p) + f''(p) + (1 - p)g''(p) = 0$, or $f'(p) > g'(p)$. Thus $h''(p) > 0$ and $h$ is strictly convex.

This is not a coincidence; we now show how such strictly convex functions can be used to construct quasi-strictly proper scoring rules for a large class of decision rules. In the simple case of deterministic decision rules, the members of this class share the feature that the desirability of each action can be computed as a strictly convex function of the conditional probabilities reported for that action and the decision rule simply takes the maximum of these desirabilities. For example, the MAX decision rule for two outcomes can be expressed as $D(P) \in \arg\max P_{\tau,\top}$, where $h(P) = P_{\tau,\top}$ is a strictly convex function of $P$. More generally the decision rule may randomize over several actions and may a priori exclude some actions or combinations of actions from consideration. Thus, our construction proceeds by selecting a subset of the power set of actions, associating a strictly convex function with each, and showing that every corresponding decision rule has a quasi-strictly proper scoring rule.

\(^2\)Othman and Sandholm do not explicitly state this condition, but it is implicit from the proof of their Theorem 7.
Lemma 6.3. Let $\beta \subseteq 2^\mathcal{A} - \{\emptyset\}$, and for each $b \in \beta$, $G^b : \Delta(\mathcal{O}) \to \mathbb{R}$ be a strictly convex function, $D(P)$ have support $\argmax_{b \in \beta} G^b(P_b)$ for all $P$, and $P_b$ be the submatrix of $P$ consisting of those rows whose action is in $b$. Then, the scoring rule from Theorem 4.1 with $G(P) = \max_{b \in \beta} G^b(P_b)$ is quasi-strictly proper for $D$.

Proof. Let $P$ and $Q$ be given and let $b$ be the support of $D(Q)$ (the decisions made with positive probability). Then by Theorem 4.1 and the strict convexity of $G^b$,

$$V(P, Q) = G(Q) + (P - Q) : G^b(Q)$$
$$= G^b(Q_b) + (P_b - Q_b) : (G^b)'(Q_b)$$
$$\leq G^b(P_b) \leq \max_{c \in b} G^c(P_c) = V(P, P).$$

If $P_b \neq Q_b$, the first inequality is strict. If $b \not\in \argmax_{c \in \beta} G^c(P_c)$ the second is strict. Thus the scoring rule is quasi-strictly proper for $D$. □

In the statement of Lemma 6.3, $\beta$ is the set of possible supports the decision rule considers. For each such support $b$, $G^b$ is a strictly convex function that determines how “good” that support is given the probabilities ($G^b(P_b)$).

Our construction applies to any decision rule that always has a support that is “best” according to the various $G^b$ ($\argmax_{b \in \beta} G^b(P_b)$). There are many such rules, as this condition restricts only the support, not the actual decision probabilities. Each has a different quasi-strictly proper scoring rule, but they can all be derived from the same convex function $G(P) = \max_{b \in \beta} G^b(P_b)$.

Lemma 6.3 allows us to derive quasi-strictly proper scoring rules for deterministic decision rules with two outcomes using $\beta = \mathcal{A}$ and $G^\emptyset = h$. For example, we can derive quasi-strictly proper scoring rules for MAX (e.g. $h(P_i) = P_{i,1}^2$ mentioned previously, gives Othman and Sandholm’s rule [16]), MIN (e.g. $h(P_i) = P_{i,1}^2$), and even strange rules like “probability farthest from 0.5” ($h(P_i) = (P_{i,1} - 0.5)^2$).

We can take $\beta \subseteq \mathcal{A}$ to allow for decisions that only allow certain actions (e.g. “choose whichever of actions 1 and 3 is more likely to succeed”). With more than two outcomes it allows rules like the expected utility maximization rule from Section 4. We can also apply this construction to the randomized case. For example, we saw in Section 4 a construction of a scoring rule that is strictly proper for the decision rule $D_i(P) = P_{i,\top}/\sum P_{r,\top}$. Lemma 6.3 tells us that a version of this rule that disregards some actions and uses an appropriately modified scoring rule is quasi-strictly proper. In particular, if $\alpha \subset \mathcal{A}$ is the set of actions considered then Lemma 6.3 can be applied with $\beta = \{\alpha\}$ and $G^\beta(P) = \sum_{\alpha \in \mathcal{A}} P_{\alpha,\top}^2$.

The proof of Lemma 6.3 actually proves something stronger than quasi-strict properness. In particular, it shows that, unless the support of $D(Q)$ is a maximizer of $\max_{b \in \beta} G^b(P_b)$, $V(P, Q) > V(P, P)$. Thus, not only does the expert have a strict incentive to report the true probabilities for the actions the decision maker ends up randomizing over, she also has a strict incentive to ensure this set is one that the decision rule considers “optimal.”

One interesting observation about these scoring rules in the deterministic case is that they can all be viewed as strictly proper scoring rules when outcomes are exogenous. For example taking $h(P_i) = P_{i,1}^2$ and $D(P) = i$ gives the scoring rule $s_{\top}(P) = 2P_{i,\top} - P_{\top,\top}^i$ and $s_{\bot}(P_i) = -P_{i,\top}^i$ which is a variant of the well known quadratic scoring rule (which is strictly proper).

In fact, we can show that this is generally true for quasi-strictly proper scoring rules derived according to Lemma 6.3 with a deterministic decision rule. When $D$ is a deterministic decision rule, its support given $P$ must be a singleton action. Hence, $\beta$ in Lemma 6.3 equals $\mathcal{A}$ . For each element of $\beta$ (i.e. each action $i$), we set $G^i(P) = h(P_i)$, where $h$ is strictly convex. Thus, the decision rule will take action $k$ where $k \in \argmax_{c \in \beta} h(P_c)$. We assume that the decision rule breaks ties arbitrarily when there are more than one actions that have the same highest value of $h(P_i)$. We have $G(P) = \max_{c \in \beta} h(P_c) = h(P_k)$ and can derive a quasi-strictly proper scoring rule $S_{\alpha}(P)$ according to expression (1) in Theorem 4.1. Clearly, for the chosen action $k$, $S_{\alpha}(P)$ only depends on $P_k$. We would like to consider whether $S_{\alpha}(P)$ can be viewed as a strictly proper scoring rule of $P_k$ assuming that action $k$ is always chosen no matter how $P_k$ changes. Let $\vec{q} = \argmin_{\vec{p}} h(\vec{p})$. $\vec{q}$ is unique because $h$ is strictly convex. We construct a scoring rule $s_{\alpha}(\vec{p}) = S_{\alpha}(\vec{Q}^\vec{k})$ where $\vec{Q}^\vec{k}$ is a probability matrix where $Q^\vec{k}_k = \vec{p}$ and $Q^\vec{k}_j = \vec{q}$ for all $j \neq k$.

Corollary 6.1. $s_{\alpha}(\vec{p})$ constructed above is strictly proper.

Proof. For all $\vec{p}$, $D(\vec{Q}^\vec{k}) = k$, so $s_{\alpha}(\vec{p}) = S_{\alpha}(\vec{Q}^\vec{k}) = h(\vec{p}) - h(\vec{q}) \cdot \vec{p} + \bar{h}(\vec{q})$. By Theorem 2.1 and the strict convexity of $h$, $s$ is strictly proper. □

Thus, for deterministic decision rules, the quasi-strictly proper scoring rules derived according to Lemma 6.3 are strictly proper given a chosen action. As we will see in Section 7.1, this is a potentially useful property if one of these rules is used as a basis for a decision market.

7. DISCUSSION: DECISION MARKETS

Scoring rules are useful in their own right as a tool to elicit information from a single expert, but collectively a group of experts may provide better information. In this section, we discuss some challenges and observations on using decision markets to elicit information from multiple experts.

For a standard market scoring rule, using a strictly proper scoring rule $s$, the market maintains a probability distribution over outcomes $\vec{p}$. At any time, a trader can change this to $\vec{q}$, and in doing so accepts the following bet: if outcome $o$ occurs then the market pays her $s_o(\vec{q}) - s_o(\vec{p})$ (which may be negative). A trader who only participates once maximizes her expected payoff by changing the market probability to match her true beliefs. We can use the same approach for decision markets. A decision market maintains a market probability matrix $P$. Any trader can change this to $Q$, accepting the bet that if action $i$ is taken and outcome $o$ occurs then she receives $S_i(\vec{Q}) - S_i(\vec{P})$. At the close of the market, there is some final probability matrix $F$, and the decision is made according to $D(F)$.

However, as Othman and Sandholm [16] observed, traders’ incentives are not as perfectly aligned in a decision market, even if $S$ is a proper scoring rule for $D$. A trader’s pay-off relying on $D(F)$ points to two key issues. First, in order to determine her expected utility for a report, a trader needs to know what $F$ will be, which is not determined until the market closes. One way to resolve this issue is to follow Othman and Sandholm and consider the last trader in the market, whose report is $F$ (or equivalently assume that
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traders are myopic and all assume they are the last trader. Second, in a standard market scoring rule, a trader’s expected payment to the market institution given beliefs \( \hat{q} \) is \( \hat{q} \cdot s(\hat{p}) \), which is independent of her report. Thus, she chooses her report \( \hat{r} \) to maximize \( \hat{q} \cdot s(\hat{r}) \), and strict properness of \( s \) is sufficient. However, a myopic trader who reports \( R \) in a decision market makes an expected payment of \( \sum_{i,o} D_i(R)Q_{i,o}S_{i,o}(P) \) given beliefs \( Q \). This is not independent of \( R \). Thus, although properness of \( S \) means that \( Q \) maximizes \( \sum_{i,o} D_i(R)Q_{i,o}S_{i,o}(R) \), unlike the simple market scoring rule case, it does not follow that \( Q \) maximizes \( \sum_{i,o} D_i(R)Q_{i,o}(S_{i,o}(R) - S_{i,o}(P)) \).

Othman and Sandholm give the following example for the two-outcome, two-action case under the MAX decision rule with scoring rule \( S_{i,\top}(P) = 2P_{i,\top} - P^2_{i,\top} \), \( S_{i,\perp}(P) = -P^2_{i,\top} \), and show that all scoring rules for MAX have similar manipulations. Suppose a trader believes the true probabilities are \( (Q_{1,\top}, Q_{2,\top}) = (0.8, 0.75) \), but the current market probabilities are \( (0.8, 0.3) \). If the trader reports her true belief, her net expected payment is 0, but if she reports \( (0.8, 0.81) \) her expected payment is 0.15. In essence, she only gets paid for correcting the value of \( P_{i,\top} \) if she convinces the decision maker to choose decision 2. To make matters worse, any later trader with similar beliefs is weakly indifferent to correcting the market, so the market may get stuck at these wrong probabilities. Furthermore, this manipulation is “safe”; if action 1 is chosen in the end the trader’s payment is 0 and if action 2 is chosen her expected payment is positive.

Clearly this is not a desirable outcome. Othman and Sandholm propose to address this problem choosing a scoring rule that minimizes, but does not eliminate, the incentive for a trader to perform such a manipulation. In the remainder of this section we consider several other approaches.

7.1 Faith in Markets

Suppose that, rather than being myopic, a trader believes the market will “get it right” in the end. That is, if her beliefs are \( Q \), she believes that, regardless of her report \( F \) will eventually equal \( Q \). Then she believes that the portion of her payment to the market institution based on the current market probabilities is \( \sum_{i,o} D_i(Q)Q_{i,o}S_{i,o}(P) \), which is independent of her report. Thus she wants to optimize \( \sum_{i,o} D_i(Q)Q_{i,o}S_{i,o}(R) \) by selecting \( R \). In this case, \( S_{i,o}(R) \) need not be proper for \( D \). In fact, we can replace \( S_{i,o}(R) \) with any standard proper scoring rule \( s(R_i) \) and traders are incentivized to report their true beliefs. Thus, if traders believe in the market, the decision maker can simply use a standard proper scoring rule!

Of course, as Othman and Sandholm’s example shows, traders may have good reason to believe that the market will not get it right. In particular, traders near the close of the market may have an incentive to distort the probabilities. Luckily, for deterministic decision rules, Corollary 6.1 shows that the quasi-strictly proper scoring rules we derive are in fact proper scoring rules in this sense! Thus by using such a rule we can simultaneously provide myopic traders an incentive for truthful reporting in many, though not all, situations and provide traders with faith in the market an incentive for truthful reporting.

7.2 Differing Beliefs

We saw that one potential way around Othman and Sandholm’s example is if some traders have a different belief about the final market prediction \( F \). Another possibility is some traders have different beliefs about the true probability matrix. For example, consider a trader arriving with beliefs \((0.79, 0.74)\) and market probabilities \((0.8, 0.81)\). Depending on her beliefs about \( F \), the trader has an incentive to change at least one of the probabilities to match her beliefs, so the market will no longer be “stuck” at \((0.8, 0.81)\).

7.3 Randomized Decision Rules

The negative example involves a deterministic decision rule. Potentially, randomized rules could have better incentive properties. However, simply adding randomness is not a panacea, as the following example shows.

Suppose \( A = \{1, 2\} \) and \( O = \{\top, \perp\} \). In section 4, we saw that the scoring rule \( S_{i,\top}(P) = \sum_j 2P_{i,\top} - P^2_{i,\top} \) and \( S_{i,\perp} = \sum_j -P^2_{j,\top} \) is strictly proper for the decision rule \( D_i(P) = P_{i,\top}/(P_{1,\top} + P_{2,\top}) \). Suppose the current market probabilities are\((0.8, 0.7)\) and a myopic trader arrives with the belief \((0.8, 0.7)\). Ideally, we would like her to not make a prediction as the current market probabilities match her belief. However, it turns out to be optimal for her to report \((0.75, 0.75)\). More generally, we have the following lemma.

**Lemma 7.1.** Suppose \( A = \{1, 2\} \), \( O = \{\top, \perp\} \), \( D_i(P) = P_{i,\top}/(P_{1,\top} + P_{2,\top}) \), and \( S_{i,\top} = \sum_j 2P_{i,\top} - P^2_{i,\top} \) and \( S_{i,\perp} = \sum_j -P^2_{j,\top} \). Suppose the current market probabilities are \( P \) and a myopic trader arrives with belief \( P \). The trader’s optimal report is \( Q_{i,\top} = (P_{1,\top} + P_{2,\top})/2 \). Furthermore, suppose the current market probabilities are \( Q \) when the trader arrives. Then her optimal report is still \( Q \).

The proof is straightforward calculus and is therefore omitted. In many ways this example is worse than Othman and Sandholm’s. Even if the market reaches the correct probabilities, the next trader to arrive will change them to values that give the decision maker no useful information. Furthermore, these uninformative values are stable. While this feature makes this particular randomized decision rule and scoring rule pair a poor choice for use in a decision market, the more general question is open.

**Open Problem 2.** Is there a randomized decision rule and corresponding scoring rule with good incentive properties for decision markets?

7.4 Increasing Market Maker Loss

Another option is to consider a more drastic change to the design of the market. Othman and Sandholm’s example shows that a decision market can get “stuck” with a prediction like \((0.8, 0.81)\) that no rational agent has an incentive to fix, because of the form of the expected payment of a myopic trader: \( \sum_{i,o} D_i(R)Q_{i,o}(S_{i,o}(R) - S_{i,o}(P)) \). Suppose we gave each trader only the side of the bet based on her prediction (i.e. \( \sum_{i,o} D_i(R)Q_{i,o}S_{i,o}(R) \) assuming she is myopic). Then if \( S \) is proper she would have an incentive to report her true probability rather than leaving the market at the current probability.

This approach loses the shared nature of market scoring rules and may create a large loss for the market maker. In particular, using a market scoring rule, if the initial prediction is \( P^0 \) and traders update this as \( P^1, \ldots, P^f \), the market maker’s total payments to traders when action \( i \) is chosen
and outcome $o$ occurs are $S_{i,o}(P^1) - S_{i,o}(P^0)$, $S_{i,o}(P^2) - S_{i,o}(P^1)$, ..., $S_{i,o}(P^f) - S_{i,o}(P^{f-1})$, for a total of $S_{i,o}(P^f) - S_{i,o}(P^0)$. If traders' payments are changed to be based only on their own predictions, this property disappears.

While paying each trader based solely on her own prediction can be expensive, if this is done occasionally the loss may be acceptable. For example, once per hour or once per day the market maker could select a random trader to whom to make such an offer. The loss of the market maker is linear in the number of such offers made.

8. CONCLUSION

We examined the problem of information elicitation for decision making. One agent, a decision maker, wants to choose a distribution over a set of actions based on the probability distribution over outcomes for each action. Another agent, an expert, has a belief about these probabilities that the decision maker wants to elicit. Such elicitation is done through scoring rules. Othman and Sandholm [16] studied this problem for deterministic decision rules, with many of their results focusing on the MAX decision rule in particular. Our main result significantly generalized their results by providing a complete characterization of (strictly) proper scoring rules for arbitrary decision rules.

This characterization allowed us to give a sufficient condition for a decision rule to have a strictly proper scoring rule and a sufficient condition for no strictly proper scoring rule to exist. As these sufficient conditions do not cover all decision rules, an open problem remains. We also showed how our characterization allows us to derive quasi-strictly proper scoring rules in a number of cases where strictly proper scoring rules do not exist.

Finally, we discussed how the elicitation problem becomes more complicated when there are multiple experts, an observation also made by Othman and Sandholm [16]. A natural approach is to use a proper scoring rule for a decision rule to make a decision market, in the same way proper scoring rules are used to make prediction markets. However, this introduces two main problems. First, since only one decision is made in the end, an agent trading in the market has to base her decisions on beliefs about what the final market probabilities would be, a strategic problem with no parallel in prediction markets. Second, since no individual trader controls the final decision, scoring rules that encourage truthful revelation when they do have control no longer have the safe effect. We examined several ways this problem might be tackled in practice.
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ABSTRACT
An important aspect in systems of multiple autonomous agents is the exploitation of synergies via coalition formation. In this paper, we solve various open problems concerning the computational complexity of stable partitions in additively separable hedonic games. First, we propose a polynomial-time algorithm to compute a contractually individually stable partition. This contrasts with previous results such as the NP-hardness of computing individually stable or Nash stable partitions. Secondly, we prove that checking whether the core or the strict core exists is NP-hard in the strong sense even if the preferences of the players are symmetric. Finally, it is shown that verifying whether a partition consisting of the grand coalition is contractually strict core stable or Pareto optimal is coNP-complete.
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1. INTRODUCTION
Ever since the publication of von Neumann and Morgenstern’s Theory of Games and Economic Behavior in 1944, coalitions have played a central role within game theory. The crucial questions in coalitional game theory are which coalitions can be expected to form and how the members of coalitions should divide the proceeds of their cooperation. Traditionally the focus has been on the latter issue, which led to the formulation and analysis of concepts such as the core, the Shapley value, or the bargaining set. Which coalitions are likely to form is commonly assumed to be settled exogenously, either by explicitly specifying the coalition structure, a partition of the players in disjoint coalitions, or, implicitly, by assuming that larger coalitions can invariably guarantee better outcomes to its members than smaller ones and that, as a consequence, the grand coalition of all players will eventually form. The two questions, however, are clearly interdependent: the individual players’ payoffs depend on the coalitions that form just as much as the formation of coalitions depends on how the payoffs are distributed.

Coalition formation games, as introduced by Dreze and Greenberg [12], provide a simple but versatile formal model that allows one to focus on coalition formation. In many situations it is natural to assume that a player’s appreciation of a coalition structure only depends on the coalition he is a member of and not on how the remaining players are grouped. Initiated by Banerjee et al. [4] and Bogomolnaia and Jackson [6], much of the work on coalition formation now concentrates on these so-called hedonic games. Hedonic games are relevant in modeling many settings such as formation of groups, clubs and societies [6], and also online social networking [13]. The main focus in hedonic games has been on notions of stability for coalition structures such as Nash stability, individual stability, contractual individual stability, or core stability and characterizing conditions under which the set of stable partitions is guaranteed to be non-empty (see, e.g., [6, 8]). Sung and Dimitrov [21] presented a taxonomy of stability concepts which includes the contractual strict core, the most general stability concept that is guaranteed to exist. A well-studied special case of hedonic games are two-sided matching games in which only coalitions of size two are admissible [18]. We refer to Hajduková [16] for a critical overview of hedonic games.

Hedonic games have recently been examined from an algorithmic perspective (see, e.g., [3, 11]). Cechlárová [9] surveyed the algorithmic problems related to stable partitions in hedonic games in various representations. Ballester [3] showed that for hedonic games represented by individually rational list of coalitions, the complexity of checking whether core stable, Nash stable, or individual stable partitions exist is NP-complete. He also proved that every hedonic game admits a contractually individually stable partition. Coalition formation games have also received attention in the artificial intelligence community where the focus has generally been on computing optimal partitions for general coalition formation games without any combinatorial structure [19]. Elkind and Wooldridge [13] proposed a fully-expressive model to represent hedonic games which encapsulates well-known representations such as individually rational list of coalitions and additive separability.
Additively separable hedonic games (ASHGs) constitute a particularly natural and succinctly representable class of hedonic games. Each player in an ASHG has a value for any other player and the value of a coalition to a particular player is simply the sum of the values he assigns to the members of his coalition. Additive separability satisfies a number of desirable axiomatic properties [5] and ASHGs are the non-transferable utility generalization of graph games studied by Deng and Papadimitriou [10]. Olsen [17] showed that checking whether a nontrivial Nash stable partition exists in an ASHG is NP-complete if preferences are nonnegative and symmetric. This result was improved by Sung and Dimitrov [22] who showed that checking whether a core stable, strict core stable, Nash stable, or individually stable partition exists in a general ASHG is NP-hard.

Dimitrov et al. [11] obtained positive algorithmic results for subclasses of ASHGs in which each player merely divides other players into friends and enemies. Branzei and Larson [7] examined the tradeoff between stability and social welfare in ASHGs. Recently, Gairing and Savani [14] showed that computing partitions that satisfy some variants of individual-based stability is PLS-complete, even for very restricted preferences. In another paper, Aziz et al. [2] studied the complexity of computing and verifying optimal partitions in ASHGs.

In this paper, we settle the complexity of key problems regarding stable partitions of ASHGs. We present a polynomial-time algorithm to compute a contractually individually stable partition. This is the first positive algorithmic result (with respect to one of the standard stability concepts put forward by Bogomolnaia and Jackson [6]) for general ASHGs with no restrictions on the preferences. We strengthen recent results of Sung and Dimitrov [22] and prove that checking whether the core or the strict core exists is NP-hard, even if the preferences of the players are symmetric. Finally, it is shown that verifying whether a partition is in the contractual strict core (CSC) is coNP-complete, even if the partition under question consists of the grand coalition. This is the first computational hardness result concerning CSC stability in hedonic games of any representation. The proof can be used to show that verifying whether the partition consisting of the grand coalition is Pareto optimal is coNP-complete, thereby answering a question mentioned by Aziz et al. [2]. Our computational hardness results imply computational hardness of the equivalent questions for hedonic coalition nets [13].

2. PRELIMINARIES

In this section, we provide the terminology and notation required for our results.

A hedonic coalition formation game is a pair \( (N, P) \) where \( N \) is a set of players and \( P \) is a preference profile which specifies for each player \( i \in N \) the preference relation \( \succ_i \), a reflexive, complete, and transitive binary relation on the set \( \mathcal{N}_i = \{ S \subseteq N \mid i \in S \} \). The statement \( S \succ_i T \) denotes that \( i \) strictly prefers \( S \) to \( T \) whereas \( S \sim_i T \) means that \( i \) is indifferent between coalitions \( S \) and \( T \). A partition \( \pi \) is a partition of players \( N \) into disjoint coalitions. By \( \pi(i) \), we denote the coalition of \( \pi \) that includes player \( i \).

We consider utility-based models rather than purely ordinal models. In additively separable preferences, a player \( i \) gets value \( v_i(j) \) for player \( j \) being in the same coalition as \( i \) and if \( i \) is in coalition \( S \in \mathcal{N}_i \), then \( i \) gets utility \( \sum_{j \in S} v_i(j) \). A game \( (N, P) \) is additively separable if for each player \( i \in N \), there is a utility function \( v_i : N \rightarrow \mathbb{R} \) such that \( v_i(\emptyset) = 0 \) and for coalitions \( S,T \in \mathcal{N}_i \), \( S \supseteq T \) if and only if \( \sum_{j \in S} v_i(j) \geq \sum_{j \in T} v_i(j) \). We will denote the utility of player \( i \) in partition \( \pi \) by \( u_\pi(i) \).

A preference profile is symmetric if \( v_i(j) = v_j(i) \) for any two players \( i, j \in N \) and is strict if \( v_i(j) \neq 0 \) for all \( i, j \in N \). For any player \( i \), let \( F(i,A) = \{ j \in A \mid v_i(j) > 0 \} \) be the set of friends of player \( i \) within \( A \).

We now define important stability concepts used in the context of coalition formation games.

- A partition is Nash stable (NS) if no player can benefit by moving from his coalition \( S \) to another (possibly empty) coalition \( T \).
- A partition is individually stable (IS) if no player can benefit by moving from his coalition \( S \) to another existing (possibly empty) coalition \( T \) while not making the members of \( T \) worse off.
- A partition is contractually individually stable (CIS) if no player can benefit by moving from his coalition \( S \) to another existing (possibly empty) coalition \( T \) while making neither the members of \( S \) nor the members of \( T \) worse off.
- We say that a coalition \( S \subseteq N \) strongly blocks a partition \( \pi \), if each player \( i \in S \) strictly prefers \( S \) to his current coalition \( \pi(i) \) in the partition \( \pi \). A partition which admits no blocking coalition is said to be in the core (C).
- We say that a coalition \( S \subseteq N \) weakly blocks a partition \( \pi \), if each player \( i \in S \) weakly prefers \( S \) to \( \pi(i) \) and there exists at least one player \( j \in S \) who strictly prefers \( S \) to his current coalition \( \pi(j) \). A partition which admits no weakly blocking coalition is in the strict core (SC).
- A partition \( \pi \) is in the contractual strict core (CSC) if any weakly blocking coalition \( S \) makes at least one player \( j \in N \setminus S \) worse off when breaking off.

The inclusion relationships between stability concepts depicted in Figure 1 follow from the definitions of the concepts. We will also consider Pareto optimality. A partition \( \pi \) of \( N \) is Pareto optimal if there exists no partition \( \pi' \) of \( N \) such that for all \( i \in N \), \( \pi'(i) \succeq_i \pi(i) \) and there exists at least one player \( j \in N \) such that \( \pi'(j) \succ_j \pi(j) \). We say that a partition \( \pi \) satisfies individual rationality if each player does as well as by being alone, i.e., for all \( i \in N \), \( \pi(i) \succeq_i \{ i \} \).

Throughout the paper, we assume familiarity with basic concepts of computational complexity (see, e.g., [1]).

3. CONTRACTUAL INDIVIDUAL STABILITY

It is known that computing or even checking the existence of Nash stable or individually stable partitions in an ASHG is NP-hard. On the other hand, a potential function argument can be used to show that at least one CIS partition exists for every hedonic game [3]. The potential function argument does not imply that a CIS partition can be computed in polynomial time. There are many cases in hedonic games, where a solution is guaranteed to exist but computing it is not feasible. For example, Bogomolnaia and Jackson [6]
presented a potential function argument for the existence of a Nash stable partition for ASHGs with symmetric preferences. However, there are no known polynomial-time algorithms to compute such partitions and there is evidence that there may not be any polynomial-time algorithm [14]. In this section, we show that a CIS partition can be computed in polynomial time for ASHGs. The algorithm is formally described as Algorithm 1.

**Theorem 1.** A CIS partition can be computed in polynomial time.

**Proof.** Our algorithm to compute a CIS partition can be viewed as successively giving a priority token to players to form the best possible coalition among the remaining players or join the best possible coalition which tolerates the player. The basic idea of the algorithm is described informally as follows. Let variable $R \rightarrow N$ and consider an arbitrary player $a \in R$. Call $a$ the leader of the first coalition $S_1$. Move any player $j$ such that $v_a(j) > 0$ from $R$ to $S_1$. Such players are called the leader’s helpers. Then keep moving any player from $R$ to $S_i$ which is tolerated by all players in $S_i$ and strictly liked by at least one player in $S_i$. Call such players needed players. Now increment $i$ and take another player $a$ from among the remaining players $R$ and check the maximum utility he can get from among $R$. If this utility is less than the utility which can be obtained by joining a previously formed coalition in $\{S_1, \ldots, S_{i-1}\}$, then send the player to such a coalition where he can get the maximum utility (as long all players in the coalition tolerate the incoming player). Such players are called latecomers. Otherwise, form a new coalition $S_i$ around $a$ which is the best possible coalition for player $a$ taking only players from the remaining players $R$. Repeat the process until all players have been dealt with and $R = \emptyset$. We prove by induction on the number of coalitions formed that no CIS deviation can occur in the resulting partition. The hypothesis is the following:

**Consider the kth first formed coalitions $S_1, \ldots, S_k$. Then neither of the following can happen:**

1. There is a CIS deviation by a player from among $S_1, \ldots, S_k$.
2. There is a CIS deviation by a player from among $N \setminus \bigcup_{i \in \{1, \ldots, k\}} S_i$ to a coalition in $\{S_1, \ldots, S_k\}$.

**Algorithm 1:** CIS partition of an ASHG

**Input:** additively separable hedonic game $(N, P)$.

**Output:** CIS partition.

\[
i \leftarrow 0
R \leftarrow N
\]

while $R \neq \emptyset$ do

Take any player $a \in R$

$h \leftarrow \sum_{j \in P(a, R)} v_a(b)$

$z \leftarrow i + 1$

for $k \leftarrow 1$ to $i$ do

$h' \leftarrow \sum_{j \in S_k} v_a(b)$

if $(h > h')$ \& $\forall b \in S_k, v_a(b) = 0$ then

$h \leftarrow h'$

$z \leftarrow k$

end if

end for

if $z \neq i + 1$ then // a is latecomer

$S_z \leftarrow \{a\} \cup S_z$

$R \leftarrow R \setminus \{a\}$

else // a is leader

$i \leftarrow z$

$S_i \leftarrow \{a\}$

$S_i \leftarrow S_i \cup F(a, R)$ // add leader’s helpers

$R \leftarrow R \setminus S_i$

end if

while $\exists j \in R$ such that $\forall i \in S_i, v_i(j) \geq 0$ and $\exists i \in S_i, v_j(j) > 0$ do

$R \leftarrow R \setminus \{j\}$

$S_k \leftarrow S_k \cup \{j\}$ // add needed players

end while

end while

return $\{S_1, \ldots, S_i\}$

**Base case.**

Consider the coalition $S_1$. Then the leader of $S_1$ has no incentive to leave. The leader’s helpers are not allowed to leave because, if they did, the leader’s utility would decrease. For each of the needed players, there exists one player in $S_1$ who does not allow the needed player to leave. Now let us assume a latecomer $i$ arrives in $S_1$. This is only possible if the maximum utility that the latecomer can derive from a coalition $C \subseteq (N \setminus S_1)$ is less than $\sum_{j \in S_i} v_i(j)$. Therefore once $i$ joins $S_1$, he will only become less happy by leaving $S_1$.

Any player $i \in N \setminus S_1$ cannot have a CIS deviation to $S_1$. Either $i$ is disliked by at least one player in $S_1$ or $i$ is disliked by no player in $S_1$. In the first case, $i$ cannot deviate to $S_1$ even he has an incentive to. In the second case, player $i$ has no incentive to move to $S_1$ because if he had an incentive, he would already have moved to $S_1$ as a latecomer.

**Induction step.**

Assume that the hypothesis is true. Then we prove that the same holds for the formed coalitions $S_1, \ldots, S_k, S_{k+1}$. By the hypothesis, we know that players cannot leave coalitions $S_1, \ldots, S_k$. Now consider $S_{k+1}$. The leader $a$ of $S_{k+1}$ is either not allowed to join one of the coalitions in $\{S_1, \ldots, S_k\}$ or if he is, he has no incentive to join it. Player $a$ would already have been member of $S_i$ for some $i \in \{1, \ldots, k\}$ if one of the following was true:

- There is some $i \in \{1, \ldots, k\}$ such that the leader of $S_i$
likes a.

- There is some \( i \in \{1, \ldots, k\} \) such that for all \( b \in S_i \), \( v_b(a) \geq 0 \) and there exists \( b \in S_i \) such that \( v_b(a) > 0 \).
- There is some \( i \in \{1, \ldots, k\} \), such that for all \( b \in S_i \), \( v_b(a) = 0 \) and \( \sum_{b \in S_i} v_a(b) > \sum_{b \in F(i, N \setminus \bigcup_{j=1}^{k+1} S_j)} v_b(b) \) and \( \sum_{b \in S_i} v_b(b) \geq \sum_{b \in S_j} v_b(a) \) for all \( j \in \{1, \ldots, k\} \).

Therefore \( a \) has no incentive or is not allowed to move to another \( S_j \) for \( j \in \{1, \ldots, k\} \). Also \( a \) will have no incentive to move to any coalition formed after \( S_1, \ldots, S_{k+1} \) because he can do strictly better in \( S_{k+1} \). Similarly, \( a \)'s helpers are not allowed to leave \( S_{k+1} \) even if they have an incentive to. Their movement out of \( S_{k+1} \) will cause \( a \) to become less happy. Also each needed player in \( S_{k+1} \) is not allowed to leave because at least one player in \( S_k \) likes him. Now consider a latecomer \( l \) in \( S_{k+1} \). Latecomer \( l \) gets strictly less utility in any coalition \( C \subseteq N \setminus \bigcup_{j=1}^{k+1} S_j \). Therefore \( l \) has no incentive to leave \( S_{k+1} \).

Finally, we prove that there exists no player \( x \in N \setminus \bigcup_{j=1}^{k+1} S_j \) such that \( x \) has an incentive to and is allowed to join \( S_i \) for \( i \in \{1, \ldots, k+1\} \). By the hypothesis, we already know that \( x \) does not have an incentive or is allowed to join a coalition \( S_i \) for \( i \in \{1, \ldots, k\} \). Since \( x \) is not a latecomer for \( S_{k+1} \), \( x \) either does not have an incentive to join \( S_{k+1} \) or is disliked by at least one player in \( S_{k+1} \).

Algorithm 1 may also prove useful as a preprocessing or intermediate routine in other algorithms for computing different types of stable partitions of hedonic games.

4. CORE AND STRICT CORE

For ASHGs, the problem of testing the core membership of a partition is coNP-complete [20]. This fact does not imply that checking the existence of a core stable partition is NP-hard. Recently, Sung and Dimitrov [22] showed that for ASHGs checking whether a core stable or strict core stable partition exists is NP-hard in the strong sense. Their reduction relies on the asymmetry of the players’ preferences. We prove that even with symmetric preferences, checking whether a core stable or a strict core stable partition exists is NP-hard in the strong sense. Symmetry is a natural, but rather strong condition, that can often be exploited algorithmically.

We first present an example of a six-player ASHG with symmetric preferences for which the core (and thereby the strict core) is empty.

**Example 1.** Consider a six player symmetric ASHG adapted from an example by Banerjee et al. [4] where

- \( v_1(2) = v_3(4) = v_5(6) = 6 \);
- \( v_1(6) = v_2(3) = v_4(5) = 5 \);
- \( v_1(3) = v_3(5) = v_1(5) = 4 \);
- \( v_1(4) = v_2(5) = v_3(6) = -33 \); and
- \( v_2(4) = v_2(6) = v_4(6) = -33 \)

as depicted in Figure 2.

It can be checked that no partition is core stable for the game.

Note that if \( v_i(j) = -33 \), then \( i \) and \( j \) cannot be in the same coalition of a core stable partition. Also, players can do better than in a partition of singleton players. Let coalitions which satisfy individual rationality be called feasible coalitions. We note that the following are the feasible coalitions: \( \{1, 2\}, \{1, 3\}, \{1, 5\}, \{1, 6\}, \{1, 2, 3\}, \{1, 3, 5\}, \{1, 5, 6\}, \{2, 3\}, \{3, 4\}, \{3, 4, 5\}, \{3, 5\}, \{4, 5\} \) and \( \{5, 6\} \).

**Consider partition**

\[ \pi = \{(1, 2), (3, 4, 5), (6)\}. \]

Then,
- \( u_\pi(1) = 6 \);
- \( u_\pi(2) = 6 \);
- \( u_\pi(3) = 10 \);
- \( u_\pi(4) = 11 \);
- \( u_\pi(5) = 9 \); and
- \( u_\pi(6) = 0 \).

Out of the feasible coalitions listed above, the only weakly (and also strongly) blocking coalition is \( \{1, 5, 6\} \) in which player 1 gets utility 9, player 5 gets utility 10, and player 6 gets utility 11. We note that the coalition \( \{1, 2, 3\} \) is not a weakly or strongly blocking coalition because player 2 gets utility 9 in it. Similarly \( \{1, 3, 5\} \) is not a weakly or strongly blocking coalition because both player 3 and player 5 are worse off. One way to prevent the deviation \( \{1, 5, 6\} \) is to provide some incentive for player 6 not to deviate with 1 and 5. This idea will be used in the proof of Theorem 2.

We now define a problem that is NP-complete in the strong sense:

**Name:** ExactCoverBy3Sets (E3C):

**Instance:** A pair \((R, S)\), where \( R \) is a set and \( S \) is a collection of subsets of \( R \) such that \( |R| = 3m \) for some positive integer \( m \) and \( |s| = 3 \) for each \( s \in S \).

**Question:** Is there a sub-collection \( S' \subseteq S \) which is a partition of \( R \)?

It is known that E3C remains NP-complete even if each \( r \in R \) occurs in at most three members of \( S \) [15]. We will use this assumption in the proof of Theorem 2, which will be shown by a reduction from E3C.

**Theorem 2.** Checking whether a core stable or a strict core stable partition exists is NP-hard in the strong sense, even when preferences are symmetric.
Figure 3: Graphical representation of an ASHG derived from an instance of E3C in the proof of Theorem 2. Symmetric utilities other than \(-33\) are given as edges. Thick edges indicate utility \(10\) and dashed edges indicate utility \(1/2\). Each hexagon at the top looks like the one in Figure 4.

Figure 4: Graphical representation of the ASHG from Example 1 as used in the proof of Theorem 2. All edges not shown in the figure have weight \(-33\).

Proof. Let \((R, S)\) be an instance of E3C where \(r \in R\) occurs in at most three members of \(S\). We reduce \((R, S)\) to an ASHGs with symmetric preferences \((N, P)\) in which there is a player \(y\) corresponding to each \(s \in S\) and there are six players \(x_1, \ldots, x_6\) corresponding to each \(r \in R\). These players have preferences over each other in exactly the way players 1, \ldots, 6 have preference over each other as in Example 1.

So, \(N = \{x_1, \ldots, x_6 \mid r \in R\} \cup \{y \mid s \in S\}\). We assume that all preferences are symmetric. The player preferences are as follows:

- For \(i \in R\),
  \[v_{x_1}(x_1) = v_{x_2}(x_2) = v_{x_3}(x_3) = v_{x_4}(x_4) = v_{x_5}(x_5) = v_{x_6}(x_6) = 6;\]
  \[v_{x_1}(x_3) = v_{x_2}(x_4) = v_{x_4}(x_2) = 5;\]
- For any \(s = \{k, l, m\} \subseteq S\),
  \[v_{x_1}(x_6) = v_{x_2}(x_5) = v_{x_3}(x_6) = v_{x_4}(x_5) = v_{x_5}(x_6) = v_{x_6}(x_5) = 1;\]
  \[v_{x_1}(y) = v_{x_2}(y) = v_{x_3}(y) = v_{x_4}(y) = v_{x_5}(y) = v_{x_6}(y) = 10;\]
- \(v_{i,j} = -33\) for any \(i, j \in N\) for valuations not defined above.

We prove that \((N, P)\) has a non-empty strict core (and thereby core) if and only if there exists an \(S' \subseteq S\) such that \(S'\) is a partition of \(R\).

Assume that there exists an \(S' \subseteq S\) such that \(S'\) is a partition of \(R\). Then we prove that there exists a strict core stable (and thereby core stable) partition \(\pi\) where \(\pi\) is defined as follows:

\[\{\{x_1, x_2\}, \{x_3, x_4, x_5\} \mid i \in R\} \cup \{\{y\} \mid s \in S \setminus S'\}\]

\[\cup \{\{y\} \cup \{x_6 \mid i \in s\} \mid s \in S'.\}\]

For all \(i \in R\),

- \(u_\pi(x_1) = 6;\)
- \(u_\pi(x_2) = 6;\)
- \(u_\pi(x_3) = 10;\)
- \(u_\pi(x_4) = 9;\)
- \(u_\pi(x_5) = 1/2 + 1/2 + 10\) = 11.

Also \(u_\pi(y) = 3 \times (10\) = 30\) for all \(s \in S'\) and \(u_\pi(y) = 0\) for all \(s \in S \setminus S'\). We see that for each player, his utility is non-negative. Therefore there is no incentive for any player to deviate and form a singleton coalition. From Example 1 we also know that the only possible strongly blocking (and weakly blocking) coalition is \(\{x_1, x_2, x_3\}\) for any \(i \in R\). However, \(x_1\) has no incentive to be part \(\{x_1, x_2, x_4\}\) because \(u_\pi(x_1) = 11\) and \(v_{x_1}(x_1) + v_{x_1}(x_4) = 6 + 5 = 11\).

Also \(x_1\) and \(x_2\) have no incentive to join \(\pi(x_6)\) because their new utility will become negative because of the presence of the \(y\) player. Assume for the sake of contradiction that \(\pi\) is not core stable and \(x_6\) can deviate with a lot of \(x_6\). But, \(x_6\) can only deviate with a maximum of six other players of type \(x_6\) because \(i \in R\) is present in a maximum of three elements in \(S\). In this case \(x_6\) gets a maximum utility of only 1. Therefore \(\pi\) is in the strict core (and thereby the core).

We now assume that there exists a partition which is core stable. Then we prove that there exists an \(S' \subseteq S\) such that \(S'\) is a partition of \(R\). For any \(s = \{k, l, m\} \subseteq S\), the new utilities created due to the reduction gadget are only
beneficial to \( y^*, x^i_0, x^i_3, \) and \( x^i_0 \). We already know that the only way the partition is core stable is if \( x^i_0 \) can be provided disincen- tive to deviate with \( x^i_3 \) and \( x^i_1 \). The claim is that each \( x^i_0 \) needs to be in a coalition with exactly one \( y^i \) such that \( i \in S \) and exactly two other players \( x^i_0 \) and \( x^i_3 \) such that \( \{i, j, k\} = s \in S \). We first show that \( x^i_0 \) needs to be with exactly one \( y^i \) such that \( i \in S \). Player needs to be with at least one such \( y^i \). If \( x^i_0 \) is only with other \( x^i_3 \), then we know that \( x^i_0 \) gets a maximum utility of only \( 6 \times 1/2 = 3 \). Also, player \( x^i_0 \) cannot be in a coalition with \( y^i \) and \( y^i \) then get negative utility. Each \( x^i_0 \) also needs to be with at least 2 other players \( x^i_3 \) and \( x^i_3 \) where \( j \) and \( k \) are also members of \( s \). If \( x^i_0 \) is with at least three players \( x^i_3, x^i_3, x^i_3 \), then there is one element among \( a \in \{j, k, l\} \) such \( a \not\in s \). Therefore \( y^i \) and \( x^i_0 \) hate each other and the coalition \( \{y^i, x^i_0, x^i_3, x^i_3, x^i_3\} \) is not even individually rational. Therefore for the partition to be core stable each \( x^i_3 \) has to be with exactly one \( y^i \) such that \( i \in S \) and at least 2 other players \( x^i_3 \) and \( x^i_3 \) where \( j \) and \( k \) are also members of \( s \). This implies that there exists an \( S' \subseteq S \) such that \( S' \) is a partition of \( R \). □

5. CONTRACTUAL STRICT CORRECT AND PARETO OPTIMALITY

In this section, we prove that verifying whether a partition is CSC stable is coNP-complete. Interestingly, coNP-completeness holds even if the partition in question consists of the grand coalition. The proof of Theorem 3 is by a reduction from the following weakly NP-complete problem.

Name: Partition

- Instance: A set of \( k \) positive integer weights \( A = \{a_1, \ldots, a_k\} \) such that \( \sum a_i \in A a_i = W \).
- Question: Is it possible to partition \( A \), into two subsets \( A_1 \subseteq A, A_2 = A \) that \( A_1 \cap A_2 = \emptyset \) and \( A_1 \cup A_2 = A \) and \( \sum a_i \in A_1 a_i = \sum a_i \in A_2 a_i = W/2 \)?
From the proof of Theorem 3, it can be seen that \( \pi \) is not Pareto optimal if and only if \( I \) is a ‘yes’ instance of Partition.

**Theorem 4.** Verifying whether the partition consisting of the grand coalition is Pareto optimal is coNP-complete.

### 6. CONCLUSION AND DISCUSSION

We presented a number of new computational results concerning stable partitions of ASHGs. First, we proposed a polynomial-time algorithm for computing a contractually individually stable (CIS) partition. Secondly, we showed that checking whether the core or strict core exists is NP-hard in the strong sense, even if the preferences of the players are symmetric. Finally, we presented the first complexity result concerning the contractual strict core (CSC), namely that verifying whether a partition is in the CSC is coNP-complete. We saw that considering CSC deviations helps reason about the more complex Pareto optimal improvements. As a result, we established that checking whether the partition consisting of the grand coalition is Pareto optimal is also coNP-complete.

We note that Algorithm 1 may very well return a partition that fails to satisfy individual rationality, i.e., players may get negative utility. It is an open question how to efficiently compute a CIS partition that is guaranteed to satisfy individual rationality. We also note that Theorem 3 may not imply anything about the complexity of computing a CSC partition. Studying the complexity of computing a CSC stable partition is left as future work.
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ABSTRACT
We revisit the coalition structure generation problem in which the goal is to partition the players into exhaustive and disjoint coalitions so as to maximize the social welfare. One of our key results is a general polynomial-time algorithm to solve the problem for all coalitional games provided that player types are known and the number of player types is bounded by a constant. As a corollary, we obtain a polynomial-time algorithm to compute an optimal partition for weighted voting games with a constant number of weight values and for coalitional skill games with a constant number of skills. We also consider well-studied and well-motivated coalitional games defined compactly on combinatorial domains. For these games, we characterize the complexity of computing an optimal coalition structure by presenting polynomial-time algorithms, approximation algorithms, or NP-hardness and inapproximability lower bounds.
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F.2 [Theory of Computation]: Analysis of Algorithms and Problem Complexity; I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems; J.4 [Computer Applications]: Social and Behavioral Sciences - Economics
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Economics, Theory and Algorithms
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1. INTRODUCTION
Coalition formation is an important issue in multiagent systems with cooperating agents. Coalitional games have been used to model various cooperative settings in operations research, artificial intelligence and multiagent systems (see e.g. [5, 6, 11]). The area of coalitional game theory which studies coalition formation has seen considerable growth over the last few decades. Given a set of agents $N$, a coalitional game is defined by a valuation function $v : N \rightarrow R$ where for $C \subseteq N$, $v(C)$ signifies the value which players in $C$ can generate by cooperating.

In a coalitional game, a partition of the players into exhaustive and disjoint coalitions is called a coalition structure. In the coalition structure generation problem, the goal is to find a coalition structure $\pi$ of $N$ that maximizes the social welfare $\sum_{C \in \pi} v(C)$. We will refer to this problem of finding an optimal coalition structure as OptCS. In this paper, we conduct a detailed investigation of computing optimal coalition structures that give the maximum social welfare. Computing optimal coalition structures is a natural problem in which the aim is to utilize resources in the most efficient manner.

OptCS has received attention in the artificial intelligence community where the focus has generally been on computing optimal coalition structures for general coalition formation games [16, 20] without any combinatorial structure. Traditionally, the input considered is an oracle called a characteristic function which returns the value for any given coalition (in time polynomial in the number of players). In this setting, it is generally assumed that the value of a coalition does not depend on players who are not in the coalition. Computing optimal coalition structures is a computationally hard task because of the huge number of coalition structures. The total number of coalition structures for a player set of size $n$ is $B_n \sim \Theta(n^n)$ where $B_n$ is the $n$th Bell number. A number of algorithms have been developed in the last decade which attempt to satisfy many desirable criteria, e.g. outputting an optimal solution or a good approximation, the ability to prune, the anytime property, worst case guarantees, distributed computation etc. [16, 18, 20, 21]. In all of the cases, the algorithms have a worst-case time complexity which is exponential in $n$. In this paper, we show that the picture is not that bleak if player types are known and the number of player types is bounded by a constant. In fact for such a condition, there is a polynomial-time algorithm for OptCS for coalitional games. In many multiagent systems, it can be reasonable to assume that the agents can be divided into a bounded number of types according to the player attributes.

We also study the complexity of OptCS for a number of compact coalitional games. Coalitional games can be represented compactly on combinatorial domains where the valuation function is implicitly defined [9, 10]. Numerous such classes of coalitional games have been the subject of recent research in multiagent systems: weighted voting games [11]; skill games [5]; multiple weighted voting games [4]; network flow games [6]; spanning connectivity games [3]; and match-
ing games [13]. Apart from some exceptions (skill games [7] and marginal contribution nets [17]), most of the algorithmic research for these classes of games has been on computing stability-based solutions. In the paper, we characterize the complexity of OptCS for many compact games by presenting polynomial-time exact algorithms, approximation algorithms, or NP-hardness and inapproximability lower bounds. Throughout the paper, we assume familiarity with fundamental concepts in computational complexity [1].

Contribution.
In this paper, we undertake a detailed and systematic study of computing optimal coalition structures for many important combinatorial optimization coalition games.

Our most important result is a general polynomial-time algorithm to compute an optimal coalition structure for any coalition game when the player types are known and the number of player types is bounded by a fixed constant. As a corollary, we obtain a polynomial-time algorithm to compute an optimal coalition structure for weighted voting games with a constant number of weight values, linear games with a constant number of desirability classes, and all known coalitional skill games with a constant number of skills.

In contrast to our general algorithmic result, we show that finding the player types is intractable in general from a communication and computational complexity point of view.

We present a 2-approximation algorithm for the case of weighted voting games and show that this approximation bound is the best possible. Our approximation and inapproximability results concerning weighted voting games may be of independent interest since they address a problem in the family of knapsack problems [12] which has not been studied before.

We also examine well-known coalition games based on graphs and characterize the complexity of computing the optimal coalition structures. Interestingly for certain combinatorial optimization games for which the combinatorial optimization problem is NP-hard, the problem of computing an optimal coalition structure is easy.

2. PRELIMINARIES
In this section, we define several important classes of coalition games and formally define the fundamental computational problem OptCS.

2.1 Coalitional games
We begin with the formal definition of a coalitional game.

Definition 1 (Coalitional Games). A coalitional game is a pair \((N,v)\) where \(N = \{1, \ldots, n\}\) is a set of players and \(v : 2^N \rightarrow \mathbb{R}\) is a characteristic or valuation function that associates with each coalition \(C \subseteq N\) a payoff \(v(C)\) where \(v(\emptyset) = 0\). A coalitional game \((N,v)\) is monotonic when it satisfies the property that \(v(C) \leq v(D)\) if \(C \subseteq D\).

Throughout the paper, when we refer to a general coalitional game, we assume such a coalitional game with transferable utility. For the sake of brevity, we will sometimes refer to the game \((N,v)\) as simply \(v\).

Definition 2 (Simple Game). A simple game is a monotonic coalitional game \((N,v)\) with \(v : 2^N \rightarrow \{0,1\}\) such that \(v(\emptyset) = 0\) and \(v(N) = 1\). A coalition \(C \subseteq N\) is winning if \(v(C) = 1\) and losing if \(v(C) = 0\). A minimal winning coalition (MWC) of a simple game \(v\) is a winning coalition in which defection of any player makes the coalition losing. A simple game can be represented by \((N,W^m)\), where \(W^m\) is the set of minimal winning coalitions.

For any monotonic coalitional game, one can construct a corresponding threshold game. Threshold versions are common in the multiagent systems literature; see for instance [6, 11].

Definition 3 (Threshold versions). For each coalitional game \((N,v)\) and each threshold \(t \in \mathbb{R}^+\), the corresponding threshold game is defined as the coalitional game \((N,v^t)\), where

\[
\begin{align*}
  v^t(C) &= 1 \quad \text{if } v(C) \geq t, \\
  v^t(C) &= 0 \quad \text{otherwise}.
\end{align*}
\]

It can easily be verified that if a game \((N,v)\) is monotonic, then for any threshold \(t \leq v(N)\), the threshold version \((N,v^t)\) is a simple game.

2.2 Coalitional game classes
We now review a number of specific classes of coalition games. Here we adopt the convention that if CLASS denotes a particular class of games, we have T-CLASS refer to the class of threshold games corresponding to games in CLASS, i.e., for every threshold \(t\), \((N,v^t)\) is in T-CLASS if and only if \((N,v)\) is in CLASS.

Weighted voting games are a widely used class of monotonic games.

Definition 4 (Weighted voting games [11]). A weighted voting game \((WVG)\) is a simple game \((N,v)\) for which there is a quota \(q \in \mathbb{R}^+\) and a weight \(w_i \in \mathbb{R}^+\) for each player \(i\) such that

\[
v(C) = 1 \quad \text{if and only if } \sum_{i \in C} w_i \geq q.
\]

The WVG with quota \(q\) and weights \(w_1, \ldots, w_n\) for the players is denoted by \([q; w_1, \ldots, w_n]\), where we commonly assume \(w_i \geq w_{i+1}\) for \(1 \leq i < n\).

A multiple weighted voting game \((MWVG)\) is the simple game \((N,v)\) for which there are WVGs \((N,v_1), \ldots, (N,v_m)\) such that

\[
v(C) = 1 \quad \text{if and only if } v_k(C) = 1 \quad \text{for } 1 \leq k \leq m.
\]

We denote the MWVG game composed of \((N,v_1), \ldots, (N,v_m)\) by \((N,v_1 \wedge \cdots \wedge v_m)\).

Other important classes of games are defined on graphs. Among these are spanning connectivity games, independent set games, matching games, network flow games, and graph games, where either nodes or edges are controlled by players and the value of a coalition of players depends on their ability to connect the graph, enable a bigger flow, or obtain a heavier matching or edge set.

Definition 5 (Spanning connectivity game [3]). For each connected undirected graph \(G = (V,E)\), we define the spanning connectivity game (SCG) on \(G\) as the simple game \((N,v)\) where \(N = E\) and for all \(C \subseteq E\), \(v(C) = 1\) if and only if there exists some \(E' \subseteq C\) such that \(T = (V,E')\) is a spanning tree.
Definition 6 (Independent set game [9]). For each connected undirected graph \( G = (V, E) \), we define the independent set game (ISG) on \( G \) as the game \((N, v)\) where \( N = V \) and for all \( C \subseteq V \), \( v(C) \) is the cardinality of the maximum independent set on the subgraph of \( G \) induced on \( C \).

Definition 7 (Matching game [13]). Let \( G = (V, E, w) \) be a weighted graph. The matching game corresponding to \( G \) is the coalitional game \((N, v)\) with \( N = V \) and for each \( C \subseteq N \), the value \( v(C) \) equals the weight of the maximum matching of the subgraph induced by \( C \).

Graph games are likewise defined on weighted graphs [10].

Definition 8 (Graph game [10]). For a weighted graph \((V, E, w)\), the graph game (GG) is the coalitional game \((N, v)\) where \( N = V \) and for each \( C \subseteq N \), \( v(C) \) is the weight of edges in the subgraph induced by \( C \). In this paper, we sometimes assume that the graph corresponding to a characteristic function \( v \) is unweighted with negative edge weights are allowed by GG. Note that we represent the class of graph games where negative edge weights are allowed by GG. Note that for this latter general class of graph games, we allow the characteristic function \( v \) to map to negative reals.

A flow network \((V, E, c, s, t)\) consists of a directed graph \((V, E)\), with capacity on edges \( c : E \to \mathbb{R}^+ \), a source vertex \( s \in V \), and a sink vertex \( t \in V \). A network flow is a function \( f : E \to \mathbb{R}^+ \), which obeys the capacity constraints and the condition that the total flow entering any vertex (other than \( s \) and \( t \)) equals the total flow leaving the vertex. The value of the flow is the maximum amount flowing out of the source.

Definition 9 (Network flow game [6]). For a flow network \((V, E, c, s, t)\), the associated network flow game (NFG) is the coalitional game \((N, v)\), where \( N = E \) and for each \( C \subseteq E \) the value \( v(C) \) is the value of the maximum flow \( f \) with \( f(e) = 0 \) for all \( e \in E \setminus C \).

Definition 10 (Path coalitional games). For an unweighted directed/undirected graph, \( G = (V \cup \{s, t\}, E) \),

- the corresponding Edge Path Coalitional Game (EPCG) is a simple coalitional game \((N, v)\) such that \( N = E \) and for any \( C \subseteq N \), \( v(C) = 1 \) if and only if \( C \) admits an \( s-t \) path.
- the corresponding Vertex Path Coalitional Game (VPCG) is a simple coalitional game \((N, v)\) such that \( N = V \) and for any \( C \subseteq N \), \( v(C) = 1 \) if and only if \( C \) admits an \( s-t \) path.

Finally, we define the class of skill games, which were recently introduced by Bachrach and Rosenschein [5].

Definition 11 (Coalitional skill games [5]). A coalitional skill domain is composed of players \( N \), a set of tasks \( T = \{t_1, \ldots, t_m\} \) and a set of skills \( S = \{s_1, \ldots, s_k\} \). Each player \( i \) has a set of skills \( S(i) \subseteq S \), and each task \( t_j \) requires a set of skills \( S(t_j) \subseteq S \). The set of skills a coalition \( C \) has is \( S(C) = \bigcup_{i \in C} S(i) \). A coalition \( C \) can perform task \( t_j \) if \( S(t_j) \subseteq S(C) \). The set of tasks a coalition \( C \) can perform is \( T(C) = \{t_j \mid S(t_j) \subseteq S(C)\} \). A task value function is a monotonic function \( u : 2^T \to \mathbb{R} \). A coalitional skill game (CSG) in a coalitional skill domain is a game \((N, v)\) such that for all \( C \subseteq N \), \( v(C) = u(T(C)) \). We call players \( i, j \in N \) strategically equivalent if for every coalition \( C \in N \setminus \{i, j\} \) it holds that \( v(C \cup \{i\}) = v(C \cup \{j\}) \). When two players \( i, j \in N \) are strategically equivalent, we say that \( i \) and \( j \) are of the same player type.
Definition 16 (Valid type-partition). A valid type-partition for a game \((N,v)\) is a partition \(P\) of \(N\) such that for each player set \(C \subseteq P\), all players in \(C\) are of the same player type.

Let \(\text{OptCS}(k\text{-types})\) be the problem where the goal is to compute an optimal coalition structure for a coalition game \((N,v)\), given as input a partition \(P\) of \(N\) with \(|P| \leq k\) and the characteristic function \(v\). Note that if all players are different, then \(|P| = n\). In general it is not easy to verify that a given partition for a simple game is a valid type-partition. But under the assumption that we are given a valid type-partition, and \(v\) is easy to compute, it turns out that an optimal coalition structure can be computed in polynomial time.

3.1 A general algorithm

Now we will show that there exists a general polynomial-time algorithm to compute an optimal coalition structure for any coalition game when we are given a valid type-partition with a number of player types bounded by a constant. Our algorithm utilizes dynamic programming to compute an optimal coalition structure provided there are a constant number of player types.

Theorem 1. There is a polynomial-time algorithm for \(\text{OptCS}(k\text{-types})\), provided that querying \(v\) takes at most polynomial time, and the given input partition is a valid type-partition.

Proof. Let \(N = \{1, \ldots, n\}\) be the player set and \(P = \{T_1, \ldots, T_k\}\) be the input type-partition. We define coalition-types as follows: for non-negative integers \(t_1, \ldots, t_k\), the coalition-type \(T(t_1, \ldots, t_k)\) is the set of coalitions \(\{C | \forall i \in \{1, \ldots, k\} : |C \cap T_i| = t_i\}\). In words, coalitions in coalition-type \(T(t_1, \ldots, t_k)\) have \(t_i\) players of type \(T_i\), for \(1 \leq i \leq k\). Note that \(v\) maps all coalitions of the same coalition-type to the same value.

First our algorithm computes a table \(V\) of values for each coalition type. In order to do this we need to query \(v\) at most \(n^k\) times, since \(1 \leq t_i \leq n\) for all \(i\), \(1 \leq i \leq k\). Let \(\text{time}(v)\) denote the time it takes to query \(v\), then computing \(V\) takes \(O(n^k \cdot \text{time}(v))\) time.

We proceed with a dynamic programming approach in order to find an optimal coalition structure. Let \(f(a_1, \ldots, a_k)\) be the optimal social welfare attained by an optimal coalition structure on a game \((N',v)\) with \(N' = \{N' | \forall i \in \{1, \ldots, k\} : |N' \cap T_i| = a_i\}\). Note that it does not matter which \(N'\) we choose from this set: the choice of \(N'\) has no effect on the optimal social welfare since all \(N'\) are of the same coalition-type. We are interested in computing \(f([T_1], \ldots, [T_k])\). By \(\gamma(G)\), we signify those type-partitions which generate the same total utility as the empty set.

Since \(v(\emptyset) = 0\), the following recursive definition of \(f(a_1, \ldots, a_k)\) follows:

\[
f(a_1, \ldots, a_k) = \begin{cases} 
0 & \text{if } a_1 = 0 \text{ for } 1 \leq i \leq k, \\
\max \{ f(a_1 - b_1, \ldots, a_i - b_i, b_{i+1}, \ldots, b_k) + v(b_1, \ldots, b_k) : \forall i \in \{1, \ldots, k\} : b_i = 0 \} & \text{otherwise} 
\end{cases}
\]

The recursive definition of \(f(a_1, \ldots, a_k)\) directly implies a dynamic programming algorithm. The dynamic programming approach works by filling in a \([T_1] \times \cdots \times [T_k]\) table \(Q\), where the value of \(f(a_1, \ldots, a_k)\) is stored at entry \(Q[a_1, \ldots, a_k]\). Once the table has been computed, \(f([T_1], \ldots, [T_k])\) is returned. The entries of \(Q\) are filled in according to (1). In order to utilize (1), “lower” entries are filled in first, i.e. \(Q[a_1, \ldots, a_k]\) is filled in before \(Q[a_1', \ldots, a_k']\) if \(a_i \leq a_i'\) for \(1 \leq i \leq k\). Evaluating (1) then takes \(O(n^k)\) time (due to the “otherwise”-case of (1), where the maximum of a set at most \(n^k\) elements needs to be computed). There are \(O(n^k)\) entries to be computed, so the algorithm runs in \(O(n^k \cdot \text{time}(v) + n^{2k})\) time.

It is straightforward to extend this algorithm so that it (instead of outputting only the optimal social welfare) also computes and outputs an actual coalition structure that attains the optimal social welfare. To do so, maintain another table \([T_1] \times \cdots \times [T_k]\) table \(R\). At each point in time that some entry of \(Q\) is computed, say \(Q[a_1, \ldots, a_k]\), now also fill in \(R[a_1, \ldots, a_k]\). \(R[a_1, \ldots, a_k]\) contains a description of a set \(C\) of coalitions such that \(\sum_{C \subseteq C} v(C) = f(a_1, \ldots, a_k)\) and \(|C| \in [T_1, \ldots, T_k]\). It suffices to describe \(C\) by simply listing the type of each \(C \subseteq C, \text{ and it is straightforward to verify that we can set } R[a_1, \ldots, a_k] \rightarrow \emptyset \text{ if } (a_1, \ldots, a_k) \in \gamma(G)\). And otherwise set \(R[a_1, \ldots, a_k] \rightarrow \{T[a_1 - b_1, \ldots, a_i - b_i, b_{i+1}, \ldots, b_k] : \forall i \in \{1, \ldots, k\} : b_i = 0 \}\) where \(b_1, \ldots, b_k\) is the argument in the max-expression of (1).

3.2 Difficulty of finding types

The polynomial-time algorithm given in Theorem 1 relies on the promise that the type-partition given in the input is valid. A natural question is now whether it is also possible to efficiently compute the type-partition of a game in polynomial time when given only the weaker promise that the number of player types is constant \(k\). We answer this question negatively. For randomized algorithms, we show high communication complexity is necessary, i.e. we show that an exponential amount of information is needed from the characteristic function \(v\) when we are given no information on the structure of the characteristic function and we rely only on querying \(v\). In fact, the theorem states that this is the case even when \(v\) is simple and \(k = 2\). It should be noted that this result also holds for deterministic algorithms, since they are a special case of randomized algorithms. Despite this negative result, we show in Section 3.3 that we can do better for some subclasses of games, when we are provided information on the structure of function \(v\).

Theorem 2. Any randomized algorithm that computes a player type-partition when given as input a monotonic simple game \((N,v)\) that has \(2\) player types, requires at least \(\Theta(2^n)\) queries to \(v\).

Proof. We use Yao's minimax principle [24], which states that the expected cost of a randomized algorithm on a given problem’s worst-case instances is at least the lowest expected cost among all deterministic algorithms that run on any fixed probability distribution over the problem instances.

Consider the following distribution over the input, where the player set is \(N = \{1, \ldots, n\}\) and \(n\) is even, the number of player types is always \(k = 2\), and the given game \((N,v)\) is simple and monotonic. Valuation \(v\) is drawn uniformly at random from the set \(V = \{v_C | C \subseteq N, |C| = n/2\}\) where in \(v_C\), we call \(C\) the critical coalition. Function \(v_C\) is specified as follows:

- \(v_C(D) = 0\) when \(|D| < n/2\);
- \(v_C(D) = 1\) when \(|D| > n/2\);
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\item $v_C(D) = 1$ when $D = C$, i.e. $D$ is the critical coalition;
\item $v_C(D) = 0$ otherwise.

Observe that there are exactly two player types in any instance that has non-zero probability of being drawn under this distribution: when $v_C$ is drawn, the type-partition is $(C, N \setminus C)$. Also observe that for coalitions $C$ of size $\frac{n}{2}$, $v(C) = 1$ with probability $\frac{1}{\binom{n}{n/2}}$, because $v$ is drawn uniformly at random from $V$.

Now let us consider an arbitrary deterministic algorithm $A$ that computes the type-partition for instances in this input distribution by queries to $v$. Let $C$ be the critical coalition of $n/2$ players such that $v(C) = 1$. $A$ will have to query $v(C)$ in order to know which characteristic function from $V$ has been drawn, and thus determine the type-partition correctly. Let $Q(v)$ be the sequence of queries to $v$ that $A$ generates. Let $Q'(v)$ be the subsequence obtained by removing from $Q(v)$ all queries $v(D)$ such that $|D| \neq n/2$ and all queries that occur after $v(C)$. Because $A$ is deterministic, the query sequence of $A$ is the same among all instances up to querying the critical coalition, since the critical coalitions are the only points in which the characteristic functions of $V$ differ from each other. Therefore the expected length of $Q'(v)$ is $\binom{n}{n/2}/2$. Because $A$ was chosen arbitrarily, we conclude that also the most efficient deterministic algorithm is expected to make at least $\binom{n}{n/2}/2 = \Theta(\frac{n^2}{\sqrt{\pi n}})$ queries to $v$, and the theorem now follows from Yao’s principle.

Shrot et al. [22] showed that checking whether two players are of the same type is NP-hard for coalitional games defined by Conitzer and Sandholm [8]. But the games are such that even computing the value of a coalition is NP-hard. One can say something stronger.

**Proposition 1.** There exists a representation of coalitional games for which checking whether two players are of the same type is coNP-complete even if the value of each coalition can be computed in polynomial time.

**Proof.** A coalition $C \subseteq N \setminus \{i,j\}$ such that $v(C \cup \{i\}) \neq v(D \cup \{j\})$ is a polynomial-time certificate for membership in coNP. Also, it is well known that checking whether two players in a WVG have the same Banzhaf index is coNP-complete [15]. Since two players in a WVG are of the same type if and only if they have the same Banzhaf index, we are done.

\subsection*{3.3 Applications of Theorem 1}

Theorem 2 and Proposition 1 indicate that finding player types is in general a difficult task. Despite these negative results, Theorem 1 still applies to all classes of coalitional games and many natural settings where the type-partition is implicitly or explicitly evident:

**Corollary 1.** There exists a polynomial-time algorithm that solves OptCS(WVG) in the following cases: 1.) in the input game (given in weighted form), the number of distinct weights is constant; 2.) in the input game (given in weighted form) the number of distinct weight vectors for the players is constant.

**Proof.** When two players have the same weight (in the case of WVGs) or weight vectors (in the case of MWVGs), they are strategically equivalent. Therefore we can type-partition the players according to their weights and apply Theorem 1.

There exists a polynomial-time algorithm for computing the desirability classes, when given the list of shift-minimal winning coalitions of a linear game [2]. This immediately yields the following corollary:

**Corollary 2.** In the following cases, there exists a polynomial-time algorithm that computes an optimal coalition structure for linear games with a constant number of desirability classes: 1.) the input game is represented as a list of (shift-)minimal winning coalitions; 2.) the input game is represented as a list of (shift-)maximal losing coalitions.

Bachrach et al. [7] proved that OptCS(CSG) is polynomial-time solvable if the number of tasks is constant and the ‘skill graph’ has bounded tree-width. As a corollary of Theorem 1, we obtain a complementing positive result which applies to all of the coalitional skill games defined in [5].

**Corollary 3.** There exists a polynomial-time algorithm that computes an optimal coalition structure for WTSGs and W-TWTSGs with at most a fixed number of player types or a fixed number of skills.

**Proof.** Assume that there the number of skills is a constant $k$. Then there is a maximum of $2^k$ player types. A polynomial-time algorithm that computes an optimal coalition structure now follows from Theorem 1.

\section*{4. WEIGHTED VOTING GAMES AND SIMPLE GAMES}

In this section, we examine weighted voting games (WVGs) and, more generally, simple games. Weighted voting games are coalitional games widely used in multiagent systems and AI. We have already seen that there exists a polynomial-time algorithm to compute an optimal coalition structure for WVGs with a constant number of weight values. We show that if the number of weight values is not a constant, then the problem becomes strongly NP-hard.

**Proposition 2.** For a WVG, checking whether there is a coalition structure that attains social welfare $k$ or more is NP-complete.

**Proof.** We prove this by a reduction from an instance of the classical NP-hard Partition problem to checking whether a coalition structure in a WVG gets social welfare at least $2$. An instance of the problem $k$-Partition is a set of $n$ integer weights $A = \{a_1, \ldots, a_n\}$ and the question is whether it is possible to partition $A$, into $k$ subsets $P_1 \subseteq A, \ldots, P_k \subseteq A$ such that $P_i \cap P_j = \emptyset \text{ and } \bigcup_{1 \leq i \leq k} P_i = A$ and for all $i \in \{1, \ldots, k\}$, $\sum_{a_j \in A \setminus P_i} a_j = \sum_{1 \leq j \leq n} a_j/k$.

Without loss of generality, assume that $W = \sum_{a_i \in A} a_i$ is a multiple of $k$. Given an instance of $k$-Partition $I = \{a_1, \ldots, a_k\}$, we can transform it to a WVG $v = \{q; w_1, \ldots, w_k\}$ where $w_i = a_i$ for all $i \in \{1, \ldots, k\}$ and $q = W/k$. Then the answer to $I$ is yes if and only if there exists a coalition structure $\pi$ for $v$ such that $v(\pi) = k$.

Since 3-Partition is strongly NP-complete, it follows that OptCS(WVG) is strongly NP-hard. This is contrary to the other results concerning WVGs where computation becomes easy when the weights are encoded in unary [15]. Note that any strongly NP-hard optimization problem with a polynomially bounded objective function cannot have an FPTAS.
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unless \( P = NP \). Proposition 2 does not discourage us from seeking an approximation algorithm for WVGs. We show that there exists a 2-optimal polynomial-time approximation algorithm:

**Proposition 3.** There exists a 2-optimal polynomial-time approximation algorithm for OptCS(WVG).

**Proof.** Consider the following algorithm: Let \([q; w_1, \ldots, w_n] \) be the input (so \( N = \{1, \ldots, n\} \)). We assume without loss of generality that \( w_i \leq q \) for all \( i \). The algorithm first sets \( p[0] := 0 \), and then computes for some number \( c \) the values \( p[1], \ldots, p[c] \) using the rule

\[
p[i] := \begin{cases} 
n & \text{if } \sum_{k=1}^{i-1} w_k < q, \\
\min\{j \mid \sum_{k=1}^{i} w_k \geq q, (p[i-1] + 1) \leq j \leq n\} & \text{otherwise},
\end{cases}
\]

where \( c \) is taken such that \( p[c] = n \). The algorithm outputs the coalition structure \( \{C_1, \ldots, C_c\} \), where for \( 1 \leq i \leq c \),

\[
C_i = \{p[i-1] + 1, \ldots, p[i]\}.
\]

Observe that the coalitions \( C_1 \) to \( C_{c-1} \) are all winning and \( C_c \) is not necessarily winning, so the value of the computed coalition structure is at least \( c - 1 \). By our assumption, the total weight of any of the coalitions \( C_1, \ldots, C_{c-1} \) is less than \( 2q \), and the total weight of \( C_c \) is less than \( q \). Therefore, the total weight of \( N \) is strictly less than \( q(2c-1) \), so the optimal social welfare is at most \( 2c-2 = 2(c-1) \). This is two times the social welfare of the coalition structure computed by the algorithm.

A tight example for the algorithm described in the proof of Theorem 3 would be \([q; q - \epsilon, q - \epsilon, \ldots, q - \epsilon] \), where \( q \) is a fixed constant and \( \epsilon \) is any positive real number strictly less than \( q/2 \). On this input, the algorithm outputs a coalition structure that attains a social welfare of 1, while the optimal social welfare is clearly 2. The following proposition shows that there does not exist a better polynomial-time approximation algorithm under the assumption that \( P \neq NP \).

**Proposition 4.** Unless \( P = NP \), there exists no polynomial-time algorithm which computes an \( \alpha \)-optimal coalition structure for a WVG where \( \alpha < 2 \).

**Proof.** We would be able to solve the NP-complete problem PARTITION in polynomial time if there existed a \((\leq 2)\)-optimal polynomial-time approximation algorithm for OptCS(WVG). We could reduce a partition instance \((w_1, \ldots, w_n)\) to a weighted voting game \([q; w_1, \ldots, w_n]\) where \( q = \sum_1^n w_n \). Because the sum of all weights of the players is \( 2q \), a \((\leq 2)\)-optimal approximation algorithm would output an optimal coalition structure when provided with this instance. The output coalition structure directly corresponds to a solution of the original PARTITION instance, in case it exists. Otherwise, the social welfare attained by the output coalition structure is 1.

Simple games that are not necessarily weighted, and are represented by the list of minimal winning coalitions, are even harder to approximate.

**Proposition 5.** OptCS(MWC), i.e. OptCS for simple games represented as a list of minimal winning coalitions, cannot be approximated within any constant factor unless \( P = NP \).

**Proof.** This can be proved by a reduction from an instance of the classical \( NP \)-hard maximum clique (MaxClique) problem. It is known that MaxClique cannot be approximated within any constant factor [14].

Consider the instance \( I \) of MaxClique represented by an undirected graph \( G \) where \( G = (V, E) \). Transform \( I \) into instance \( I' = (N, W^n) \) of OptCS(MWC) in the following way. Define \( N = \{v, v' \mid v \in V, v' \notin V\} \) to be all subsets of \( V \) of cardinality 2. Next, let \( W^n = \{C_i : i \in V\} \), and for all \( i \in V \) define \( C_i = \{i, j\} \mid \{i, j\} / \notin E \). Now two coalitions \( C_i \) and \( C_j \) are disjoint if and only if \( \{i, j\} \notin E \). Then the maximum clique size is greater than or equal to \( k \) if and only if there is a coalition structure for \((N, W^n)\) that attains social welfare \( k \). Now assume that there exists a polynomial-time algorithm which computes a coalition structure \( \pi \) which gets social welfare within a constant factor \( \alpha \) of the maximum possible social welfare \( k \). Then we can use \( \pi \) to get a constant-factor approximation solution to instance \( I \) in polynomial time in the following way. Consider the set of vertices \( \{i : C_i \pi \} \). Since for \( C_i, C_j \pi \), \( C_i \) and \( C_j \) are disjoint, then we know that \( \{i, j\} \in E \). Therefore the vertices \( \{i : C_i \pi \} \) form a clique of size \( k/\alpha \).

5. GAMES ON GRAPHS

Numerous classes of coalitional games are based on graphs. We characterize the complexity of OptCS for many of these classes in the section. We first turn our attention to one such class for which the computation of cooperative game solutions is well studied [10]. We see that OptCS is computationally hard in general for graph games:

**Proposition 6.** For the general class of graph games \( GG \), the problem OptCS is strongly \( NP \)-hard.

**Proof.** We prove by presenting a reduction from the strongly \( NP \)-hard problem MaxCut. Consider an instance \( I \) of MaxCut with a connected undirected graph \( G = (V, E, w) \) and non-negative weights \( w(i, j) \) for each edge \( (i, j) \). Let \( W = \sum_{(i,j) \in E} w(i,j) \) and define \( P(i) \) as the vertices on the same side as as vertex \( i \). We show that if there is a polynomial-time algorithm which computes an optimal coalition structure, then we have a polynomial-time algorithm for MaxCut. There exists a polynomial-time reduction that reduces \( I \) to an instance \( I' = (V', E', w') \) of OptCS for graph games where \( V' = V \cup \{x_1, x_2\} \) and \( E' = E \cup \{(x_1, i) : i \in N\} \cup \{(x_2, i) : i \in N\} \cup \{(x_1, x_2)\} \). The weight function \( w' \) is defined as follows: \( w'(a, b) = -w(a, b) \) if \( a, b \in V \), \( w'(a, b) = W + 1 \) if \( a \in \{x_1, x_2\} \) and \( b \in V \), \( w'(a, b) = -(|V| + 1)W \) if \( a = x_1 \) and \( b = x_2 \).

We now show that a solution to instance \( I' \) of OptCS(GG) can be used to solve instance \( I \) of MaxCut. Assume that \( \pi' \) is an optimal coalition structure for \( I' \). Then we know that \( \pi \) is of the form \( \{x_1, A', \{x_2, B'\}\} \) where \( A', B' \) is a partition of \( V \). We also know that \( \sum_{a \in A'} w(a, b) \) is minimized in \( \pi' \). Therefore, we have a corresponding partition \( \pi \) of \( V \) such that \( \sum_{a \in A} w(a, b) \) is maximized.

**Observation 1.** It is clear that for \( GG^{+} \), the coalition structure containing only the grand coalition is the optimal coalition structure.

We now present some positive results concerning OptCS for other games on graphs:
Proposition 7. OptCS (SCG) can be solved in polynomial time.

Proof. For a SCG, OptCS is equivalent to computing the maximum number of edge disjoint spanning subgraphs. Clearly, the maximum number of edge disjoint spanning trees is greater than or equal to the maximum number of spanning subgraphs. Since the spanning trees are also spanning subgraphs, the problem reduces to computing the maximum number of disjoint spanning trees. The problem is solvable in \(O(m^2)\) \[19\] . \(\square\)

Proposition 8. For EPCGs and VPCGs, OptCS can be solved in polynomial time.

Proof. The problems are equivalent to computing the maximum number of edge disjoint and vertex disjoint s-t paths respectively. There are well-known algorithms to compute them. For example, the maximum number of edge disjoint s-t paths is equal to the max flow value of the graph in which each edge has unit capacity. The problem of maximizing the number of of vertex disjoint paths can be reduced to maximizing the number of vertex disjoint paths in the following way: duplicate each vertex (apart from s and t) with one getting all ingoing edges, and the other getting all the outgoing edges, and an internal edge between them with the node weight as the edge weight. \(\square\)

Proposition 9. The coalition structure containing only the grand coalition is an optimal coalition structure for: 1.) NFGs and 2.) Matching games.

Proof. 1.) Assume there is a coalition structure \(\pi\) of the edges which achieves the total social welfare of \(s\). This means that the sum of the net flow for each \(E' \in \pi\) totals \(s\). Since each member of \(\pi\) is mutually exclusive, for any \(A, B \in \pi\), the flows in \(A\) and \(B\) do not interact with each other. Now, consider the coalition structure \(\pi' = \{E\}\) which consists of the grand coalition. Then \(E\) can achieve a network flow of at least \(s\) by having exactly the same flows as that of \(\pi\), we know that \(v(\pi') \geq s\). Therefore, the coalition structure consisting of only the grand coalition attains a social welfare that is at least the social welfare attained by any other coalition structure.

2.) Assume there is a coalition structure \(\pi = \{V_1, \ldots, V_k\}\) of the vertices that attains a social welfare of \(s\). Let the maximum weighted matching of the graph \(G[V_i]\) restricted to vertices \(V_i\) be \(m_i\). Then we know that \(\sum_{1 \leq i \leq k} m_i = s\). Since each member of \(\pi\) is mutually exclusive, for any \(V_i, V_j \in \pi\), the matchings in \(G[V_i]\) and \(G[V_j]\) have no intersection with each other. Now, consider the coalition structure \(\pi' = \{E\}\) which consists of the grand coalition. Then \(V\) can achieve a maximum matching of at least \(s\) by having exactly the same matchings as that of vertex sets in \(\pi\). This implies that that \(v(\pi') \geq s\). Therefore, the coalition structure consisting of only the grand coalition attains a social welfare that is at least the social welfare attained by any other coalition structure. \(\square\)

On the other hand, the threshold versions of certain games are computationally harder to solve because of their similarity to WVGs \[4\]. As a corollary of Prop. 4, we obtain the following:

Corollary 4. Unless \(P = NP\), there exists no polynomial-time algorithm which computes an \(\alpha\)-optimal coalition structure for \(\alpha < 2\) and for the following classes of games: 1. T-NFG. 2. T-Matching game and 3. T-GG+.

In some cases, OptCS may be expected to be intractable because the coalitional game is defined on a combinatorial optimization domain which itself is intractable. We observe that even if computing the value of coalitions is intractable, solving OptCS may be easy:

Observation 2. Given an instance of maximum independent set, graph \(G = (V, E)\), finding the value of the coalition \(v(N)\) is \(NP\)-hard, but the optimal coalition structure is all singletons.

6. CONCLUSIONS

Coalition structure generation is an active area of research in multiagent systems. We presented a general positive algorithmic result for coalition structure generation, namely that an optimal coalition structure can be computed in polynomial time if the player types are known and the number of player types is bounded by a constant. In many large multiagent systems, it is a valid assumption that there are a lot of agents but the agents can be divided into a bounded number of strategic classes. For example, skill games are well motivated for coordinated rescue operation settings \[5, 7\]. In these settings, there may be a large number of rescuers but they can be divided into a constant number of types such as firemen, policemen and medics. We have also undertaken a detailed study of the complexity of computing an optimal coalition structure for a number of well-studied games and well-motivated games in AI, multiagent systems and operations research. The results are summarized in Table 1.
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<table>
<thead>
<tr>
<th>Game class</th>
<th>Complexity of OptCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coalition value oracle (valid type-partition</td>
<td>P (Th. 1)</td>
</tr>
<tr>
<td>with a const. no. of player types)</td>
<td>P (Cor. 1)</td>
</tr>
<tr>
<td>WVNG (const. no. weight values)</td>
<td>P (Cor. 3)</td>
</tr>
<tr>
<td>(T-)WTCSGs (const. no. skills or const. no. of</td>
<td>P [7]</td>
</tr>
<tr>
<td>player types)</td>
<td>P (Prop. 7)</td>
</tr>
<tr>
<td>WCSG (const. tasks, bounded tree-width skill</td>
<td>P (Prop. 8)</td>
</tr>
<tr>
<td>graph)</td>
<td>P (Prop. 9)</td>
</tr>
<tr>
<td>SCG</td>
<td>NP-hard [17]</td>
</tr>
<tr>
<td>EPCG and VPCG</td>
<td>P (Obs. 1)</td>
</tr>
<tr>
<td>NFG and Matching Game</td>
<td>P (Obs. 2)</td>
</tr>
<tr>
<td>Marginal Contribution Nets</td>
<td>Strongly NP-hard (Prop. 6)</td>
</tr>
<tr>
<td>GG+</td>
<td>NP-hard to approx. within const. factor (Prop. 5)</td>
</tr>
<tr>
<td>Independent Set Game</td>
<td>Strongly NP-hard (Prop. 2),</td>
</tr>
<tr>
<td>GG</td>
<td>NP-hard to approx. within factor &lt; 2 (Prop. 4)</td>
</tr>
<tr>
<td>$(N, W^m)$</td>
<td>NP-hard even for SCSGs [7]</td>
</tr>
<tr>
<td>WVVG</td>
<td></td>
</tr>
<tr>
<td>T-Matching; T-NFG; T-GG</td>
<td></td>
</tr>
<tr>
<td>CSG</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of complexity results for OptCS
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Non–cooperative game theory provides formal tools to model situations wherein rational agents interact and describes the pertinent solution concepts [5]. The central solution concepts are the Nash equilibrium for games in which agents play simultaneously (said in strategic form) and the subgame perfect equilibrium when agents play sequentially (said in extensive form). Game theory proves that any finite game admits at least an equilibrium (Nash and subgame perfect), however it leaves open the problem to compute it. Equilibrium computation is currently one of the most challenging problem in computer science [17].
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The formal model of a game is based on the concept of mechanism. It defines the rules of the game, specifying the number of roles of the agents, the actions available to the agents, the sequential structure of the game, and the preferences of the agents over the outcomes (usually expressed as utility functions). Almost the entire game theory deals with games where the agents’ utility functions are known in analytical form. Recently, the class of simulation–based games have been proposed, in which the agents’ utility are not analytical known, but they are the result of a (usually continuous) simulation process. The main interest in studying these games lays in developing algorithms able to find agents’ (approximate) equilibrium strategies without having any information about the simulation process.

The main work on equilibrium computation for simulation–based games is described in [21]. The authors provide algorithms based on best response iteration to find an approximate Nash equilibrium, where the best responses are approximated by using stochastic optimization techniques (precisely, simulated annealing). The authors discuss also the conditions that assure their algorithms to converge (in probability) to an equilibrium. However, this work is applicable only to games in strategic form. The study of simulation–based games in extensive form has not received enough attention. To the best of our knowledge, the unique pertinent result is provided in [20], where the authors employ the simulation–based framework for mechanism design.

In this paper, we provide the first study of simulation–based (continuous) extensive–form games. After having defined the class of simulation–based extensive–form games (Section 2), we provide two algorithms to compute an approximate Nash equilibrium (NE) and an approximate subgame perfect (SPE) respectively, that work directly on the game tree (Section 3). These algorithms exploit black–box (stochastic) optimization techniques. We develop our algorithms with three different optimization techniques: simulated annealing (as in [21]), cross entropy method, and Lipschitz optimization. Then, we experimentally evaluate the performance of our algorithms (and optimization techniques) in terms of: ε value of the found ε–approximate equilibrium, number of evaluated samples, and time (Section 5). We experimentally show that an NE can be found in game trees deeper than in the SPE case.

2. SIMULATION–BASED AND EXTENSIVE–FORM GAMES
The class of simulation–based games was introduced in [21] and captures situations where the agents’ utility functions
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are not analytically known, but they are given as the result of a simulation process. Formally, there is an oracle \( \mathcal{O} \) that, given an outcome of the game, produces a (possibly noisy) sample from the agents’ joint utility functions. Since most of simulation processes are based on real-valued variables, a very interesting class of simulation-based games is that of games where the agents’ actions are continuous. In these games, the actions available to the agents are the assignment of values to one or more real-valued variables. In what follows, we define the concept of simulation-based extensive-form games and we review the appropriate solution concepts. As customary in game theory, we distinguish the mechanism, that specifies the game rules, from the strategies, that specify the agents’ behavior during the game.

### 2.1 Mechanism

A finite perfect-information extensive-form game is a tuple \( (N,A,V,T,\iota,\rho,\chi,u) \), where: \( N \) is the set of \( n \) agents, \( A \) is a set of actions, \( V \) is the set of decision nodes of the game tree, \( T \) is the set of terminal nodes of the game tree, \( \iota: V \to N \) is the agent function that specifies the agent that acts at a given decision node, \( \rho: V \to \mathcal{P}(A) \) returns the actions available to agent \( \iota(v) \) at decision node \( v \), \( \chi: V \times A \to V \cup T \) assigns the next (decision or terminal) node to each pair composed of a decision node \( v \) and an action \( a \) available at \( v \), and \( u = (u_1, \ldots, u_n) \) is the set of agents’ utility functions where \( u_i: T \to \mathbb{R} \). An extensive-form game is with imperfect-information when some action of some agent is not perfectly observable by the agent’s opponents. In this paper, we limit our study to perfect-information games. Furthermore, we focus on games with perfect recall, where every agent recalls all the previously undertaken actions.

In our work, we consider continuous perfect-information extensive-form games. In these games, sets \( A, V, \text{ and } T \) are compact. Given a decision node \( v \), agent \( \iota(v) \) has a continuous set of actions \( \subseteq A \). Each action can lead to a different decision or terminal node. (The model can be easily extended to the case in which \( A, V, \text{ and } T \) are mixed sets composed of continuous and discrete elements.)

#### Example 2.1

Consider Figure 1, there are two agents (i.e., agent 1 and agent 2) that play according to a two-level game tree where the first agent to play is agent 1. Agent 1 can assign a real value to \( x_1 \) from the range \([0,1]\). After the assignment by agent 1, agent 2 can assign a real value to \( x_2 \) from the range \([0,1]\). Agents’ utility functions are defined on \( x_1 \) and \( x_2 \) as shown in figure. In a simulation-based extensive-form game, players’ utility functions \( u \) are not known. Formally, the component \( u \) in the tuple \((N,A,V,T,\iota,\rho,\chi,u)\) is substituted by oracle \( \mathcal{O} \) whose argument is \( t \in T \). We say that \((N,A,V,T,\iota,\rho,\chi,\mathcal{O})\) where \( \mathcal{O} = E[\mathcal{O}] \) is the underlying game of the simulation-based game where the oracle is \( \mathcal{O} \). Given \( u(t) \), we denote by \( u_i(t) \) the component of \( u \) reporting the utility of agent \( i \).

### 2.2 Strategies

In an extensive-form game, a pure strategy \( \sigma_i \) is a plan of actions specifying one action for each decision node of agent \( i \). A mixed strategy \( \sigma_i \) is a randomization over pure strategies (plans). When the game is continuous, the definition of a single plan is extremely complex and cannot be conveniently used. An alternative and more compact representation is given by behavioral strategies. These define the behavior of an agent at each node independently of the choices taken at other nodes. Essentially, a behavioral strategy \( \sigma_i \) assigns each decision node \( v \in V \) a probability distribution over the actions available at \( v \). With perfect recall, the two representations (plans and behavioral) are equivalent. A strategy profile collects the strategies of all the agents and is defined as \( \sigma = (\sigma_1, \ldots, \sigma_n) \).

With continuous games, behavioral strategies are usually expressed as functions that map actions played at previous nodes to an action (or a probability distribution) available at the current node.

#### Example 2.2

Consider the game in Fig. 1, possible strategies for agent 1 and agent 2 are:

\[
\sigma_1 = \begin{cases} 
    x_1 &= .3 \\
    x_2 &= .6 \text{ if } x_1 \leq .2 \\
    x_2 &= .9 \text{ if } x_1 > .2
\end{cases}
\]

Solving a game means to find a strategy profile in which agents’ strategies are somehow in equilibrium. Under the assumption that information is complete and common we can define the concept of Nash equilibrium (NE) as a strategy profile \( \sigma \) such that for all \( i \in N \); \( \sigma_i \) is a best response to \( \sigma_{-i} \), where \( \sigma_{-i} \) is given by \( \sigma \) once \( \sigma_i \) has been removed (easily, a strategy \( \sigma_i \) is a best response when no other strategy provides a larger utility). It is well known that in extensive-form games some Nash equilibria may be not reasonable with respect to the sequential structure of the game [5]. When information is perfect, the appropriate refinement of Nash for extensive-form games is the subgame perfect equilibrium (SPE) [5]. With perfect information, a subgame is a subtree of the game tree. Obviously, in continuous games, there are infinite subgames. A subgame perfect equilibrium is a strategy profile that is a Nash equilibrium in every subgame. Every finite extensive-form with perfect information has at least one subgame perfect equilibrium in pure strategies [5]. The same result holds when the game is continuous with bounded utility functions [8]. Since the subgame perfect equilibrium is a refinement of the Nash equilibrium, every continuous perfect-information extensive-form game always admits at least one Nash equilibrium (instead, continuous one-shot games may not admit any Nash equilibrium).

#### Example 2.3

Consider the game depicted in Fig. 1. There is ‘essentially’ a unique SPE (rigorously speaking, there are infinite SPEs, but they are all equivalent in terms of utilities), represented in Fig. 2 where:

\[
\sigma_1 = \begin{cases} 
    x_1 &= .5 \\
    x_2 &= .5 \text{ if } x_1 \leq .5 \\
    x_2 &= .5 \text{ if } x_1 > .5
\end{cases}
\]

This game does not admit additional NEs in pure strategies.
3. ALGORITHMS

The approximation of an equilibrium in simulation–based extensive–form games cannot be tackled with the algorithms proposed for strategic–form games. To use these algorithms, we need to represent the agents’ strategies as plans of actions and this is impractical. This pushes for the development of ad–hoc algorithms that work directly on the game tree.

We provide two algorithms to compute an approximate NE and an approximate SPE respectively. For sake of exposition, at first we present the algorithm for finding an approximate SPE. The algorithm for finding an approximate NE is an extension of the previous one. In both algorithms, we use $\sigma(v)$ to specify the agent $i(v)$’s strategy at node $v$.

3.1 Computing an approximate SPE

Formally, for each node $v \in V$ an SPE is defined as follows:

$$u^{SPE}(v) = \operatorname{arg \ max}_{\sigma \in \mathcal{S}(v)} \mathcal{U}(v, \sigma),$$

where $\mathcal{U}(v, \sigma)$ is the utility of agent $i(v)$ at node $v$ given action profile $\sigma$.

Algorithm 1 reports the pseudo–code to compute an approximate SPE. The algorithm, that works recursively, receives, as input, the current node $v$. Initially, the algorithm is called with $v$ as the root node. If the current node $v$ is terminal, then the oracle is called and a sample of agents’ utilities are returned (Line 2). Otherwise, the optimal strategy at $v$ is searched as follows. Initially, one or more action samples are generated (Line 4). Then, each sample $\sigma^k(v)$ is evaluated by recursively calling SPE$\_\operatorname{approximation}$ on the node reachable by application of action $\sigma^k(v)$ to node $v$ (Line 6). Given the evaluation of all the samples, if a termination condition holds (Line 7), the largest utility among those of all the samples is returned (Line 8). Otherwise, new samples are generated (Line 11). Functions SPE$\_\operatorname{initialization}$, SAM$\_\operatorname{ples}$ and TERMINATION$\_\operatorname{condition}$ are based on black–box non–linear optimization techniques (their description is provided in Section 4).

Example 3.1. Consider the game in Fig. 1. Algorithm 1 works as follows. At first some samples of $x_1$ are generated, e.g., $\{2, 4, 8\}$. For each sample, the algorithm is recursively called and samples for $x_2$ are produced, e.g., $\{3, 5, 8\}$ for $x_1 = 2$. Then, an iterative optimization process based on resampling is carried on to optimize the value of $x_2$ (i.e., $\leq 5$ for $x_1 = .2$) and, finally, to return the evaluation of utility associated with the sample of $x_1 = .2$ (i.e., $u_1 = 1$). Once utility associated with all the generated samples of $x_1$ are evaluated, an iterative optimization process based on resampling is carried on to optimize the value of $x_1$ (i.e., $u_1 = 2$).

Provided that the black–box non–linear optimization technique converges to the global optimum (see Section 4.4), it is easy to show that the proposed algorithm computes the solution of problem in Equation 1.

---

Algorithm 1: SPE$\_\operatorname{approximation}(v)$

1. if $v$ is terminal then
2. return $\mathcal{U}(v)$
3. else
4. $(\sigma^k(v)) \leftarrow \operatorname{SPE}$\_\operatorname{initialization}$((\rho(v))$
5. while true do
6. for each $\sigma^k(v)$, assign $u^k = \operatorname{SPE}\_\operatorname{approximation}(\chi(v, \sigma^k(v)))$
7. if TERMINATION\_\operatorname{condition} $(\{\sigma^k(v), \{u^k\})$ then
8. return $\operatorname{arg \ max}_{\sigma \in \mathcal{S}(v)} \mathcal{U}(v, \sigma)$
9. else
10. $(\sigma^k(v)) \leftarrow \operatorname{Samples}\_\operatorname{generation}$$(\rho(v), \{\sigma^k(v), \{u^k\})$
11. end if
12. end while
13. end if

---

Notice that the game cannot be solved by using the algorithm described [21] assuming that agent 1 and agent 2 assign values to $x_1$ and $x_2$ respectively. This would neglect the game sequential structure.
Algorithm 2 NE APPROXIMATION \((v)\)

1: if \(v\) is non-pre-terminal then
2: \(\sigma(v) \leftarrow \text{a random value uniformly distributed in } \rho(v)\)
3: \(u \leftarrow \text{NE APPROXIMATION}(\chi(v, \sigma(v)))\)
4: while true do
5: \([u, \hat{\sigma}(v)] \leftarrow \text{NE VALIDATION}(v, v)\)
6: if \(a_{i0} \leq u(v)\) then
7: return \(u\)
8: end if
9: \(\sigma(v) \leftarrow \hat{\sigma}(v)\)
10: \(u \leftarrow \text{NE APPROXIMATION}(\chi(v, \sigma(v)))\)
11: end if
12: end while
13: else
14: \((\sigma^k(v)) \leftarrow \text{SAMPLE_INITIALIZATION}(\rho(v))\)
15: while true do
16: for each \(\sigma^k(v)\), assign \(u^k = \mathbb{O}(\chi(v, \sigma^k(v)))\)
17: if \(\text{TERMINATION CONDITION}((\sigma^k(v)), \{u^k\})\) then
18: return \(\arg\max_{u(v)} u(v)\)
19: end if
20: end while
21: end if
22: end if

3.2 Computing an approximate NE

Surprisingly, although the NE concept poses constraints less hard than the SPE concept, the algorithm computing an NE results to be more twisted than the one computing an SPE. An NE can be formulated as in Equation 1 as far as her opponents is free, they do not necessarily maximize their utility. To assure that there is not any strategy such that the utility of agent \(i(v)\) can gain more by deviating form her strategy prescribed by \(\sigma\) at \(v\), we assume that all the opponents of \(i(v)\) behave in the attempt to minimize the utility of \(i(v)\). In this way, we find the maximin value of agent \(i(v)\) from the subgames. If the maximin value is larger than the utility given by the strategy prescribed by \(\sigma\), then \(\sigma\) is not an NE, otherwise there is at least a strategy of the subgames such that the strategy prescribed by \(\sigma\) is optimal. The validation process must be repeated at every node \(v\). If a strategy is not validated at a given node \(v\), Algorithm 2 assigns the maxmin strategy of the subgames to \(\sigma(v)\) (Line 8) and phase 1 is restarted.

Algorithm 3 works similarly to Algorithm 1 except that the agents of agent \(\epsilon(v_0)\), where \(v_0\) is the node whose strategy we are validating, minimize agent \(\epsilon(v_0)\)'s utility (Line 15). We use the same black-box optimization techniques used in the previous algorithms, passing \(\{-u^k_{\epsilon(v_0)}\}\) when we need to minimize (Lines 14 and 17).

Example 3.3. Consider the game depicted in Fig. 3. Suppose that Algorithm 2 has assigned \(x_1 = .3\) and \(x_2 = .1\), and that NE_VALIDATION is executed to validate the strategy of agent 1. A number of samples are generated for \(x_1\). For each sample of \(x_1\), the optimal value of \(x_2\) minimizing agent 1’s utility is found. It can be easily observed that the maxmin utility of agent 1 from all the subgames is 1 and therefore the initial strategy is validated.
the one provided by the strategy to validate. Moreover, in all the subgames of \( v_0 \), we do not strictly need that opponents of agent \( \ell(v_0) \) find the minimum of agent \( \ell(v_0) \)'s utility, but it is sufficient that they find an action such that agent \( \ell(v_0) \)'s utility is not larger than the one provided by the strategy to validate. Therefore, the termination condition at Line 8 can be safely modified in the following way: as soon as a sample provides agent \( \ell(v_0) \) with a utility larger than the one provided by the strategy to be validated, the algorithm returns such utility and the corresponding sample. Similarly, at Line 14 it is possible to make the algorithm return as soon as a sample, that provides agent \( \ell(v_0) \) with a utility non-larger than the one provided by the strategy to be validated, is found.

**Example 3.4.** Consider Example 3.3. Every time a sample of \( x^2 \) is evaluated and it provides a utility of 1 to agent 1, no further samples are generated.

### 4. Optimization Algorithms

As shown in the previous section, the computation of an SPE and an NE in extensive-form games requires to solve a number of recursive optimization problems. For each node \( v \) we need to maximize an unknown objective function which depends on the solutions of other optimization problems defined in the nodes of the sub-tree rooted at \( v \). In a continuous extensive-form game, this means to solve a number of unconstrained continuous optimization problems. In the literature, researchers have proposed many optimization methods, which can be split into two main categories: deterministic methods (e.g., real algebraic geometry [2], Lipschitz optimization [18]) and non-deterministic (or stochastic) ones (e.g., evolutionary algorithms [7], simulated annealing [10], cross-entropy method [16], particle swarm optimization [9]).

The optimization process which is common to all these algorithms is synthetically summarized in Algorithm 4. Starting from one or more initial samples within the search space \( D \), at each iteration, new candidate solutions are generated and, on the basis of their scores (i.e., the corresponding objective function values) and eventually other information about the objective function, the search is directed towards the most promising regions in the search space. The search process iterates until some termination condition is met: for instance, many optimization algorithms stop when the improvement in a sequence of consecutive iterations falls below a predefined threshold or a predefined maximum number of iterations is reached. In the following subsections we will focus on one deterministic algorithm (Lipschitz optimization) and two random-search approaches (simulated annealing and cross-entropy method), and we will describe how the main steps of the search process are implemented in each of them. For sake of simplicity, we will present the algorithms for one-dimensional optimizations, but extensions to multiple dimensions are straightforward [1].

#### 4.1 Lipschitz Optimization

Lipschitz optimization is a deterministic approach to the global optimization problem. The basic assumption of this approach is that the objective function \( u(x) \) satisfies the Lipschitz condition over the closed optimization interval \([a, b] \). A function is Lipschitz if there exists a finite bound \( \alpha \) (called Lipschitz constant) to its rate of change:

\[
|u(x_1) - u(x_2)| \leq \alpha |x_2 - x_1|, \quad x_1, x_2 \in [a, b].
\]

The key idea of Lipschitz optimization is to select the next query point by maximizing an upper-bound function which is built on the sequence of samples generated by the search process.

**Sample initialization.** The algorithm starts by generating two samples placed at the boundary of the optimization interval \([a, b] \): \( \{x_0\} = \{a, b\} \), and computes the corresponding scores \( u(a) \) and \( u(b) \).

**Sample generation.** In the following iterations, to select the next sample of the search process, the algorithm, given all the previously generated samples \( \{x_j\}_{j=0}^i \) (sorted by value) and the associated scores \( \{u(x_j)\}_{j=0}^i \), determines the interval \([x^*, x^{i+1}] \) containing the highest value of the upper-bound function:

\[
\{x^*, x^{i+1}\} = \arg \max_{x^*, x^{i+1}} \frac{u(x^*) + u(x^{i+1})}{2} + \alpha \cdot (x^{i+1} - x^*)^2.
\]

Once the interval has been identified, the new sample will be generated in the following point:

\[
x_i = \frac{u(x^{i+1}) - u(x^*)}{2\alpha} + x^* + x^{i+1} *.
\]

**Termination condition.** The stop criterion for Lipschitz optimization is that the difference between the actual objective-function value and the upper-bound value is lower than a specified global tolerance \( \epsilon_{\text{stop}} \).

#### 4.2 Simulated Annealing

Simulated Annealing (SA) is a well-known probabilistic metaheuristics algorithm for finding global maximum (or minimum) of an objective function. It works by emulating the physics process whereby a solid is at first heated and then slowly cooled to find a configuration with lower internal energy than the initial one. The idea behind SA is to take a random walk through the search space at successively lower temperatures (i.e., less exploration), where the probability of taking a step is given by a Boltzmann distribution. Although SA is often used when the search space is discrete, here we consider its application to continuous global optimization problems [12].

**Sample initialization.** The SA algorithm starts from a random sample drawn from a uniform distribution over the search space.

**Sample generation.** At each iteration \( i \), a new candidate sample \( x \) is generated from a kernel distribution \( K(\cdot, x_{i-1}) \) (whose definition is critical to the convergence of SA) centered in the last available sample \( x_{i-1} \) (we used Gaussian kernels). If the new sample \( x \) has a score higher than the one of \( x_{i-1} \) the sample is accepted. Otherwise, to avoid getting trapped in local maxima, it can be still accepted with

---

**Algorithm 4 Optimization Algorithm**

1. \( t := 0 \)
2. \( \{x_0^k\}_{1 \leq k \leq N} = \text{SAMPLE}\_\text{INITIALIZATION}(D) \)
3. repeat
4. \( t := t + 1 \)
5. \( \{x_i^k\}_{1 \leq k \leq N} = \text{SAMPLE}\_\text{GENERATION}(D, \{x_{0:t-1}^k\}_{1 \leq k \leq N}, \{y_{0:t-1}^k\}_{1 \leq k \leq N}) \)
6. for \( j = 1 \) to \( N \), assign \( y_j^t = u(x_j^t) \)
7. until \( \text{TERMINATION}\_\text{CONDITION} \)
8. return \( \arg \max_{x \in \{x_0^k\}_{1 \leq k \leq N}} u(x) \)
a likelihood that is proportional to the temperature parameter $\tau$ and the score difference $u(\hat{x}) - u(x_{i-1})$ (Metropolis algorithm [15]):

$$
x_i = \begin{cases} 
\hat{x} & \text{if } p \leq \min \left\{ 1, e^{\frac{u(\hat{x}) - u(x_{i-1})}{\tau}} \right\} \\
 x_{i-1} & \text{otherwise.}
\end{cases}
$$

where $p$ is a random number drawn uniformly in $[0, 1]$. As the search process goes on, in order to converge to a solution the temperature parameter should decrease according to some cooling scheme [3].

**Termination condition.** Usually, SA algorithms stop when new samples are consecutively rejected for a fixed number of iterations. In this paper, we use a different criterion (similar to the one adopted in [19]) based on the score of the samples considered in the last $M$ iterations. In particular, the algorithm is stopped at the $i$-th iteration if:

$$
\max_{j=1\ldots M} u(x_j) - \frac{1}{M} \sum_{j=1\ldots M} u(x_j) < \epsilon_{STOP}.
$$

In words, the algorithm is stopped when its progress is considered too small.

### 4.3 Cross-entropy method

The Cross-Entropy (CE) method is a Monte Carlo technique to solve optimization problems. The method consists of two main steps: 1) generate samples according to a probability density defined over the search space, 2) update the probability density parameters by minimizing the cross-entropy (i.e., Kullback-Liebler divergence [11]) with respect to the best samples (elite samples). In this way, new samples will be generated in the most promising regions of the search space. Since considering distributions from an exponential family such minimization can be solved analytically, in this paper we use Gaussian densities parameterized by the mean $\mu$ and variance $\sigma^2$.

**Sample initialization.** At the first iteration, since no prior information is available, $k$ samples are randomly generated using a uniform distribution over the search space.

**Sample generation.** At each iteration $i$, given the sample scores of the previous iteration $\{u(x^i_{k+1})\}_{1\leq k \leq N}$, a percentage $\rho_{CE}$ of the best samples is selected to estimate the new probability density from which new samples will be drawn in the next iteration. Using Gaussian densities, the minimization of the cross-entropy measure leads to update the parameters of the distribution by simply computing the sample mean and sample variance of the elite samples, i.e., the best $\lfloor N \cdot \rho_{CE} \rfloor$ samples.

**Termination condition.** The algorithm is stopped when the improvement in the $(1 - \rho_{CE})$-quantile (i.e., the score of the worst elite sample) does not exceed $\epsilon_{STOP}$ for $d_{CE}$ successive iterations, or when the maximum number of iterations $t_{max}$ is reached.

### 4.4 Convergence Properties

Lipschitz optimization allows one to approximate with arbitrary precision the global maximum of Lipschitz functions when an upper bound to the function derivative (the Lipschitz constant) is known. Since Lipschitz optimization is a deterministic method with very few parameters, there is no need for multiple runs and parameter tuning is minimized.

On the other hand, when the Lipschitz constant is unknown or the objective function is not Lipschitz, no guarantees of accuracy can be given. Furthermore, when objective functions have large Lipschitz constants and/or are defined over multiple dimensions, the convergence is very slow.

When no information about the objective function is available, randomized-search methods (e.g., simulated annealing and cross-entropy method) are usually considered. Both the algorithms described in this section are simple and effective approaches to solve continuous optimization problems, even if simulated annealing is a local search algorithm (whose performance depends critically on a proper choice of the cooling scheme), while the cross-entropy method is a global optimization method. It is possible to show that, under quite mild conditions on the kernel distributions and the objective function, such methods converge to the optimum with probability approaching one as the number of samples grows to infinity (for details refer to [6, 13]).

## 5. EXPERIMENTAL EVALUATION

We implemented our algorithms with Matlab R10 and we executed them with a UNIX computer with dual quad-core 2.33GHz CPU and 8GB RAM. Our experimental activity is structured as follows. Initially, we apply our algorithms to a well-known practical economic problem (i.e., bargaining) modeled as a continuous extensive-form game which presents piecewise linear utility functions and whose exact solution is known in closed form. Subsequently, we apply our algorithms to ad-hoc games with a class of highly non-linear utility functions widely studied in multi-agent systems.

### 5.1 The bargaining case study

We chose the alternating-offers game as case study, being the principal model for strategic bargaining. The alternating-offers game prescribes that two agents, a buyer $b$ and a seller $s$, play alternately at discrete time points. Time $t$ is discrete and $t(0)$ is a parameter of the problem and for $t > 0$ it is such that $t(t) = t(t-1) + 1$. The pure strategies available to agent $i$ at $t > 0$ are: $offer(x)$, where $x \in [0, 1]$: accept, that concludes the game with outcome $(x, t)$, where $x$ is the value offered at $t-1$, and $t$ is the time point at which the offer is accepted; and exit, that concludes the game with outcome NoAgreement. At $t = 0$ only actions $offer(x)$ and exit are available. Agents’ utility functions are defined as follows. Each agent $i$ has a deadline $T_i$. Before the deadlines, utility functions are defined as $U_b(x, t) = (1 - x) \cdot \delta_i$ for the buyer and $U_s(x, t) = x \cdot \delta_i$ for the seller. After the deadline of agent $i$, her utility is $-\delta_i$ and $T_i$ are parameters. The alternating-offers game admits a unique SPE that prescribes that at each time $t$ there is an optimal offer $x^*(t)$ for every $t \leq \min(T_b, T_s)$ such that agent $i(t)$ makes it and her opponent accepts it at $t+1$. (For the computation of $x^*$ we point the interested reader to [4]). There is no optimal offer at $t > \max\{T_b, T_s\}$, so agents’ optimal action is exit. That is, the minimal deadline essentially defines the depth of the game tree (exactly, the tree depth is $\min\{T_b, T_s\} + 1$).

We generated some game instances with different minimal deadlines from the range $[3, 4, 5, 6]$. We developed simple variations of our algorithms to capture the fact that actions are mixed, combining discrete and continuous actions. Moreover, we force agents to exit when the minimal deadline is expired (otherwise agents can indefinitely play).

At first, we have evaluated the performance of Algorithm 1 with different parameterizations when the minimal deadlines is 3. The used parameterizations and the obtained results
related to CE optimization are reported in Tab. 1, those related to SA optimization are reported in Tab. 2, and those related to Lipschitz optimization are reported in Tab. 3 (notice that the utilities in the bargaining game are no Lipschitz, not being continuous). We evaluated our algorithm in terms of $\epsilon$ value of the approximate $\epsilon$-perfect equilibrium found by the algorithms, number of evaluated samples (e.s.), and computational time. The results reported in the tables are averaged over 10 executions ($\epsilon_{STOP} = 10^{-5}$ for CE and SA).

CE and SA exhibit similar performance in terms of $\epsilon$ value. This value reduces when the number of samples per iteration (s.p.i.) and $M$ increase, while there are not optimal values of elite samples and temperature independently of the number of samples per generation. Only with a Lipschitz constant larger than 3, Lipschitz optimization returns a value of $\epsilon$ comparable to that returned by the other two optimization techniques. On the other hand, CE and SA evaluated a strictly smaller number of samples ($\epsilon$ being equal, CE always outperforms SA). Finally, computational times are proportional to the number of e.s. for all the optimization techniques in the same way (for this reason, we omit the computational time in the following evaluations).

Tab. 4 and Tab. 5 report the performance of Algorithm 1 with CE and SA with their fastest configurations (10 s.p.i. and 2 elite samples for CE, and $M = 2$ and $\tau = 0.3$ for SA) for different values of the minimal deadline. The results are averaged over 10 executions. We observe that the $\epsilon$ value is rather small even with minimal deadline equal to 6. The number of e.s. rises exponentially in the length of the minimal deadline. Also in this case CE outperforms SA in terms of evaluated samples.

We evaluate Algorithm 2 with the parameterizations used in Tab. 4 for CE. We report only e.s. because the $\epsilon$-Nash value is zero for all the executions. Finding an NE requires less samples than finding an SPE, thus allowing one to approximate a bargaining problem with deadline 20.

5.2 Games with rugged utility functions

We evaluate the performance of our algorithms when utility functions are highly non-linear. Non-linear utility functions are deeply studied in the negotiation field and a class of utility functions that has received a lot of attention is said rugged utility [14]. A rugged utility function is defined as follows. Call $(x_1, \ldots, x_n)$ the arguments of utility function $U$ where $x_i \in [0,1]$. Each domain $[0,1]$ is divided into $k$ intervals where the $j$-th interval is $[\frac{j-1}{k}, \frac{j}{k}]$. Call $int : [0,1] \rightarrow \{1, \ldots, k\}$ the function that, given a continuous value $x_i$, returns the interval to which $x_i$ belongs. Utility $U$ is defined as $U(x_1, \ldots, x_n) = RAND \sum_j int(x_i)$ where $RAND$ is a number randomly drawn from a uniform probability distribution over $[0,1]$. With these utility functions SPEs can be computed exactly.

We generated game trees with a depth in $\{3,4,5\}$ and rugged utility functions. We executed 10 times Algorithm 1 with cross entropy for each configuration reported in Tab 7 (the number of elite samples is equal to 2). We compared the results returned by our algorithms with respect to the SPE of the game. We report in Tab. 7 the results with tree depth equal to 3 (the results with 4 and 5 are similar, but they require a much larger number of e.s.): the success percentage (suc.), the $\epsilon$ value of the associated $\epsilon$-approximate equilibium, and the number of evaluated samples.

It can be observed that the results with rugged utility functions are worse than those obtained in the bargaining case study. More precisely, the $\epsilon$ value and the number of e.s. are larger than those obtained in Section 5.1. The performance decreases with the increasing of $k$. In order to have a satisfactory success percentage, the number of s.p.i. must be rather larger than $k$. This poses severe limits to the size of the game trees solvable by the algorithm within reasonable time. We applied Algorithm 2 with CE using the same parameterization and with minimal deadline larger than 3.
in the bargaining case, the computation of an NE requires a strictly smaller number of evaluated samples: (with 2 elite samples) $10^3$ e.s. with deadlines $3$, $10^3$ e.s. with deadlines $\leq 7$, $10^3$ e.s. with deadlines $\leq 12$.

6. CONCLUSIONS

Simulation-based games (i.e., games in which the agents’ payoffs are provided as the result of a simulation process) have received a lot of attention in the scientific community. In this paper, we extended such class of games when the games are in extensive form and have continuous actions. We provided two convergent algorithms to compute an approximate subgame perfect and an approximate Nash equilibrium respectively. We used different black-box optimization techniques (simulated annealing, cross entropy, and Lipschitz optimization) in our algorithms and we experimentally evaluated them with different settings. A subgame perfect equilibrium can be computed in game trees with a small depth, while the computation of a Nash equilibrium is easier. Furthermore, the number of evaluated samples being equal, cross-entropy optimization demonstrated to outperform simulate annealing and Lipschitz optimization.

In future works, we try to improve the efficiency of our algorithms for all the situations wherein information on the structure of the problem is available, e.g., when games have an action-graphical structure.

7. REFERENCES


Table 5: Experimental results when computing SPE in a bargaining game using CE with $\tau = 0.3$.

<table>
<thead>
<tr>
<th>minimal deadline</th>
<th>samples per iteration</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.074</td>
<td>0.116</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.141</td>
<td>0.183</td>
<td>0.214</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.284</td>
<td>0.324</td>
<td>0.365</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.576</td>
<td>0.641</td>
<td>0.713</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.152</td>
<td>1.241</td>
<td>1.346</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.362</td>
<td>2.681</td>
<td>3.036</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4.726</td>
<td>5.361</td>
<td>6.146</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>9.452</td>
<td>10.92</td>
<td>12.71</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Experimental results when computing SPE with rugged function using CE (‘e.s.’ means evaluated samples and ‘suc.’ means success probability).

<table>
<thead>
<tr>
<th>minimal deadline</th>
<th>samples per iteration</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.074</td>
<td>0.116</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.141</td>
<td>0.183</td>
<td>0.214</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.284</td>
<td>0.324</td>
<td>0.365</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.576</td>
<td>0.641</td>
<td>0.713</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.152</td>
<td>1.241</td>
<td>1.346</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.362</td>
<td>2.681</td>
<td>3.036</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4.726</td>
<td>5.361</td>
<td>6.146</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>9.452</td>
<td>10.92</td>
<td>12.71</td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT
Motivated by a machine learning perspective—that game-theoretic equilibria constraints should serve as guidelines for predicting agents’ strategies, we introduce maximum causal entropy correlated equilibria (MCECE), a novel solution concept for general-sum Markov games. In line with this perspective, a MCECE strategy profile is a uniquely-defined joint probability distribution over actions for each game state that minimizes the worst-case prediction of agents’ actions under log-loss. Equivalently, it maximizes the worst-case growth rate for gambling on the sequences of agents’ joint actions under uniform odds. We present a convex optimization technique for obtaining MCECE strategy profiles that resembles value iteration in finite-horizon games. We assess the predictive benefits of our approach by predicting the strategies generated by previously proposed correlated equilibria solution concepts, and compare against those previous approaches on that same prediction task.
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1. INTRODUCTION
Agents often need to predict the future behavior of other agents [9] to appropriately choose their own actions. Equilibria solution concepts, such as Nash equilibria [22], and the more general correlated equilibria (CE) [1], which allow agents to coordinate their actions, are important constructs for multi-agent games that provide certain individual or group performance guarantees based on assumed rationality. Agents playing many decentralized, adaptive strategies (such as no-regret learning) will converge to CE [23, 10, 14, 11], but the particular set of convergence CE will vary depending on the strategies employed. From an applied machine learning perspective, existing equilibria concepts are often not useful for prediction. First, they generally do not fully specify a unique strategy profile, making strategy prediction under-specified without additional assumptions. Second, they are typically not designed to provide any predictive performance guarantees.

We introduce the maximum causal entropy correlated equilibria (MCECE) solution concept to enable equilibrium-based prediction for general-sum Markov games. It extends maximum entropy correlated equilibria (MaxEntCE) for normal-form games [24] to the dynamic game setting by specifying the unique CE strategy profile with the fewest additional assumptions. This property is useful for three main purposes. First, for prescriptive settings, the resulting MCECE strategy profile best conceals the underlying motives of agents in a manner we specify in Section 3. This can often be an important consideration when revealing too much information can lead to future exploitation. Second, for predictive purposes, the MCECE strategy profile minimizes the worst-case log-loss when predicting the actions of agents assumed to act according to an unknown CE strategy. Thus, it is theoretically justified for predicting the actions of agents assumed to be jointly behaving rationally. Third, for gambling on the sequence of agents’ actions, the MCECE strategy profile maximizes the worst-case expected investment growth rate under uniform odds.

We present in Section 4 an efficient algorithm for obtaining MCECE based on convex optimization that ultimately reduces to a dynamic programming algorithm over time steps of finite games. In contrast with our predictive approach, previously developed CE solution concepts impose very strong assumptions on agents’ preference over possible CE strategy profiles to provide unique payoffs [20, 15, 12]. In Section 5, we evaluate the predictive benefits of the MCECE and other strategy profiles at predicting the strategies of one another.

2. BACKGROUND
We first review concepts in game theory and information theory to properly situate the contributions of this paper.

2.1 Games and Equilibria
The canonical set of games studied within game theory are one-shot games with matrices of payoffs.

Definition 1. A normal-form game, is defined by a set of agents $N$, a set of joint agent actions $A$, and a utility vector $U : A \rightarrow \mathbb{R}^N$, specifying the payoffs for each agent $i \in N$ for joint action $a \in A$. Each agent controls a portion $a_i \in A_i$ of the joint action $a = \times_{i \in N} a_i$. 
In a normal-form game (Definition 1), each agent \( i \in N \) simultaneously selects an action \( a_i \in A_i \) and receives a numerical payoff, \( U_{a,i} \in \mathbb{R} \), based on the combination of actions, \( a \in A \).

![Diagram of states and actions in a Markov game](image)

**Figure 1:** The sequence of states and (Markovian) actions of a Markov game.

Markov games (Definition 2) generalize normal-form games to sequential settings. In a Markov game, the joint actions of \( N \) agents at time \( t \), denoted \( a^t \), stochastically lead to a next state as shown in Figure 1.

**Definition 2.** A Markov game is defined by a set of states \( S \) representing the joint states of \( N \) agents, a set of actions \( A \), a probabilistic state transition function, \( T : S \times A \rightarrow \Delta S \), and a utility function, \( \text{Utility}_i : N \times S \times A \rightarrow \mathbb{R} \).

Agents choose strategy profiles, \( \pi \in \Delta_A \), specifying next actions for each situation that are either mixed (i.e., stochastic) or pure (i.e., deterministic); and either correlated (i.e., joint functions) or independent based on a discounted, \( 0 < \gamma \leq 1 \) cumulative expected utility:

\[
\text{ExpUtil}_i^\pi (a^t, s^t) = \expE_{s^{t+1}, \pi, A^{t+1} \in T} \left[ \sum_{t \geq 1} \gamma^t \text{Utility}_i (s^t, a^t) \mid a^t, s^t, \pi \right],
\]

where we denote the variables being marginalized over in the expectation using subscript. We assume in Equation 1 and throughout this paper that the strategy profile is mixed and Markovian\(^1\), meaning it depends only on the current state and time step.

To obtain strategy profiles, it is useful to consider the amount of utility gained by switching from a provided action, \( a_i^t \), to an alternate action, \( a_i^{t'} \), called a deviation action, when: all agents’ actions, \( a^t \), are known (Equation 2); or when other agents’ actions, denoted \( a_{-i}^t \in A_{-i} \), are unknown and averaged over according to the strategy profile, \( \pi \) (Equation 3):

\[
\text{ExpDevGain}_i^\pi (a^t, s^t, a_i^{t'}) = \expE_{\pi, A_{-i}} \left[ \text{ExpDevGain}_i^\pi (a^t, s^t, a_i^{t'}) \mid a_i^{t'}, s^t \right].
\]

\[
\text{ExpRegret}_i^\pi (a_i^t, a_i^{t'}, s^t) = \expE_{\pi, A_{-i}} \left[ \text{ExpDevGain}_i^\pi (a^t, s^t, a_i^{t'}) \mid a_i^{t'}, s^t \right].
\]

**Definition 3.** A correlated equilibrium (CE) for a Markov game is a mixed joint strategy profile, \( \pi \in CE \), where no expected gain is obtained for any agent by substituting an action, \( a_i^{t'} \) that deviates from the strategy. This is guaranteed with the following set of constraints:

\[
\forall t \in T, \forall i \in N, a_i^t \in S, a_i^{t'} \in S \expE_{\pi, A_{-i}} \left[ \text{ExpRegret}_i^\pi (a_i^t, a_i^{t'}, s^t) \right] \leq 0. \tag{4}
\]

CE (Definition 3) generalize Nash equilibria [22], which further require agents’ actions in each state to be independent. Agents in a CE can coordinate their actions to obtain higher expected utilities. Conceptually, each agent is provided an action, \( a_i^t \), and knows the conditional distribution of other agents’ actions, \( P(a_{-i}^t \mid a_i^t) \). To be in correlated equilibrium requires that no agent has an incentive to switch from action \( a_i^t \) to a deviation action, \( a_i^{t'} \). Traffic lights are a canonical example of a signaling device designed to produce CE strategies. Given other agents’ prescribed strategies (go on green), an agent will have incentive (equivalently, non-positive deviation regret) to obey its prescribed action (stop on red) rather than deviating (go on red). This coordination mechanism is not required as long as players have access to a public communications channel [6]. Past research has shown that many decentralized, adaptive strategies will converge to a CE [23, 10, 14, 11], and not necessarily to more restrictive equilibria, such as the Nash equilibrium.

![Diagram of CE polytope with CE-Q equilibria](image)

**Figure 2:** A CE polytope with a CE-Q equilibria (point A) maximizing average utility and a MaxEntCE (point B).

The deviation regret constraints (Equation 4) define an N-dimensional convex polytope of CE solutions in the space of agents’ joint utility payoffs (Figure 2). Exactly representing this polytope is generally intractable for Markov games, because the number of corners of the polytope grows exponentially with the game’s time horizon. Efficient approximation approaches have been employed [21, 5], but tractable applicability has been limited to small games (15 or fewer joint actions combinations per state) [5]. For the far more modest goal of finding an arbitrary CE in a range of compact games, algorithms that are polynomial in the number of agents have been developed [25, 18] and extended to sequential games [16].

Our objective is different: we desire neither the (approximate) entire convex polytope of CE strategy profiles nor an arbitrary CE strategy profile. Rather, we desire a single CE strategy profile with certain properties that are useful for predictive purposes. This can be approached using optimization techniques. For a single-shot (i.e., normal-form) game, there are \( O(|N|A_i^2) \) regret constraints that are linear in a total of \( O(|A|) \) strategy variables, \( \{\pi(a)\}_{a \in A_i} \), and CE solutions can be efficiently obtained by solving a linear

---

\(^1\)Markovian strategy profiles are a consequence of the MCECE formulation and commonly assumed in other solution concept formulations.
program or a convex program:
\[
\max_{\pi} f_0(\pi(A)) \text{ such that: } \forall_{a \in \mathcal{A}} \sum_{a' \in \mathcal{A}} \pi(a)(\text{Utility}(\{a, a'\}) - \text{Utility}(a)) \leq 0,
\]
\[
\forall_{a} \pi(a) \geq 0, \text{ and } \sum_{a} \pi(a) = 1.
\]

depending on the objective function, \(f_0\).

A correlated-Q equilibria (CE-Q) \([12]\) employs a linear or convex function of strategy probabilities for the selection metric objective of Equation 5 to obtain utility-unique strategy profiles\(^2\). A number of objectives have been proposed:

- **Utilitarian** (uCE-Q) maximizes the sum of agents’ utilities, \(\sum_{i=1}^{N} E[\text{Utility}_i(a)|\pi]\);
- **Dictatorial** (dCE-Q) maximizes a specific agent’s utility, \(E[\text{Utility}_i(a)|\pi]\);
- **Republican** (rCE-Q) maximizes the highest agent’s utility, \(\max_i E[\text{Utility}_i(a)|\pi]\); and
- **Egalitarian** (eCE-Q) maximizes lowest agent’s utility, \(\min_i E[\text{Utility}_i(a)|\pi]\).

More generally, strategies that penalize one or more agents are also possible. For example, grim-trigger strategies have been recognized as viable sub-game strategies that disincentivize an agent’s undesirable actions. Two punishment-based selection criteria that we consider in this work are:

- **Disciplinarian** (xCE-Q) minimizes a specific agent’s utility, \(E[\text{Utility}_i(a)|\pi]\); and
- **Inegalitarian** (iCE-Q) maximizes utility differences between two (groups of) agents, \(E[\text{Utility}_i(a) - \text{Utility}_j(a)|\pi]\).

The strong assumptions about agents’ preferences constrain CE-Q solutions to cover corners of the CE polytope (Figure 2).

### 2.2 Entropy, Prediction, and Gambling

Information theory provides powerful tools for constructing predictive probability distributions. One of its basic measures is Shannon’s information entropy, \(H(P) \triangleq - \sum_{x \in \mathcal{X}} P(x) \log_2 P(x)\), which measures the uncertainty of distribution \(P\). Information theory has many connections to problems in gambling. For example, the entropy of distribution \(P\), and the exponential rate at which a gambler who knows \(P\) can expect his investment to grow are related by Theorem 4.

**Theorem 4** ([4]). The doubling rate, which specifies the wealth growth rate, \(O(2^{W(P,b)})\), for random outcomes distributed according to \(P\) with bets in proportion to \(b \) and payoff multipliers, \(a\), such that \(\forall_{b} a(b) \geq 1\) and \(\sum_{b} a(b)^{-1} = 1\), is:

\[
W(P,b) = \sum_{x \in \mathcal{X}} P(x) \log_2(b(x)\alpha(x)).
\]

It is maximized by \(b(x)^* = P(x)\) for uniform odds and provides an optimal doubling rate, \(W^*(P) = \log |\mathcal{X}| - H(P)\).\(^3\)

More generally, a gambler (or predictor) may not know the distribution \(P\), but instead knows some constraints that \(P\) satisfies. For example, linear equality constraints, \(g(P) = 0\), and inequality constraints, \(h(P) \leq 0\), are common.

**Definition 5.** The principle of maximum entropy \([17]\) prescribes the maximum entropy probability distribution subject to equality and inequality constraints:

\[
\arg\max_{P} H(P) \text{ such that: } g(P) = 0 \text{ and } h(P) \leq 0.
\]

The maximum entropy distribution (Definition 5) provides important predictive guarantees (Theorem 6).

**Theorem 6** ([13]). The maximum entropy distribution minimizes the worst case predictive log-loss,

\[
\text{inf}_{P(X)} \text{sup}_{x \in \mathcal{X}} - \sum_{x \in \mathcal{X}} \tilde{P}(x) \log_{2} P(x),
\]

subject to constraints \(g(P) = 0\) and \(h(P) \leq 0\).

Additionally, the optimal gambling asset allocation that maximizes the worst-case growth-rate for this setting is:

\[
b(X)^* = \arg\max_{b(X)} \min_{P(X)} W(X)\]

subject to equality and inequality constraints.

**Corollary 7** (Theorem 6 and Theorem 4). The optimal gambling asset allocation, \(b(X)^*\), is proportional to the maximum entropy distribution when the payoff multipliers are uniform.

### 2.3 Maximum Entropy Correlated Equilibria

The maximum entropy correlated equilibria (MaxEntCE) solution concept for normal-form games \([24]\) selects the unique joint strategy profile that satisfies the principle of maximum entropy (Definition 5) subject to linear deviation regret inequality constraints (Equation 4). This approach provides the predictive and gambling guarantees of maximum entropy (Theorem 6 and Corollary 7) to the one-shot, normal-form multi-agent game setting.

| Table 1: The game of Chicken and four strategy profiles that are in correlated equilibrium. |
|-----------------|-----------------|-----------------|
|                | Stay | Swerve |
| Stay           | 0,0  | 4,1  |
| Swerve         | 1,4  | 3,3  |

Consider the game of Chicken (where each agent hopes the other will Swerve) and the correlated equilibria that define its utility polytope in Table 1. We relate these strategy profiles to the more specific equilibria described in Section 2.1. CE 1 and CE 2 are both dictatorial, disciplinarian, and egalitarian CE (for different agents) and republican CE (but ambiguous). CE 3 is a utilitarian CE and an egalitarian CE. CE 4 is the maximum entropy CE. Its predictive guarantee is apparent: all other CE have infinite log-loss for at least one other CE; the MaxEntCE is the only CE that assigns positive probability to the \{Stay, Stay\} action combination. We extend these predictive guarantees to the Markov setting in this work.
3. MAXIMUM CAUSAL ENTROPY CORRELATED EQUILIBRIA

Extension of the MaxEntCE solution concept [24] to the Markov game setting is not straightforward. The first difficulty is that the deviation regret constraints of normal-form games (Equation 5), contain expectations over future actions (Equation 4) when extended to the Markov game setting. This creates non-linear constraints that are products of the unknown variables, making optimization difficult.

**Theorem 8.** A linear/convex program formulation of CE for Markov games is possible by considering as variables the entire sequence of joint agent actions for the sequence of revealed states, $\eta(A^{1:T}|S^{1:T})$, and employing appropriate inequality constraints (deviation regret guarantees) and equality constraints (forcing the strategy over sequences to factor into products of Markovian strategies) on marginal distributions using linear function of $\eta(A^{1:T}|S^{1:T})$ variables.

Naively formulating the Markov game CE strategy profiles into a linear/convex program is possible (Theorem 8), but the number of constraints and variables grow exponentially with the time horizon.

The second difficulty is that there are many entropy measures that could be applied as objective functions. For example, the conditional entropy and joint entropy are natural entropy measures to consider. However, neither appropriately extends the predictive and gambling guarantees of the maximum entropy approach to the sequential Markov game setting. They either assume the availability of future outcome information (violating the problem setting), or are not risk-neutral to the stochasticity of the Markov game’s transition dynamics.

We instead advocate the less common causally conditioned entropy measure [19],

$$H(A^T || S^T) \equiv \sum \pi A1:t,S1:t H(A1:t−1,S1:t) \ (7)$$

For the possible sequences of states and actions through a Markov game, it corresponds to the uncertainty associated with only the actions in such sequences. It is based on the causally conditioned probability distribution, $P(A^T || S^T) \equiv \prod_i P(A^i|A^{1:i−1},S^{1:i})$, which conditions each set of correlated actions only on actions and states that have been revealed at that point in time and not on future states, as in the conditional probability distribution $P(A|S) = \prod_i P(A^i|A^{1:i−1},S^{1:i},S^{i+1:T})$.

**Definition 9.** A maximum causal entropy correlated equilibrium (MCECE) solution maximizes the causal entropy while being constrained to have no action deviation regrets$^3$:

$$\pi^{MCECE} \equiv \arg\max_\pi H(A^T | S^T)\ (8)$$

$$= \arg\max_\pi \mathbb{E}_{A,T,S^1:T} \left[ \sum_{t=1}^T - \log P(a_t | s_t) \right]$$

$^3$Markovian policies are a consequence of the MCECE formulation. See Lemma 13.

such that: $\forall_{t,i,a_i^t,a_i^{t′},s_t} \text{ExpRegret}_t^i(a_i^t, a_i^{t′}, s_t) \leq 0$,

$$\forall_{t,s_t,a_t} P(a_t|s_t) \geq 0, \forall_{t,s_t} \sum_{a_t} P(a_t|s_t) = 1,$$

$\pi$ factors as: $P(A^T || S^T)$ and given: $P(S^{t+1}|S^t, A^t)$.

We further constrain the strategy profile to have sub-game equilibria, meaning that even in states that are unreachable under the strategy profile and state dynamics, the strategy profile is constrained to satisfy Equation 8 in all sub-games starting from those states.

Maximizing the causal entropy (Equation 8) has been previously employed to match characteristics of demonstrated behavior in decision settings using equality constraints [26]. MCECE represents the first inequality-constrained application of the principle of maximum causal entropy.

Based on the view of conditional entropy as a measure of predictability [4], the MCECE solution concept offers two important predictive guarantees:

**Theorem 10 (extension of [24]).** Given an MCECE strategy profile, no agent may decrease the predictability of her action sequence without creating deviation regret for herself.

**Theorem 11 (extension of [13]).** The MCECE solution strategy profile, $\pi^{MCECE}$ minimizes the worst-case log prediction loss for the sequences of joint actions, i.e.,

$$\inf_{P(A^T | S^T)} \sup_{P(A^T | S^T) \in CE} \left[ \sum_{a_t \in A, s_t \in S} \tilde{P}(a_t, s_t) \log P(a_t^T | s^T) \right], \ (9)$$

of all the CE satisfying deviation regret constraints, where $\tilde{P}(A^T | S^T)$ is the (worst possible for prediction) empirical CE strategy and the joint, $P(A, S)$, is the distribution of states and actions under that strategy profile and the known sub-game transition dynamics.

The second result (Theorem 11) is particularly relevant to our machine learning perspective, because it justifies the MCECE strategy profile as a robust predictive model of agents’ actions when they jointly behave rationally.

4. CORRELATED EQUILIBRIA FINDING

We turn our attention from the theoretical properties of the MCECE solution concept to developing an algorithm that obtains the MCECE for a fixed-horizon Markov game more efficiently than the naïve convex optimization that follows the formulation of Theorem 8. Despite the non-compact formulation of the naïve MCECE convex program, the strategy profile can be expressed compactly.

**Lemma 12.** The MCECE strategy profile for a Markov game is also Markovian.

**Proof (sketch).** Intuitively, independence maximizes entropy. Since the utility structure and game dynamics are history-independent, nothing prevents the MCECE from also being history-independent. \(\square\)

**Theorem 13.** The MCECE strategy profile, $\pi_{MCECE}(a^t|s^t)$, has the following recursive form (with $\lambda \geq 0$):

$$\pi_{\lambda}(a^t|s^t) \propto e^{-\sum_{t′} \lambda_{t,t′} \alpha_{t,t′} a_t^t a_t^{t′} \text{ExpDevGain}_{t,t′}^s(a_t^t,a_t^{t′})} + \text{ExpEnt}(a_s^t), \ (10)$$
where \( \text{ExpEnt}(a^t, s^t) \triangleq \mathbb{E}_{P(A^{t+1}, S^{t+1})} \left[ \text{ExpEnt}(a^{t+1}, s^{t+1}) + H(a^{t+1}|s^{t+1}) \right] \).

We obtain optimal Lagrange variables, \( \{ \lambda_{i,t,s,a_i,a'_i} \} \geq 0 \), by optimizing the Lagrange dual,

\[
L_{\lambda}(\lambda) = \mathbb{E}_{A^1, S^1,T} \left[ -\log P_{\lambda}(a^1:T)|s^1:T) \right] - \sum_{t,i,s,a_i,a'_i} \lambda_{i,t,s,a_i,a'_i} \left( \text{ExpRegret}^s_i(a_i, a'_i, s^t) \right),
\]

using gradient-based optimization and the dual’s gradient,

\[
\nabla_{\lambda}L_{\lambda}(\lambda) = \left\{ \sum \lambda_{i,t,s,a_i,a'_i} \right\} \left( \text{ExpUtil}^s_i(\{a_i, a'_i\}, s^t) \right) - \text{ExpUtil}^s_i(\{a_i', s^t\}),
\]

as shown in Algorithm 1.

**Algorithm 1** Find MCECE equilibria for finite horizon

1: \( \lambda^{(1)} = \{ \lambda^{(1)}_{i,t,s,a_i,a'_i} \} \leftarrow \) (arbitrary) positive initial values.
2: \( x \leftarrow 1 \)
3: while not converged do
4: \( \text{Compute } \lambda^{(x)} = \{ \pi_i(a_i'|s^t) \} \) from \( \lambda^{(x)} \) using a subroutine.
5: \( \text{Compute } L_{\lambda}(\lambda^{(x)}) \) and \( \nabla_{\lambda}L_{\lambda}(\lambda^{(x)}) \) directly via Equation 11 and Equation 12 using \( \lambda^{(x)} \)
6: Update \( \lambda^{(x+1)} \) from \( \{ \lambda, L_{\lambda}, \nabla_{\lambda}L_{\lambda} \}^{(x+1)} \) using gradient-based optimization update rules
7: \( x \leftarrow x + 1 \)
8: end while

**Remark 14.** For time-varying policies, future strategy probabilities (and dual parameters) are independent of earlier strategy and dual parameters given the state. As a result, the “parallel” updates for dual parameters across time (Algorithm 1) can be sequentially ordered for improved efficiency.

Following Remark 14, Algorithm 1 can be re-expressed as a sequential dynamic programming algorithm (Algorithm 2) resembling value iteration [2] that iteratively computes both future expected utilities and expected entropies. It also suggests the parallel updating of the dual parameters (or the primal policy) as a general approach for overcoming the limitations of value iteration for finding stationary CE strategy profiles in general-sum Markov games. However, full discussion is beyond this paper’s scope.

Using interior-point methods, an \( \epsilon \)-optimal MCECE strategy profile is obtained in \( O(|S|^2|A|^2 \log \frac{1}{\epsilon}) \) time using the naïve formulation of Theorem 8. Using Algorithm 2, this is reduced to \( O(|S|^2|A|^2 \log \frac{|S|^2}{\epsilon}) \) time.

We employ existing sub-gradient optimization methods [3] for the convex objective and linear inequality constraints to obtain the strategy profiles for the interior optimization (Line 4) of Algorithm 2. This provides lower runtime bounds than interior-point optimization methods, but is simpler to implement and still practical for the purposes of this paper.

**Algorithm 2** Value iteration approach for obtaining MCECE

1: \( \forall i,a,s \text{ ExpUtil}(a,s) \leftarrow \text{Utility}_i(a,s) \)
2: \( \forall i,a,s \text{ ExpEnt}(a,s) \leftarrow 0 \)
3: for \( t = T \) to 0 do
4: \( \text{For each state, } s^t, \text{ obtain } \{ \pi_i(a_i'|s^t) \} \) using ExpUtil and ExpEnt values in the following optimization:
5: \( \text{argmax } H(a_i|s^t) + \sum \text{ExpRegret}^s_i(a_i, a'_i, s^t), \pi(a_i|s^t) \)
6: \( \forall i,a,s \text{ ExpUtil}(a,s) \leftarrow \text{ExpUtil}(a,s) \)
7: \( \gamma \sum_{a_i \in A_i} \pi(a_i|s^t) P(s^t|s,a) \text{ ExpUtil}(a_i, s^t) \)
8: \( \forall i,a,s \text{ ExpUtil}(a,s) \leftarrow \text{ExpUtil}(a,s) + \text{Utility}_i(a,s) \)
9: end for

5. EXPERIMENTAL EVALUATION

In this section, we demonstrate that the theoretical robust predictive guarantees of the MCECE are realized in practice. Following Zinkevich et al. [27], we generate random Markov games for evaluation. We compute different strategy profiles for each generated game using existing CE solution concepts and evaluate how well they predict one another.

5.1 Setup

We generate random stochastic Markov games according to the following procedure. For each of \( |S| \) states in the Markov game, each agent has \( |A_i| \) actions from which to choose, and there are \( |A| \) joint actions total. The state transition dynamics, \( P(S_{t+1}|S_t, A_t) \), depend on the combination of agents’ actions (and state) and are drawn uniformly from the simplex of probabilities. The utility obtained by each agent in each state, \( \text{Utility}_i(s) \), is drawn uniformly from \( \{0, 0.1, 0.2, ..., 0.9\} \). A discount factor of \( \gamma = 0.75 \) is incorporated in each game. It’s important to note that we did not optimize these random game parameters to obtain desired results; we expect the results for the games we evaluate to extend to a wide range of games—random or otherwise.

We generate time-varying strategy profiles for MCECE using Algorithm 2 and for the CE-Q variants using projected sub-gradient optimization. The CE-Q strategies we evaluate are a subset of those described in Section 2.1. iC-EQ maximizes the positive margin of agent 1’s utility over agent 2’s utility. We repeat this process for 100 random games for each choice of game parameters and investigate the properties of the resulting CE strategy profiles.

As shown in Figure 3, the uncertainty of action sequences increases linearly with the size of the action set, as one might expect. Previous experiments have primarily considered two-player Markov games [12, 27]. The larger number of players we consider in this paper greatly increases the game complexity since the game description grows exponen-
Table 2: Predictive bake-off evaluation of the first action in a ten timestep horizon using 100 random Markov games. Log-loss and non-support measures (equivalent to total gambling loss) are evaluated.

Seven equilibria strategy profiles evaluated on random Markov games with three agents, two states, and two actions/agent.

<table>
<thead>
<tr>
<th></th>
<th>MCECE</th>
<th>uCE-Q</th>
<th>d1CE-Q</th>
<th>d2CE-Q</th>
<th>x1CE-Q</th>
<th>x2CE-Q</th>
<th>rCE-Q</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCECE</td>
<td>3.377</td>
<td>2.039</td>
<td>1.888</td>
<td>2.647</td>
<td>3.072</td>
<td>2.444</td>
<td></td>
<td>2.578</td>
</tr>
<tr>
<td>uCE-Q</td>
<td>22.3%</td>
<td>0%</td>
<td>5.7%</td>
<td>21.2%</td>
<td>20.8%</td>
<td>13.8%</td>
<td></td>
<td>14.7%</td>
</tr>
<tr>
<td>d1CE-Q</td>
<td>4.942</td>
<td>1.866</td>
<td>5.6%</td>
<td>18.8%</td>
<td>17.6%</td>
<td>9.8%</td>
<td></td>
<td>12.4%</td>
</tr>
<tr>
<td>d2CE-Q</td>
<td>3.462</td>
<td>1.872</td>
<td>2.536</td>
<td>5.567</td>
<td>3.489</td>
<td>3.060</td>
<td></td>
<td>2.833</td>
</tr>
<tr>
<td>x1CE-Q</td>
<td>0.2%</td>
<td>0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td></td>
<td>0.0%</td>
</tr>
<tr>
<td>x2CE-Q</td>
<td>2.877</td>
<td>2.605</td>
<td>2.314</td>
<td>2.373</td>
<td>2.116</td>
<td>2.514</td>
<td></td>
<td>2.070</td>
</tr>
<tr>
<td>rCE-Q</td>
<td>3.375</td>
<td>2.297</td>
<td>1.062</td>
<td>2.385</td>
<td>4.116</td>
<td>2.276</td>
<td></td>
<td>3.2%</td>
</tr>
</tbody>
</table>

Seven equilibria strategy profiles evaluated on random Markov games with four agents, two states, and two actions/agent.

<table>
<thead>
<tr>
<th></th>
<th>MCECE</th>
<th>uCE-Q</th>
<th>d1CE-Q</th>
<th>d2CE-Q</th>
<th>x1CE-Q</th>
<th>x2CE-Q</th>
<th>rCE-Q</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>uCE-Q</td>
<td>7.308</td>
<td>9.4%</td>
<td>8.5%</td>
<td>10.8%</td>
<td>10.7%</td>
<td>11.5%</td>
<td></td>
<td>10.5%</td>
</tr>
<tr>
<td>d1CE-Q</td>
<td>6.914</td>
<td>3.831</td>
<td>4.746</td>
<td>5.093</td>
<td>5.136</td>
<td>5.318</td>
<td></td>
<td>5.280</td>
</tr>
<tr>
<td>x1CE-Q</td>
<td>4.603</td>
<td>4.390</td>
<td>5.000</td>
<td>3.849</td>
<td>3.918</td>
<td>3.472</td>
<td></td>
<td>3.440</td>
</tr>
<tr>
<td>rCE-Q</td>
<td>6.388</td>
<td>5.070</td>
<td>3.884</td>
<td>6.301</td>
<td>5.991</td>
<td>4.311</td>
<td></td>
<td>5.356</td>
</tr>
</tbody>
</table>

Figure 3: The average causal entropy measure of the 10 time step action sequences that are generated by different correlated equilibria solution concepts for random 2-state, 2-action Markov games.

5.2 Evaluation Metrics

The predictive guarantees of the MCECE strategy profiles relate to the log-loss of predicting actions distributed according to \( P_{\text{obs}} \) with distribution \( P_{\text{pred}} \):

\[
- \sum_{a \in A} P_{\text{obs}}(a) \log P_{\text{pred}}(a).
\]

In the context of this work, \( P_{\text{obs}} \) and \( P_{\text{pred}} \) are each probabilities in CE strategy profiles for Markov games. Unfortunately, many of the strategy profiles provide no support for some action combinations that are possible in other strategy profiles. In other words, they predict that some action combinations occur with 0% probability when they do in fact occur with positive probability. This corresponds to an infinite log-loss.

Instead of using the typical log-loss measures, which is often infinite except for the MCECE strategy profile, we instead employ two measures. The first is the log-loss on the action combinations that do have support\(^4\). The second is the percentage of action combinations that have no support. The latter can be interpreted as the degree of infiniteness that the log loss would have. Equivalently, under the gambling perspective, it can be interpreted as the percentage of instances all of a gambler’s money would be lost.

5.3 Action Prediction Comparison

The results of this comparison across strategy profiles are shown in Table 2 (for three and four agents). We note that in some cases one C-EQ strategy profile may better predict another than the MCECE strategy profile when their objectives are closely aligned. For example, the \( x_2 \)CE-Q predicts \( r \)CE-Q fairly accurately since both are punishing agent 2 to some degree. However, overall the MCECE solution profile provides a much more robust prediction of other strategy profiles (and full support) on average (right column).

We employ the relationships between log-loss and dou-

\(^4\)To address \( \epsilon \) approximation error, we employ a minimum \( P_{\text{obs}} \) threshold of 0.1% for assessing non-support and a maximum penalty threshold of 16.6 bits (\(-\log_2 0.00001\)) for small support—both to the benefit of CE-Q strategy profiles.
blowing rate from Section 2.2 to illustrate the benefits of different CE for gambling in Table 3. For the three player experimental setting, all CE strategies are expected to have positive investment growth rate (under uniform, fair odds). However, many also have a probability of losing all money (Table 2). Betting according to the MCECE distribution provides the largest growth rate—with the expectation of doubling an investment after each bet. For the four player setting, the MCECE distribution is the only one with positive expected investment growth. Thus, the theoretical properties for prediction under log-loss and gambling under uniform odds provided by the MCECE are realized in practice.

6. CONCLUSIONS

This paper was motivated by a fundamental question: given that agents act rationally (i.e., according to an unknown correlated equilibrium) within a known Markov game, and no other information is available, what predictions of agents’ action sequences should be employed? We employed an extension of information theory and the principle of maximum entropy to develop a predictive solution concept that addresses this question. We demonstrated the robustness of its predictions across a wide range of existing value-based CE solution concepts. In many settings where decisions are made based on the action sequences of self-interested, communicating autonomous agents, this assumption is reasonable. We have shown in theory and in practice the predictive guarantees of the approach and connected its guarantees to the gambling setting. Generalizing this approach to extensive form games is of interest, however it introduces non-convexity. We could replace the joint entropy measure of past coordinate descent approaches with the causal entropy measure [7].

Our view in this paper has been agnostic, apart from assuming joint rationality. Often, past agent behavior may be known. Important future work extends this approach to when such additional information is available. This can be accomplished with the addition of behavior-matching equality constraints to the MCECE solution concept optimization. Additionally, since actual behavior may only be approximately jointly rational, relaxing the inequality constraints using dual regularization [8] is another important direction. Extending the maximum entropy approach to behavior that is guided by unknown utility functions remains as an important future problem.
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APPENDIX
A. PROOFS OF THEOREMS

Theorem 8 (Proof). Consider optimizing over conditional strategy sequence variables, \( \eta(a_1^T | s_1^T) \), that represent the probability of an entire sequence of actions given the entire sequence of states. Action-state strategy probabilities, \( \pi(a_1^T | s_1^T) \), can be obtained by marginalizing over a linear function of conditional sequence variables:

\[
\pi(a_1^T | s_1^T) = \sum_{s_{i+1}^T} \sum_{a_{i+1}^T} \sum_{a_i^T} P(a_{i+1}^T, s_{i+1}^T | a_i^T, s_i^T) \tag{13}
\]

Equation (15) is a linear program or convex program. This formulation has the Markovian (Lemma 12), Equation 19 reduces to the Markovian form of the theorem.

Crucially, to match the Markov game setting, the conditional distribution of actions at time step \( t \) should be equivalent regardless of future state variables, \( s_{t+1}^T \), since those variables are not yet known in the Markov game:

\[
\forall_{t,a,s} \pi(a_1^T | s_1^T) = \pi(a_1^T | s_1^T, s_{t+1}^T). \tag{14}
\]

The constraints (Equation 14) are linear of conditional strategy sequence variables via the steps of Equation 13.

The expected regret can similarly be expressed as a linear function of conditional strategy sequence variables:

\[
\text{ExpRegret}_1^\pi(a_1^T, a_1^T, s_1^T) = \sum_{a_1^T \in A_1^T} \sum_{s_1^T \in S_1^T} \eta(a_1^T | s_1^T) \prod_{t=1}^{T} \frac{P(s_{t+1}^T | s_t^T, a_t^T)}{P(s_{t+1}^T | a_t^T)} \times \\
\left( P(s_{t+1}^T | s_t^T, a_t^T) \sum_{s_{t+1}^T} \text{Util}(s_{t+1}^T, a_{t+1}^T) + \text{Util}(s_t^T, a_{t+1}^T) \right) - P(s_{t+1}^T | s_t^T, a_t^T) \left( \sum_{s_{t+1}^T} \text{Util}(s_{t+1}^T, a_{t+1}^T) + \text{Util}(s_t^T, a_t^T) \right) \tag{16}
\]

All constraints are linear in conditional variables, so when \(-f_1\) is a linear or convex function, the MCECE optimization (Equation 15) is a linear program or convex program.

\[
\argmax_{\{\eta(a_1^T | s_1^T)\}} f_0(\{\eta(a_1^T | s_1^T)\}) \tag{15}
\]

such that:

\[
\forall_{t,s,t',a,t_1^T} \text{ExpRegret}_1^\pi(a_1^T, a_1^T, s_1^T) \leq 0 \tag{17}
\]

\[
\forall_{t,s,t'} \pi(a_1^T | s_1^T) \geq 0, \quad \forall_{t,s} \sum_{a_1^T} \pi(a_1^T | s_1^T) = 1 \tag{18}
\]

\[
\forall_{t,s,t',s_{t+1}^T,t_{t+1}^T} \pi(a_1^T \mid s_1^T, s_{t+1}^T) = \pi(a_1^T | s_1^T, s_{t+1}^T). \tag{19}
\]

This formulation has \( O(T|S^T|A^T) \) non-redundant constraints and a total of \( O(|S^T|A^T) \) variables.

Theorem 10 (Proof). Ignoring all the deviation regret constraints in our notation, consider the decomposition of the causally conditioned entropy using the chain rule:

\[
\argmax_{\{\pi(a_1^T | a_1^T)\}} H(A_1^T | S_1^T) = \argmax_{\{\pi(a_1^T | a_1^T)\}} \left( H(A_1^T | S_1^T) + H(A_1^T | S_1^T) \right) \tag{20}
\]

\[
\left\{ \Pi_{\{\pi(a_1^T | a_1^T)\}} \right\} \cup \argmax_{\{\pi(a_1^T | a_1^T)\}} H(A_1^T | S_1^T, A_1^T). \tag{21}
\]

As shown, this is equivalent to a causally conditioned entropy maximization of agent i’s strategy profile (with the suppressed deviation regret constraints) given the combined MCECE strategy profile of the other agents. By definition this is the least predictable strategy profile that agent i can employ (subject to any deviation regret constraints).

Theorem 11 (Proof sketch). As a special case of [13], the causal entropy can be expressed as:

\[
H(P(A_1^T | S_1^T)) = \inf_{P(A_1^T | S_1^T)} E_{\pi,\lambda}[P(A_1^T | S_1^T)] \tag{22}
\]

Choosing \( P(Y_1^T | X_1^T) \) that maximizes this is then:

\[
\sup_{P(A_1^T | S_1^T)} \inf_{P(A_1^T | S_1^T)} E_{\pi,\lambda}[P(A_1^T | S_1^T)] \tag{23}
\]

which is invariant to swapping the sup and inf operation order.

Theorem 13 (Proof). We find the form of the probability distribution by finding the optimal point of the Lagrangian.

\[
\argmax_{\pi} H(A_1^T | S_1^T) \text{ such that: } \tag{24}
\]

\[
\forall_{t,s,t',s_{t+1}^T,t_{t+1}^T} \text{ExpRegret}_1^\pi(a_1^T, a_1^T, s_1^T, a_1^T, s_{t+1}^T) \leq 0 \tag{25}
\]

and probabilistic/causal constraints on \( \pi \).

The Lagrangian for the optimization of Equation 16 when using entire history-dependent probability distributions and parameters is:

\[
\Lambda(\pi, \lambda) = H(A_1^T | S_1^T) - \sum_{t,s,t'} \lambda_{t,s,t'} \text{ExpRegret}_1^\pi(a_1^T, a_1^T, s_1^T, a_1^T, s_{t+1}^T) \tag{26}
\]

Taking the partial derivative with respect to a history-dependent action probability for a particular state, we have:

\[
\frac{\partial \Lambda(\pi, \lambda)}{\partial P(a_1^T | s_1^T, a_1^T, t_{t+1}^T)} = -\log P(a_1^T | s_1^T, a_1^T, t_{t+1}^T) \tag{27}
\]

\[
- \sum_{s_{t+1}^T, t_{t+1}^T} P(s_{t+1}^T, a_{t+1}^T) \log \prod_{t=1}^{T} P(a_1^T | s_1^T, a_1^T, t_{t+1}^T) - \sum_{i,t,a_1^T} \lambda_{t,i,a_1^T} \text{ExpDevGain}_1^\pi(a_1^T, a_1^T, s_1^T, a_1^T, t_{t+1}^T) \tag{28}
\]

Equating Equation 18 to zero provides the form of the history dependent distribution:

\[
P(a_1^T | a_1^T, a_1^T, t_{t+1}^T) \propto \exp \left\{ \sum_{s_{t+1}^T, t_{t+1}^T} P(s_{t+1}^T, a_{t+1}^T) \log \prod_{t=1}^{T} P(a_1^T | s_1^T, a_1^T, t_{t+1}^T) - \sum_{i,t,a_1^T} \lambda_{t,i,a_1^T} \text{ExpDevGain}_1^\pi(a_1^T, a_1^T, s_1^T, a_1^T, t_{t+1}^T) \right\} \tag{29}
\]

Convex duality in this optimization relies on a feasible solution on the relative interior of the constraint set. This can be accomplished by adding an infinitesimally small amount of slack, \( \epsilon \), to the constraint set [24]. Following the argument that the MCECE is Markovian (Lemma 12), Equation 19 reduces to the Markovian form of the theorem.
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ABSTRACT
In multi-agent planning environments, action models for each agent must be given as input. However, creating such action models by hand is difficult and time-consuming, because it requires formally representing the complex relationships among different objects in the environment. The problem is compounded in multi-agent environments where agents can take more types of actions. In this paper, we present an algorithm to learn action models for multi-agent planning systems from a set of input plan traces. Our learning algorithm Lammas automatically generates three types of constraints: (1) constraints on the interactions between agents, (2) constraints on the correctness of the action models for each individual agent, and (3) constraints on actions themselves. Lammas attempts to satisfy these constraints simultaneously using a weighted maximum satisfiability model known as MAX-SAT, and converts the solution into action models. We believe this to be one of the first learning algorithms to learn action models in the context of multi-agent planning environments. We empirically demonstrate that Lammas performs effectively and efficiently in several planning domains.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning - Knowledge acquisition;
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence - Intelligent agents, Multiagent systems.

General Terms
Algorithms, Performance, Experimentation.

Keywords
Multi-Agent Planning, Multi-Agent Learning, Single-Agent Learning.

1. INTRODUCTION
Multi-agent environments are complex domains in which agents aim at pursuing their goals while interacting with each other. For multi-agent planning, each agent requires an action model as input that takes into account the possible prerequisites and outcomes, as well as interactions with other agents. For example, an agent \( \phi_i \) needs to consider many complex situations where cooperative agents provide conditions such that \( \phi_i \)'s actions can be executed.

Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

Furthermore, the action model should allow cooperative agents to delete conditions as side-effects when providing useful preconditions, and be able to represent other non-cooperative agents that might interfere with \( \phi_i \)'s action. Creating action models for these agents by hand is difficult and time-consuming due to the complex interactions among agents.

Our objective is to explore learning algorithms that can automatically learn action models in multi-agent environments that can then be fed to multi-agent planning systems, such as the planning first system [11]. In the past, there have been several works on learning action models for single agents, such as ARMS [16] and SLAF [1]. However, these learning algorithms did not take into account multi-agent situations. One possibility in tackling this multi-agent learning problem is to assume that there is an oracle agent that knows and executes all the actions of the agents. In this situation, we can learn the action models for the oracle agent by using a single-agent learning algorithm, such as ARMS ([16]). This approach, however, neglects to consider the interactions between the agents and, as a result, may increase the errors of the learned models due to the potentially large number of interactions among the agents.

In this paper, we present a novel multi-agent action-model learning system known as Lammas. Lammas stands for (Learning Action Models for Multi-Agent Systems). In order for Lammas to explicitly capture the interactions between agents, Lammas generates and exploits an agent-interaction graph in which it captures the interactions between pairs of agents. Such interactions may happen when one agent’s action provides some positive, or negative, effects on the actions of other agents. For instance, consider a domain where there are two agents \( \text{truck} \) and \( \text{hoist} \), where the action “drive” of agent \( \text{truck} \) provides an effect “(at truck loc)” for the action “load” of agent \( \text{hoist} \), such that agent \( \text{hoist} \) can load a package to the “truck” at location “loc”. In this example, the interactions can be somewhat complex because the interactions are problem-specific, i.e., building such interactions requires to explore all possible potential interactions among agents, and this is difficult to do for a human designer when there are many agents involved. To solve this problem, Lammas builds the relations statistically from a training data set that consists of plan traces from observed multi-agent plan executions in the past. These built relations help discover agent interactions that can then be transformed to weighted constraints and used in learning (Section 4).

For modeling the agents’ actions, in this work we adopt a deterministic state-transition model expressed via the STRIPS planning representation language [4], slightly extended to associate actions with agents (i.e., each action is annotated with the agent that performs it). This extended language is called \( \text{MA-STRI P S} \) [2]. In Lammas, we first build three types of constraints from plan traces collected from multi-agent environments. The first type of con-
straits encodes the interactions among agents. The second type of constraint encodes the correctness requirements of plans for each agent. The third type encodes the constraints of actions required by STRIPS for each agent. We then satisfy these constraints simultaneously using a weighted maximum satisfiability (MAX-SAT) solver, and transform the solution into action models of each agent.

We organize the paper as follows. We first review related works in single and multi-agent planning area. Then, we present the formalities for our work, and give a detailed description of our Lammas algorithm. Finally, we empirically evaluate Lammas in several planning domains and conclude our work with a discussion on future works.

2. RELATED WORK

In this section we review previous works on multi-agent planning, learning action models, and multi-agent learning.

2.1 Multi-Agent Planning

Our work is related to multi-agent planning. In [6], Geogheff presented a theory of action for reasoning about events in multi-agent or dynamically-changing environments. Wilkins and Myers presented a multi-agent planning architecture for integrating diverse technologies into a system capable of solving complex planning problems [14], Braffman and Domshlak (2008) established an exponential upper bound on the complexity of multi-agent planning problems depending on two parameters quantifying the level of agents’ coupling [2]. They quantified the notion of agents’ coupling and present a multi-agent planning algorithm that scales polynomially with the size of the problem for fixed coupling levels. Based on this work, Nissim et al. (2010) presented a distributed multi-agent planning algorithm [11]. They used distributed constraint satisfaction (CSP) to coordinate between agents and local planning to ensure consistency of the coordination points. To solve the distributed CSP efficiently, they modify some existing methods to take advantage of the structure of the underlying planning problem.

2.2 Action Model Learning

Another related work is action model learning for planning. Gil (1994) described a system called EXPLO, which learns by bootstrapping an incomplete STRIPS-like domain description augmented with past planning experiences [7]. Wang (1995) proposed an approach to automatically learn planning operators by observing expert solution traces and refining the operators through practice in a learning-by-doing paradigm [13]. Holmes and Isbell, Jr. (2004) modeled synthetic items based on experience to construct action models [9]. Walsh and Littman (2008) presented an efficient algorithm for learning action schemas for describing Web services [12]. ARMS automatically learns action models from a set of observed plan traces [16] using MAX-SAT. Amir (2005) presented a tractable, exact solution SATF for the problem of identifying actions’ effects in partially observable STRIPS domains [1]. Creswell et al. (2009) developed a system called LOCM designed to carry out automated induction of action models from sets of example plans. Compared with previous systems, LOCM learns action models with action sequences as input, and is shown to work well under the assumption that the output domain model can be represented in an object-centered representation [3]. In [18], an algorithm was presented to learn action models and a Hierarchical Task Network (HTN) model simultaneously. In [19], an algorithm called LAMP is presented to learn complex action models with quantifiers and logical implications. Despite these successes in action model learning, most previous works only focused on learning action models for single agents, and few work addressed the issue for multi-agent environments. In contrast, to the best of our knowledge, our system Lammas is aimed at learning action models for multi-agent environments for the first time.

2.3 Multi-Agent Learning

There has been much related work in multi-agent learning. In early work, Guestrin et al. (2001) proposed a principled and efficient planning algorithm for cooperative multi-agent dynamic environments [8]. A feature of this algorithm is that the coordination and communication between the agents is not imposed, but derived directly from the system dynamics and function approximation architecture. Bowling (2005) presented a learning algorithm for normal-form games in multi-agent environment. He proved that the algorithm is guaranteed to converge at most zero-average regret, while demonstrating the algorithm converges in many situations of self-play. Wilkinson et al. (2005) developed a system to learn an appropriate representation for planning using only an agent’s observations and actions [15]. The approach solved two problems, namely, learning an appropriate state-space representation and learning the effects of agent’s actions. It required a high-dimensional data set, such as sequences of images, to be given as input. Zhang and Lesser (2010) presented a new algorithm that augmented a basic gradient-ascent algorithm with policy prediction [17]. The key idea behind this algorithm is that a player adjusts its strategy in response to forecasted strategies of the other players, instead of their current ones. None of these algorithms, however, can learn action models for multi-agent planning.

3. PRELIMINARIES

3.1 Satisfiability Problems

The satisfiability problem (SAT) is a decision problem in which, given a propositional logic formula, an assignment of true and false values are to be determined for the variables to make the entire propositional logic formula true. SAT is known to be NP-Complete [5], but the flip side is that it is very powerful in its representational ability: any propositional logic formula can be re-written as a CNF formula. A CNF formula \( f \) is a conjunction of clauses. A clause is a disjunction of literals. A literal \( i \) is a variable \( x_i \) or its negation \( \neg x_i \). A variable \( x_i \) may take values 0 (for false) or 1 (for true). The length of a clause is the number of its literals. The size of \( f \), denoted by \( |f| \), is the sum of the length of all its clauses. An assignment of truth values to the variables satisfies a literal \( x_i \) if \( x_i \) takes the value 1, satisfies a literal \( \neg x_i \) if \( x_i \) takes the value 0, satisfies a clause if it satisfies at least one literal of the clause, and satisfies a CNF formula if it satisfies all the clauses of the formula. An empty clause, denoted by \( \emptyset \), contains no literals and cannot be satisfied. An assignment for a CNF formula \( f \) is complete if all the variables occurring in \( f \) have been assigned; otherwise, it is partial.

The Max-SAT problem for a CNF formula \( f \) is the problem of finding an assignment of values to variables that minimizes the number of unsatisfied clauses; equivalently, the aim is to maximize the number of satisfied clauses. There are many SAT solvers for Max-SAT problems, e.g., Maxsatz [10]. In this paper, we use a weighted version of Maxsatz\(^1\) in our Lammas system.

3.2 Multi-Agent Planning

Our learning problem is to acquire action models for cooperative Multi-Agent (MA) planning systems, in which agents act under complete state information, and actions have deterministic outcomes. Specifically, we consider problems expressible in a MA-

\(^1\)http://www.laria.u-picardie.fr/~cli/EnglishPage.html
\begin{table}[h]
\centering
\begin{tabular}{|l|l|}
\hline
\textbf{hoist} & \textbf{truck} & \textbf{airplane} \\
\hline
\textbf{action} & \textbf{drive} & \textbf{fly} \\
\textbf{parameters} & \textbf{parameters} & \textbf{parameters} \\
\quad (?h - hoist ?p - package) & \quad (?t - truck ?from - place) & \quad (?a - airplane ?from - airport) \\
\quad : ?l - place) & \quad : ?to - place ?c - city) & \quad : ?to - airport) \\
\hline
\textbf{precondition} & \textbf{precondition} & \textbf{precondition} \\
\quad (and (available ?h) (at ?h ?l)) & \quad (and (at ?t ?from) (in-city ?from ?c)) & \quad (at ?t ?from) \\
\hline
\textbf{effect} & \textbf{effect} & \textbf{effect} \\
\quad (and (not (at ?p ?loc)) & \quad (and (not (at ?t ?from)) (at ?t ?to)) & \quad (and (not (at ?a ?from)) (at ?a ?to)) \\
\quad : ?to - place ?c - city) & & \\
\hline
\end{tabular}
\caption{An output example}
\end{table}

Table 2: An output example

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{plan trace 1} & \textbf{plan trace 2} & \\
\hline
\textbf{hoist} & \textbf{truck} & \textbf{airplane} \\
\hline
\textbf{parameters} & \textbf{parameters} & \textbf{parameters} \\
\quad (?h - hoist ?p - package) & \quad (?t - truck ?from - place) & \quad (?a - airplane ?from - airport) \\
\quad : ?l - place) & \quad : ?to - place ?c - city) & \quad : ?to - airport) \\
\hline
\textbf{precondition} & \textbf{precondition} & \textbf{precondition} \\
\quad (and (available ?h) (at ?h ?l)) & \quad (and (at ?t ?from) (in-city ?from ?c)) & \quad (at ?t ?from) \\
\hline
\textbf{effect} & \textbf{effect} & \textbf{effect} \\
\quad (and (not (at ?p ?loc)) & \quad (and (not (at ?t ?from)) (at ?t ?to)) & \quad (and (not (at ?a ?from)) (at ?a ?to)) \\
\quad : ?to - place ?c - city) & & \\
\hline
\end{tabular}
\caption{An example of plan traces}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{plan traces} & \textbf{predicates} & \textbf{action headings} \\
\hline
\textbf{plan traces} & \textbf{ predicates} & \textbf{hoist} \\
\hline
\textbf{hoist} & \textbf{lift hoist1 pkg1 loc1} & (lift ?h - hoist ?p - package ?l - place) \\
\hline
\textbf{truck} & \textbf{move hoist1 loc1 city1} & (move ?h - hoist ?l - place ?c - city) \\
\hline
\textbf{airplane} & \textbf{fly hoist1 pkg1 airplane1 airport1} & (fly ?a - airplane ?l - place ?a - airport) \\
\hline
\end{tabular}
\caption{Table 1: An input example}
\end{table}

3.3 Learning Problem

We formalize our multi-agent learning problem as follows: given a set of plan traces \( T \), a set of predicates \( P \), and a set of action headings \( A_i \) for each agent \( \phi_i \). \Lammas outputs a set of action models \( A_i \) for each agent \( \phi_i \). We show an input/output example in Tables 1 and 2. The example is taken from the logistics domain\(^2\), extended with the MA-STRIPS conventions (<string>) indicates that <string> is a variable. In Table 1 we show an example of plan trace 1, likewise for other plan traces. \( s_0 \) and \( g \) in plan trace 1 are the initial state and the goal, respectively. We assume that there are three agents hoist, truck, and airplane, each of which has its own actions. Agent hoist has five actions lift, drop, unload, load, and move, while agents truck and airplane both have one action, drive and fly respectively. Note that each parameter of the actions or predicates is associated with a type. A type can be primitive, or composed of other types. In Table 1, the type \( \text{physobj} \) is composed of the types package, hoist, and vehicle; vehicle is composed of truck and airplane; and place is composed of location and airport. Other types hoist, package, truck, airplane, location, airport and city are all primitive. In Table 2, we show an example action model for each agent that is learned by our algorithm.

4. THE LAMMAS ALGORITHM

In a nutshell, our \Lammas algorithm performs three steps: (1) generate constraints based on the inputs, (2) solve these constraints using a weighted MAX-SAT solver, and (3) extract action models from the solutions. An overview of the \Lammas algorithm can be found in Algorithm 1. In the following subsections, we will give a detailed description of each step of Algorithm 1 in turn.

Algorithm 1 An Overview of Our \Lammas Algorithm

\textbf{Input:} (1) a set of plan traces \( T \); (2) a set of predicates \( P \); (3) action headings for each agent \( \phi_i : \mathcal{A}_i, \phi_i : \mathcal{A}_i, \mathcal{A}_i, i = 1, \ldots, n \).

\textbf{Output:} action models for each agent \( \phi_i : \mathcal{A}_i, i = 1, \ldots, n \).

1: build agent constraints; 
2: build correctness constraints; 
3: build action constraints; 
4: solve all the constraints using a weighted MAX-SAT solver; 
5: convert the solving result into action models \( \mathcal{A}_i, i = 1, \ldots, n \).

4.1 Agent Constraints

The first type of constraints is the coordination constraints among different agents (see step 1 of Algorithm 1). With these constraints, we aim at encoding the interactions between the multiple agents, where one agent provides a condition that another agent needs.

\(^2\)http://www.cs.toronto.edu/aips2000/
Specifically, there may be two kinds of actions that any one agent can perform: interactive and non-interactive. The former requires conditions from other agents or provides conditions for other agents. For example, in plan trace 1 of Table 1, the action “(drive truck1 loc1 airport1 city1)” of agent truck1 provides the condition “(at truck1 loc1)” for the action “(unload hoist1 pkg1 truck1 airport1)” of agent hoist1. Non-interactive actions have no interaction with other agents. For example, in plan trace 1, the action “(lift hoist1 pkg1 loc1 loc1)” of agent hoist1 does not affect other agents or is affected by other agents. Agent constraints encode constraints for interactive actions.

To generate agent constraints, we first collect the set of all possible conditions \( PC_i(a) \) for each action \( a \) of agent \( \phi_i \) by checking that the proposition parameters are included in the action’s, i.e.,

\[
PC_i(a) = \{ p | para(p) \subseteq para(a), \text{for each} \ p \in P \},
\]

where \( para(p) \) denotes the set of parameters of \( p \), likewise for \( para(a) \).

Example 1: In Table 1, let \( \phi_1, \phi_2, \phi_3 \) be agents hoist, truck, airplane, respectively. We can build possible conditions for each agent’s actions as follows:

\[
\begin{align*}
PC_1(\text{lift}) & = \{(\text{at} \ ?h \ ?l), \ (\text{lifiting} \ ?p), \ (\text{available} \ ?h)\}; \\
PC_1(\text{drop}) & = \{(\text{at} \ ?h \ ?l), \ (\text{lifiting} \ ?p), \ (\text{available} \ ?h)\}; \\
PC_1(\text{unload}) & = \{(\text{at} \ ?h \ ?l), \ (\text{at} \ ?v \ ?l), \ (\text{in} \ ?p \ ?v), \ (\text{lifting} \ ?h \ ?p), \ (\text{available} \ ?h)\}; \\
PC_1(\text{load}) & = \{(\text{at} \ ?h \ ?l), \ (\text{at} \ ?v \ ?l), \ (\text{in} \ ?p \ ?v), \ (\text{lifiting} \ ?h \ ?p), \ (\text{available} \ ?h)\}; \\
PC_1(\text{move}) & = \{(\text{at} \ ?l \ ?from), \ (\text{at} \ ?l \ ?to), \ (\text{in-city} \ ?from \ ?c), \ (\text{in-city} \ ?to \ ?c)\}; \\
PC_2(\text{drive}) & = \{(\text{at} \ ?t \ ?from), \ (\text{at} \ ?t \ ?to), \ (\text{in-city} \ ?from \ ?c), \ (\text{in-city} \ ?to \ ?c)\}; \\
PC_3(\text{fly}) & = \{(\text{at} \ ?a \ ?from), \ (\text{at} \ ?a \ ?to)\}.
\end{align*}
\]

After collecting all possible conditions, we compute all common conditions among pairs of actions \( (a, a') \) from agent pairs \( (\phi_i, \phi_j) \). To do this, we identify an one-to-one correspondence from a subset of parameters of \( a \) to a subset of parameters of \( a' \) such that the parameter \( m \) and its corresponding parameter \( m' \) can be instantiated with the same value. Two parameters can be instantiated with the same value if (1) they have the same type or (2) one is a subtype of the other one (i.e., truck is a type of vehicle). We denote any one such one-to-one correspondence as \( CR_{a, a'} \). For example, let \( CR_{\text{truck}, \text{airplane}} \) and the corresponding parameters in \( CR_{\text{hoist}, \text{truck}} \) as \( (m, m) \), where \( m \) and \( m' \) are the indexes of parameters of \( a \) and \( a' \). We denote the common conditions for a pair of actions \( (a, a') \) of two agents \( \phi_i \) and \( \phi_j \), relative to a correspondence \( CR_{a, a'} \) as \( PC_{i,j}(a, a', CR_{a, a'}) \). For example, take \( PC_2(\text{drive}) \) and \( PC_1(\text{unload}) \). Assuming

\[
CR_{\text{drive}, \text{unload}} = \{(1, 3), (3, 4)\}
\]

(i.e., the first parameter of \text{drive} corresponds to the third parameter of \text{unload}, and the third parameter of \text{drive} corresponds to the fourth parameter of \text{unload}), we have

\[
PC_{21}(\text{drive}, \text{unload}, CR_{\text{drive}, \text{unload}}) = \{(\text{at} ?t ?to)\}
\]
or

\[
PC_{21}(\text{drive}, \text{unload}, CR_{\text{drive}, \text{unload}}) = \{(\text{at} ?v ?l)\}.
\]

We say that an action \( a \) of an agent \( \phi_i \) is interactive with another action \( a' \) of agent \( \phi_j \), if and only if there exists a correspondence \( CR_{a, a'} \) such that \( PC_{i,j}(a, a', CR_{a, a'}) \) is not empty. Otherwise, we say that action \( a \) is non-interactive with action \( a' \), and we say that action \( a \) is noninteractive if it is non-interactive with all the actions of other agents. For example, in Example 1, action \text{drive} is interactive with action \text{unload}, while action \text{lift} of agent hoist1 is non-interactive.

In the next step, we generate agent constraints by finding all the interactive actions among agents and building a new structure that we call a weighted Agent Interaction Graph (w-AIG). We do this by scanning all the plan traces. We define a w-AIG by a tuple \( (N, E, W) \), where \( N \) is a set of nodes, \( E \) is a set of edges, and \( W \) is a set of weights. The nodes \( N \) correspond to agents in \( \Phi \). A directed edge in \( E \) from an agent \( \phi_i \) to another agent \( \phi_j \) is labeled by \( PC_{i,j}(a, a', CR_{a, a'}) \), indicating that actions \( a \in A_i \), and \( a' \in A_j \), satisfy

\[
(Add(a) \cap Pre(a')) \subseteq PC_{i,j}(a, a', CR_{a, a'}).
\]

It is possible that there are multiple edges between the same two agents.

Each weight in \( W \) is associated with an edge in \( E \), measuring the likelihood of the existence of that edge. This likelihood is computed as follows. We scan the set of plan traces \( T \), looking for situations in which \( \phi_j \) executes actions immediately after \( \phi_i \). In such situations, we conjecture that some actions of agent \( \phi_j \) in plan traces probably provides some conditions for some actions of agent \( \phi_j \), which corresponds to some edges from \( \phi_i \) to \( \phi_j \) in w-AIG. The same edges may be repeatedly created when scanning plan traces. Each time the same edge is found, its corresponding weight will be incremented by one. The procedure for building the graph is shown in Algorithm 2.

In step 4 of Algorithm 2, lengthof(t) returns the number of actions in \( t \). In step 8, findCR(a_k, a_k') returns a set of corresponding parameters between \( a \) and \( a' \). For example, let \( a_k \) and \( a_k' \) be actions “(drive truck1 loc1 airport1 city1)” and “(unload hoist1 pkg1 truck1 airport1)”. The first parameter “truck1” of \( a_k \) is the same as the third parameter of \( a_k' \), and the third parameter “airport1” of \( a_k' \) is the same as the fourth parameter of \( a_k \). Thus, the procedure findCR(a_k, a_k') returns \{1, 3\}, \{(3, 4)\} as the corresponding parameters between \( a \) and \( a' \). In step 13, \( W(e) \) records the times that edge \( e \) is repeatedly found.

Example 2: From Example 1, we can easily build a w-AIG after scanning plan trace 1, as shown in Figure 1. After scanning plan trace 1, we know that the first two actions \( \text{lift} \) and \( \text{load} \) are executed by agent \text{hoist1}, and the third action \text{drive} is executed by agent \text{truck1}. Since that \text{lift} is noninteractive holds, it is not included. For action \( \text{load} \), since \( PC_{12}(\text{load, drive}) \neq \emptyset \), a new edge \( e \) is created, and its weight is set as one. Likewise, we can create other edges by scanning plan trace 1.

Once the w-AIG is generated, the last step is to generate agent constraints. Let \( e \) be an edge that connects an agent \( \phi_i \) to another agent \( \phi_j \). We can build the constraints to denote that some action of agent \( \phi_i \) provides some condition for some action of agent \( \phi_j \). Formally, for each edge connecting agent \( \phi_i \) to agent \( \phi_j \) with a label \( PC_{i,j}(a, a', CR_{a, a'}) \), we create the following constraints (one

\[\text{We consider hoist1 and hoist2 as instances of the same agent because they share the same action models.} \]

\[\text{For simplicity, we omit the type associated with each parameter of each predicate (e.g., type “package” of parameter “?p” is omitted.)} \]
Algorithm 2 Building w-AIG: \( G = \text{buildwAIG}(T) \)

**INPUT:** a set of plan traces \( T \).

**OUTPUT:** a w-AIG \( G = (N, E, W) \).

1. let \( N = \emptyset, E = \emptyset \);
2. for each \( t \in T \) do
3. \( n = 1; \)
4. while \( n \leq \text{lengthof}(t) \) do
5. find the maximal number \( h \), such that actions \( a_h, \ldots, a_{n+h} \) in \( t \) are all executed by agent \( \phi_i \);
6. find the maximal number \( h' \), such that actions \( a_{n+h+1}, \ldots, a_{n+h+h'} \) in \( t \) are executed by agent \( \phi_j \);
7. for each two integers \( k \in [n, n+h] \) and \( k' \in [n+h+1, n+h+h'] \) do
8. assuming \( a_k \) and \( a_k' \) are instances of action \( a \) and \( a' \) respectively, build \( CR_{a,a'} = \text{findCR}(a_k, a_k') \);
9. calculate \( PC_{ij}(a, a', CR_{a,a'}) \);
10. if \( PC_{ij}(a, a', CR_{a,a'}) \neq \emptyset \) then
11. create an edge \( e \), with label \( PC_{ij}(a, a', CR_{a,a'}) \);
12. if \( e \in E \) then
13. \( W(e) = W(e) + 1; \)
14. else
15. \( E = E \cup \{ e \}, \) and \( W(e) = 1; \)
16. end if
17. end if
18. end for
19. \( n = n + h + 1; \)
20. end while
21. end for
22. return \((N, E, W)\);

For each \( p \in PC_{ij}(a, a', CR_{a,a'}) \):

\[ p \in \text{Add}(a) \land p \in \text{Pre}(a'). \]

The weights of these constraints are directly assigned by the values of \( W \).

4.2 Correctness Constraints

In step 2 of Algorithm 1, we build correctness constraints (first introduced by [16]). We introduce two categories of action constraints. The first is the result of the semantics of STRIPS [4], while the second is the result of the statistical information extracted from the plan traces (i.e., the relationship between states and actions revealed by plan traces). Specifically, we build the constraints as follows.

1. In STRIPS, if a predicate \( p \) is a precondition of an action \( a \), i.e., \( p \in \text{pre}(a) \), then it should not be added by \( a \), i.e., \( p \notin \text{Add}(a) \); on the other hand, if a predicate \( q \) is added by an action \( a \), i.e., \( q \in \text{Add}(a) \), then it should not be deleted by \( a \) at the same time, i.e., \( q \notin \text{Del}(a) \). Formally, these constraints can be represented by

\[ (p \in \text{Pre}(a) \rightarrow p \notin \text{Add}(a)) \]

and

\[ (q \in \text{Add}(a) \rightarrow q \notin \text{Del}(a)) \]

for any action \( a \) from any agent. The weights of these constraints are also set as the maximal value of \( W \) in w-AIG.

2. In general, if a predicate \( p \) frequently occurs before an action \( a \) in plan traces (i.e., \( p \) frequently occurs in the state where \( a \) is executed), then \( p \) is likely a precondition of \( a \). Similarly, if a predicate \( q \) frequently occurs after \( a \) (i.e., \( q \) frequently occurs in the state after \( a \) is executed), then \( q \) is likely an added effect of \( a \). This idea can be formulated via the following constraints:

\[ (p \in \text{before}(a) \rightarrow p \in \text{Pre}(a)) \]

and

\[ (q \in \text{after}(a) \rightarrow q \in \text{Add}(a)) \]

where \( \text{before}(a) \) indicates a set of predicates that occur frequently before \( a \), while \( \text{after}(a) \) indicates a set of predicates that occur frequently after \( a \), where the term \( \text{frequently} \) is used to indicate that the number of occurrences is larger than a pre-defined threshold; in each domain we need to adjust the threshold value empirically. The weights of these constraints are set as the number of their occurrences.
4.4 Attaining Action Models

After all three types of constraints are built, we satisfy all constraints using a weighted MAX-SAT solver (Step 4 of Algorithm 1). Before that, we introduce three new parameters $\lambda_i (1 \leq i \leq 3)$ to control the relative importance of the three kinds of constraints (which is similar to [18]). We adjust the weights of each kind of constraints by replacing their weights with $\sum_i w_i$, where $w_i$ is the weight of the $i$th kind of constraints. By adjusting $\lambda_i$ from 0 to 1, we can adjust the weight from 0 to $\infty$. The weighted MAX-SAT solution returns a truth value for each atom. We are interested specifically in the truth values of atoms of the form “$\text{p} \in \text{pre}(a)$”, “$\text{p} \in \text{add}(a)$”, and “$\text{p} \in \text{del}(a)$”. We convert the MAX-SAT solution to action models directly: if an atom “$\text{p} \in \text{Add}(a)$” is assigned with true, $\text{p}$ will be converted to an adding effect of action $a$. We can likewise transform an atom to a precondition or a negative effect of an action.

5. EXPERIMENTS

In order to verify the effectiveness of Lammas, we developed a prototype system, which we compare to a baseline algorithm on three multi-agent domains derived from IPC (International Planning Competition) domains. These domains are multi-agent variations of logistics$^3$, rovers$^4$ and openstacks$^5$.

5.1 Dataset and Criterion

In the first domain logistics, a set of packages should be moved on a roadmap from their initial to their target locations using the given vehicles. The packages can be loaded onto and unloaded off the vehicles, and each vehicle can move along a certain subset of road segments. We extend this domain by introducing three kinds of agents hoist, truck and airplane, each of which has its own actions, as it is described in Table 1. These agents cooperate to achieve the specific goals, e.g., a hoist agent uploads a package to a truck in its starting location; a truck agent takes the package from this location to an airport, a hoist agent then unloads the package from the truck and loads it into an airplane, an airplane agent takes the package from an airport to another airport and so forth. The second domain is rovers, which is inspired by a planetary rovers planning problem. The domain rovers tasks a collection of rovers with navigating a planetary surface, finding samples (soil, rock and image), analyzing them, and communicating the results back to a lander. We extend this domain by introducing four kinds of agents: soilrover, rockrover, imagerover and communicant, each of which has its own actions. Specifically, the agents soilrover, rockrover and imagerover perform actions related to sampling soil, rocks, and images, respectively. In other words, they are responsible for transporting the soil to agent communicant. The agent communicant is in charge of analyzing the soil, rocks and images, and communicating the results back to a lander. In the last domain openstacks, a manufacturer has a number of orders, each consisting of a combination of different products, and can only make one product at a time. We extend this domain by introducing three kinds of agents: receiver, producer and deliveryman. Agent receiver receives orders from clients and passes them to producers. Agent producer produces products according to the orders and passes them to delivery men. Agent deliveryman delivers products to clients according to the orders. With these extended domains, we can test our learning algorithm in multi-agent conventions. In what follows, we refer to these extended multi-agent domains as ma-logistics, ma-rovers and ma-openstacks, respectively. The action models of these extended domains were built by hand and used as ground truth action models. Using the ground truth action models, we generated 200 plan traces from each domain, which was used as the training data for Lammas.

We compare the learned action models with the ground truth action models to calculate the error rates. If a precondition appears in the precondition list of our learned action model but not in the precondition list of its corresponding ground-truth action model, the error count of preconditions, denoted by $E_{\text{pre}}$, is incremented by one (this is a false positive). If a precondition appears in the precondition list of a ground truth action model but not in the precondition list of the corresponding learned action model, $E_{\text{pre}}$ also is incremented by one (this is a false negative). Likewise, the error count in the actions’ adding (or deleting) lists is denoted by $E_{\text{add}}$ (or $E_{\text{del}}$). False positives restrict the potential plans that could be generated, and they measure the loss in terms of the completeness of planning. False negatives can give rise to incorrect plans, and thus they measure the loss in the soundness.

We use $T_{\text{pre}}$, $T_{\text{add}}$ and $T_{\text{del}}$ to denote the number of all the possible preconditions, add-effects and delete-effects of an action model, respectively. We define the error rate of an action model $a$ as

$$R(a) = \frac{1}{3} \left( \frac{E_{\text{pre}}}{T_{\text{pre}}} + \frac{E_{\text{add}}}{T_{\text{add}}} + \frac{E_{\text{del}}}{T_{\text{del}}} \right)$$

where we assume the error rates of preconditions, adding effects and deleting effects are equally important, and the range of error rate $R(a)$ is within $[0,1]$. Furthermore, we define the error rate of all the action models from agents $\Phi$ in a domain as

$$R(\Phi) = \frac{1}{\sum_{i \in \Phi} |A_i|} \sum_{i \in \Phi} \sum_{a \in A_i} R(a)$$

where, $|A_i|$ is the number of action models that the agent $\phi_i$ is capable of performing. Using this definition of error rate as the performance metric, we present our experimental results in the next subsection.

5.2 Experimental Results

We test our Lammas algorithm in the following way. First, we compare between our Lammas algorithm and ARMS. Second, we vary the weights of each type of constraints and observe the impact on performance. Finally, we report on the running time of Lammas.

5.2.1 Comparison between Lammas and ARMS

One way to conduct the comparison is to consider the existence of an oracle agent, which knows all the actions of each agent in the multi-agent system, such that the multi-agent system can be viewed as a single-agent system. This will enable the learning of actions for the oracle agent by using previous single-agent action-model learning algorithms such as ARMS. These single-agent learning algorithms, however, do not consider the coordination information involved in the various agents. In Lammas this information is captured by the agent constraints. We hypothesize that the Lammas algorithm can handle these interactions better, resulting in reduced error rates.

We set the percentage of observed states as 1/5, which indicates that one in five consecutive states can be observed. We set the percentage of observed propositions in each observed state as 1/5. We also set all $\lambda_i (1 \leq i \leq 3)$ as 0.5 without any bias. We ran Lammas and ARMS five times by randomly selecting the states and propositions in plan traces, and calculate the average of error rates. The comparison result is shown in Figure 2.
From Figure 2, we can see that the error rates $R(\Phi)$ of both Lammas and ARMS generally decrease as the number of plan traces increases, which is consistent with the intuition that when more training data is given the percentage of error will decrease. By observation, we can also find that the error rate $R(\Phi)$ of our Lammas algorithm is generally smaller than that of ARMS, which suggests that the agent constraints generated from w-AIG can indeed help improve the learning result in multi-agent environments. From the curves for different domains, our Lammas algorithm functions much better in both domains of ma-logistics and ma-openstacks than in the domain marovers. The results are statistically significant; we performed the Student’s t-test and the results are 0.0101 for ma-logistics, 0.0416 for marovers and 0.0002 for ma-openstacks. This suggests that the agent constraints work better in ma-logistics and ma-openstacks than in marovers. The reason for this difference is because agents in ma-logistics and ma-openstacks have more interactions between each other than that in marovers.

5.2.2 Varying weights of constraints

The importance of different kinds of constraints may be different in the learning process. We test this hypothesis by varying the weights of the different kinds of constraints. We fix $\lambda_2$ and $\lambda_3$ as 0.5 and set $\lambda_1$ as different values of 0, 0.25, 0.5, 0.75 and 1. We run Lammas and calculate the error rates with respect to different values of $\lambda_1$. The error rates are shown in the second/fifth/eighth columns of Table 3. Likewise, we calculate the error rates with different values of $\lambda_2$ or $\lambda_3$ when fixing the other two $\lambda$ values at 0.5, as shown in Table 3. In the table, we highlight the smallest error rates of each column with boldface; e.g., in the second column the smallest error rate is 0.0601 when $\lambda_1 = 0.75$.

From Table 3, we find that $\lambda_1$ cannot be set too high (the highest being 1) or set too low (the lowest being 0); otherwise its corresponding error rates will be high. This suggests that the weights of constraints cannot be set too high or too low to offset the impact of other constraints. Hence, all these kinds of constraints are needed for learning high quality result. For instance, when $\lambda_1$ is set too high, its corresponding kind of constraints plays a major role while the other two kinds of constraints play a relatively minor role (in an extreme case, they play no effect when $\lambda_1 = 1$) on the learning result. On the other hand, when $\lambda_1$ is set too low, the importance of its corresponding kind of constraints is reduced. In the extreme case, they have no effect when $\lambda_1 = 0$.

By comparing the $\lambda_1$ columns between ma-logistics and marovers, we can see that the value of $\lambda_1$ should be higher in ma-logistics (to make error rates smaller) than in marovers, which suggests agent constraints in ma-logistics are more important than in marovers. The reason for this is because there are more interactions among agents in ma-logistics than in marovers. Hence, exploiting the agent’s interaction information helps improve the learning result.

5.2.3 Running time

To test the running time of the Lammas algorithm, we set $\lambda_1(1 \leq i \leq 3)$ as 0.5 and run Lammas with respect to different number of plan traces. The result is shown in Figure 3. As can be seen from the figure, the running time increases polynomially with the number of input plan traces. This can be verified by fitting the relationship between the number of plan traces and the running time to a performance curve with a polynomial of order 2 or 3. For example, the fit polynomial for ma-logistics is $-0.0002x^3 + 0.0541x^2 - 3.1616x + 52.6667$.

ARMS also runs in polynomial time on the size of the input traces. Hence, since both ARMS and Lammas are designed to run off-line there is no real advantage of using one or the other one based on their running times. However, our experiments show that Lammas has the advantage that it can learn more accurate models than ARMS for multi-agent environments.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented an action-model learning system known as Lammas, which performs well in multi-agent domains. We learn the structure information to reflect agent interactions, which is shown empirically to improve the quality of the learned action models. Our approach builds a w-AIG graph to reveal the potential interactions among agents, which results in agent constraints that are used to capture agent interactions. Integrating these agent constraints with previously used action constraints are shown to give better learning performance. Our experiments show that Lammas is effective in three benchmark domains.

Our work can be extended to more complex multi-agent domains. For example, in a multi-player computer game setting, agents have their own utilities, and they may cooperate with each other or work against each other. In such situations, we may incorporate more types of constraints to model adversarial situations.
Table 3: Error rates with respect to different $\lambda$ values

<table>
<thead>
<tr>
<th>$\lambda_i$ values</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1052</td>
<td>0.2173</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
</tr>
<tr>
<td>0.75</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
</tr>
<tr>
<td>0.25</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
</tr>
<tr>
<td>0</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
<td>0.1052</td>
<td>0.2053</td>
<td>0.1744</td>
</tr>
</tbody>
</table>

Figure 3: The running time of the Lammas algorithm
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ABSTRACT

Potential-based reward shaping has previously been proven to both be equivalent to Q-table initialisation and guarantee policy invariance in single-agent reinforcement learning. The method has since been used in multi-agent reinforcement learning without consideration of whether the theoretical equivalence and guarantees hold. This paper extends the existing proofs to similar results in multi-agent systems, providing the theoretical background to explain the success of previous empirical studies. Specifically, it is proven that the equivalence to Q-table initialisation remains and the Nash Equilibria of the underlying stochastic game are not modified. Furthermore, we demonstrate empirically that potential-based reward shaping affects exploration and, consequentially, can alter the joint policy converged upon.
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1. INTRODUCTION

Current trends are showing a rise in interest in Multi-Agent Systems (MAS). With multiple, distributed agents a larger set of problem domains can be practically modelled [35]. To control each agent, a reinforcement learning solution can provide adaptive, autonomous, and self-improving agents.

However, whilst reinforcement learning can handle problems with combinatorial state spaces in single-agent problem domains [21, 26], adding more agents to the same environment is a significant challenge [5]. Specifically, as the other agents execute their own actions they subsequently influence the state of the world. This makes the environment appear non-stationary to an individual agent because other agents may concurrently learn and change their behaviour. Unknown to the agent, the same local state-action pair will have a different transition function even though the global state-joint action pair has not changed.

It has been shown in single-agent reinforcement learning that the quicker a learning agent can reach convergence in its policy the more it will benefit from instability in the environment, as it is better suited to adapt to changes [30]. But in MAS the state-action space grows exponentially with the number of agents, which may considerably slow down convergence reducing agents’ ability to adapt quickly. Therefore, methods of reducing the time to convergence are of significant importance when implementing reinforcement learning solutions to MAS.

One such method, empirically demonstrated to decrease the time for each individual learning in a common environment to converge on a stable policy, is incorporating heuristic knowledge [17, 25]. However, most existing reinforcement learning algorithms were proposed under the assumption that there is no knowledge available about the problem. This is often not the case; in many practical applications heuristic knowledge can be easily identified by the designer of the system [23], or acquired using reasoning or learning [10].

In single-agent reinforcement learning, potential-based reward shaping has been proven to be a principled and theoretically correct method of incorporating heuristic knowledge into an agent. Provided domain knowledge dependent on states alone, receiving an additional potential-based reward of the correct form does not alter the optimal policy of an agent [20].

To date, applications of potential-based reward shaping to MAS [2, 16] have been studied without published consideration of whether the proofs, originally intended for single-agent problem domains, hold for multi-agent reinforcement learning.

The bulk of our findings, discussed in Section 4, consider the theoretical implications for reward shaping of changing from single-agent problem domains to MAS. This work focuses on the analysis of two fundamental results in single-agent, potential-based reward shaping; the equivalence to Q-table initialisation [33] and the invariance of policies between shaped and non-shaped agents provided [20].

The first remains constant, potential-based reward shaping is equivalent to Q-table initialisation regardless of the
number of agents learning in the environment. The latter, however, takes new meanings in a MAS. The goal of single-agent reinforcement learning is to compute the policy of maximum reward but with multiple agents, potentially competing, the goal becomes Nash Equilibrium [19]. Therefore, the multi-agent equivalent to policy invariance [20], successfully proven in this paper, is that potential-based reward shaping does not alter the Nash Equilibrium of the MAS.

However, potential-based reward shaping can have implications for the joint policy a multi-agent reinforcement learning solution will converge to. As we will show, the final joint policy will still be a Nash Equilibrium of the original system (i.e., before any agents received reward shaping) but may not be the same as the additional reward alters the individual agent’s exploration which affects the experiences all agents will have.

We close, in Section 5 by empirically demonstrating our findings but first, to begin, the following section will review existing work and the required background knowledge.

2. EXISTING WORK

2.1 Reinforcement Learning

Reinforcement learning is a paradigm which allows agents to learn by reward and punishment from interactions with the environment [28]. The numeric feedback received from the environment is used to improve the agent’s actions. The majority of work in the area of reinforcement learning applies a Markov Decision Process (MDP) as a mathematical model [22].

An MDP is a tuple \( \langle S, A, T, R \rangle \), where \( S \) is the state space, \( A \) is the action space, \( T(s, a, s') = Pr(s'|s, a) \) is the probability that action \( a \) in state \( s \) will lead to state \( s' \), and \( R(s, a, s') \) is the immediate reward \( r \) received when action \( a \) taken in state \( s \) results in a transition to state \( s' \). The problem of solving an MDP is to find a policy (i.e., mapping from states to actions) which maximises the accumulated reward. When the environment dynamics are not available, as from states to actions) which maximises the accumulated. When the environment dynamics (transition probabilities and a reward function) are available, this task can be solved using iterative approaches like policy and value iteration [3].

When the environment dynamics are not available, as with most true environments, value iteration cannot be used. However, the concept of an iterative approach remains the backbone of the majority of reinforcement learning algorithms. These algorithms apply so called temporal-difference updates to propagate information about values of states, \( V(s) \), or state-action, \( Q(s, a) \), pairs [27]. These updates are based on the difference of the two temporally different estimates of a particular state or state-action value. The Q-learning algorithm is such a method [28]. After each transition \( (s, a) \rightarrow (s', r) \), in the environment, it updates state-action values by the formula:

\[
Q(s, a) \leftarrow Q(s, a) + \alpha[r + \gamma \max_{a'} Q(s', a') - Q(s, a)]
\]

where \( \alpha \) is the rate of learning and \( \gamma \) is the discount factor. It modifies the value of taking action \( a \) in state \( s \), when after executing this action the environment returned reward \( r \), and moved to a new state \( s' \).

2.2 Multi-Agent Reinforcement Learning

Applications of reinforcement learning to MAS typically take one of two approaches; multiple individual learners or joint action learners [6]. The former is the deployment of multiple agents each using a single-agent reinforcement learning algorithm. The latter is a group of multi-agent specific algorithms designed to consider the existence of other agents.

Multiple individual learners assume any other agents to be a part of the environment and so, as the others simultaneously learn, the environment appears to be dynamic as the probability of transition when taking action \( a \) in state \( s \) changes over time. To overcome the appearance of a dynamic environment, joint action learners were developed that extend their value function to consider for each state the value of each possible combination of actions by all agents.

Learning by joint action, however, breaks a common fundamental concept of MAS in which each agent is self motivated and so may not consent to the broadcasting of their action choices. Furthermore, the consideration of the joint action causes an exponential increase in the number of values that must be calculated with each additional agent added to the system. Typically, joint action learning algorithms have only been demonstrated in trivial problem domains [31, 11, 6] whilst applications in complex systems most often implement multiple individual learners [18, 29, 30]. For these reasons, this work will focus on multiple individual learners and not joint action learners. However, these proofs can be extended to cover joint action learners, those we have specifically considered include MiniMax Q-learning [14], Fieedor-Foe Q-learning [15] and Nash-Q [11].

Unlike single-agent reinforcement learning where the goal is to maximise the individual’s reward, when multiple self motivated agents are deployed not all agents can always receive their maximum reward. Instead some compromise must be made, typically the system is designed aiming to converge to a Nash Equilibrium [24]. Multiple individual learners will, given sufficient learning time, converge to a point of equilibrium, however, no guarantees can be made that this will be the optimum Nash Equilibrium [6].

To model a MAS, the single-agent MDP becomes inadequate and instead the more general Stochastic Game (SG) is required [5]. A SG of \( n \) agents is a tuple \( \langle S, A_1, ..., A_n, T, R_1, ..., R_n \rangle \), where \( S \) is the state space, \( A_i \) is the action space of agent \( i \), \( T(s, A_i, s') = Pr(s'|s, A_i) \) is the probability that joint action \( A \) in state \( s \) will lead to state \( s' \), and \( R_i(s, a, s') \) is the immediate reward \( r \) received by agent \( i \) when action \( a \) taken in state \( s \) results in a transition to state \( s' \) [9].

3. REWARD SHAPING

The immediate reward \( r \), which is in the update rule given by Equation 1, represents the feedback from the environment. The idea of reward shaping is to provide an additional reward which will improve the convergence of the learning agent with regard to the learning speed [20, 23]. This concept can be represented by the following formula for the Q-learning algorithm:

\[
Q(s, a) \leftarrow Q(s, a) + \alpha [r + F(s, s') + \gamma \max_{a'} Q(s', a') - Q(s, a)]
\]

where \( F(s, s') \) is the general form of the shaping reward.

Even though reward shaping has been powerful in many
experiments it quickly became apparent that, when used improperly, it can change the optimal policy [23]. To deal with such problems, potential-based reward shaping was proposed [20] as the difference of some potential function \( \Phi \) defined over a source state and a destination state \( s' \):

\[
F(s, s') = \gamma \Phi(s') - \Phi(s)
\]

where \( \gamma \) must be the same discount factor as used in the agent’s update rule (see Equation 1).

Ng et al. [20] proved that potential-based reward shaping, defined according to Equation 3, guarantees learning a policy which is equivalent to the one learnt without reward shaping in both infinite and finite horizon MDPs.

Wiewiora [33] later proved that an agent learning with potential-based reward shaping and no knowledge-based Q-table initialisation will behave identically to an agent without reward shaping when the latter agent’s value function is initialised with the same heuristic knowledge represented by \( \Phi(s) \). This is an important fact, because when function approximation is used in big environments, where the structural properties of the state space are not clear, it is not easy to initialise the value function. Potential-based reward shaping represents a flexible and theoretically correct method to incorporate background knowledge regarding states into reinforcement learning algorithms.

3.1 Reward Shaping In Multi-Agent Systems

Incorporating heuristic knowledge has been shown to be beneficial in multi-agent reinforcement learning [2, 16, 17, 25]. However, some of the previous examples did not use potential-based functions to shape the reward [17, 25] and could potentially, therefore, suffer from introducing beneficial cyclic policies that cause convergence to an unintended behaviour as demonstrated previously in a single-agent problem domain [23].

The remaining applications that were potential-based [2, 16], demonstrated an increased probability of convergence to a higher value Nash Equilibrium. As it has long been established that multiple individual learners are not guaranteed to converge to the optimal Nash Equilibrium [6], a number of methods to increase the probability of this occurring have already been devised. Amongst them are COIN [34] and myopic heuristics [6]. However, these methods require knowledge of the reward function or the joint action. Potential-based reward shaping can similarly increase the probability of convergence to the optimal Nash Equilibrium provided a good heuristic, but does so without requiring either of these specific pieces of knowledge which are commonly unavailable in MAS applications.

Both applications of potential-based reward shaping were published with no consideration of whether the proofs of guaranteed policy invariance hold in multi-agent reinforcement learning or how they affect the joint policy at time of convergence. Starting in the following section, our contribution fills this gap in knowledge and provides the theoretical results to explain these previous empirical studies.

4. THEORY

To discuss the implications of using potential-based reward shaping in MAS we must consider the differences between single-agent and multi-agent reinforcement learning. SGs, unlike MDPs, share amongst all agents a common transition function and common states but neither of these are affected by shaping the reward function of one or more of the agents. Although the agents may change their own policy and alter their exploration path due to the additional potential-based reward, this does not change the dynamics (transition function or states) of the environment, nor the set of actions the agent can take.

In fact the only elements of a SG to change when one or more agent implements potential-based reward shaping are the individual reward functions of those agents. If, as we will later show to be true in Section 4.2, these alterations to the individual reward functions do not change the best response policy of a shaped agent given a fixed set of policies followed by all other agents, the Nash Equilibria of the underlying SG remain constant regardless of how many agents are using potential-based reward shaping.

Formally, this argument will be completed by showing, in the following sub-section, that potential-based reward shaping in MAS is equivalent to Q-table initialisation and then, in Section 4.2, that it does not alter the Nash Equilibria of the MAS. Both of these findings, as we will discuss in Section 4.3, has implications for the eventual policy that will be converged upon.

4.1 Potential-Based Reward Shaping And Q-Value Initialisation Are Equivalent

The proof of Wiewiora [33] of the equivalence of potential-based reward shaping and Q-value initialisation was published in the context of single agent problem domains but also holds for problem domains with multiple individual learners.

From [33] we quote:

\[
\text{Theorem 1} \quad \text{Given the same sequence of experiences during learning, } \Delta Q(s, a) \text{ always equals } \Delta Q'(s, a).
\]

where \( Q(s, a) \) is the modelled value function of an agent learning with potential-based reward shaping and \( Q'(s, a) \) is the modelled value function of an agent learning with Q-value initialisation.

The original proof uses a fixed sequence of experiences for both agents. The theory can be extended to multiple individual learners simply by extending the definition of the sequence experienced from the 4-tuple \( \langle s, a, r, s' \rangle \) to the 2n + 2-tuple \( \langle s, a_1, a_2, ..., a_n, r_1, r_2, ..., r_n, s' \rangle \). Using the extended sequence and the inductive proof from [33] the following proves that Theorem 1 holds also for multi-agent reinforcement learning.

Proof By Induction

Consider any arbitrary agent \( i \) from the set of all agents. As before, \( Q_i(s, a) \) is the modelled value function when the agent is learning with potential-based reward shaping and \( Q'_i(s, a) \) is the modelled value function had the same agent learnt without reward shaping but with Q-value initialisation. The former agent will later be referred to as \( L \) and the latter as \( L' \).

Agent \( L \) will update its Q-values by the rule:

\[
Q_i(s, a) \leftarrow Q_i(s, a) + \alpha \left( r_i + F(s, s') + \gamma \max_{a'} Q_i(s', a') - Q_i(s, a) \right) \delta Q_i(s, a)
\]

\[
(4)
\]
where $F(s,s')$ is the potential-based reward shaping function and $\delta Q_i(s,a)$ is the amount (scaled by $\alpha$) that the Q value will be updated by. The current Q-values of Agent $L$ can be represented formally as the initial value plus the change since:

$$Q_i(s,a) = Q_i^0(s,a) + \Delta Q_i(s,a)$$

(5)

where $Q_i^0(s,a)$ is agent $i$’s initial Q-value of state-action pair $(s,a)$. Similarly agent $L'$ updates its Q-values by the rule:

$$Q'_i(s,a) = Q'_i(s,a) + \alpha (r_i + \gamma \max_{a'} Q'_i(s',a') - Q'_i(s,a))$$

(6)

And its current Q-values can be represented formally as:

$$Q'_i(s,a) = Q_i^0(s,a) + \Phi(s) + \Delta Q'_i(s,a)$$

(7)

where $\Phi(s)$ is the potential for state $s$.

**Base Case**

Before either agent experiences anything, the Q-tables of $L$ and $L'$ are both their respective initial values, and therefore both $\Delta Q_i$ and $\Delta Q'_i$ are uniformly zero.

**Inductive Case**

Assuming $\Delta Q_i = \Delta Q'_i$, both $L$ and $L'$ will be updated by the same amount in response to experience $(s,a_1,a_2,...,a_n,r_1,r_2,...,r_n,s')$. First consider the update performed by $L$:

$$\delta Q_i(s,a) = r_i + F(s,s') + \gamma \max_{a'} Q_i(s',a') - Q_i(s,a)$$

$$= r_i + \gamma \Phi(s') - \Phi(s)$$

$$+ \gamma \max_{a'} (Q_i^0(s',a') + \Delta Q_i(s',a'))$$

$$- Q_i^0(s,a) - \Delta Q_i(s,a)$$

(8)

Now consider the update performed by $L'$:

$$\delta Q'_i(s,a) = r_i + \gamma \max_{a'} Q'_i(s',a') - Q'_i(s,a)$$

$$= r_i + \gamma \max_{a'} (Q_i^0(s',a') + \Phi(s') + \Delta Q'_i(s',a'))$$

$$- Q_i^0(s,a) - \Phi(s) - \Delta Q'_i(s,a)$$

$$= r_i + \gamma \Phi(s') - \Phi(s)$$

$$+ \gamma \max_{a'} (Q_i^0(s',a') + \Delta Q_i(s',a'))$$

$$- Q_i^0(s,a) - \Delta Q_i(s,a)$$

(9)

Therefore, the Q-tables of both $L$ and $L'$ are both updated by the same value and so $\Delta Q_i$ and $\Delta Q'_i$ remain equal.

Given that Theorem 1 of [33] holds for the multi-agent context then so too does Theorem 2, again quoted from [33]:

**Theorem 2** If $L$ and $L'$ have learnt on the same sequence of experiences and use an advantage-based policy, they will have an identical probability distribution for their next action.

where an advantage-based policy is one that chooses actions based not on the absolute magnitude of the Q-values but on their relative differences within the current state. Examples of advantage-based policies include greedy, $\epsilon$-greedy and Boltzmann soft-max.

This is immediately apparent when considering both $\Delta Q_i = \Delta Q'_i$ from Theorem 1 and Equations 5 and 7. As the difference between the Q-values of agent $L$ and agent $L'$ are the potential of the state, the difference is consistent across all actions in any given state. Therefore, the actions maintain the same relative differences allowing an advantage-based policy to make the same action decisions.

Effectively, at any time in learning $L$ and $L'$ will behave the same way (make the same decisions with the same probabilities). To conclude, whether an agent is shaped or initialised it will have the same effect on all other agents in the environment, the learning dynamics are not changed by using one method or the other and the agents as a collective whole will converge or not upon the same joint policy regardless of whether the agent was shaped or initialised.

Finally, although the proof here was written specifically for Q-learning, this was simply in keeping with the original work of [33]. In single-agent problem domains the equivalence of Q-table initialisation and potential-based reward shaping can be proven also in SARSA and other temporal difference algorithms [33]. Similar extensions to multi-agent, as above, are possible also for these extensions.

### 4.2 Potential-Based Reward Shaping Does Not Alter The Nash Equilibria Of A Stochastic Game

As already established the common goal of MARL is a Nash Equilibrium. The typical concern of modifying a reward function is that the original goals of the agent will be altered. Ng showed previously that in the single-agent context, the optimum policy was unchanged by the introduction of reward shaping provided the function was potential-based [20]. To extend this to MARL we must now consider whether implementing the same reward shaping in one or more agents in a SG will alter its points of equilibrium.

Formally a Nash Equilibrium in a SG is:

$$\forall i \in 1...n, \pi_i \in \Pi_i | R_i(\pi_i^{NE} \cup \pi_{-i}^{NE}) \geq R_i(\pi_i \cup \pi_{-i}^{NE})$$

(10)

where $n$ is the number of agents, $\Pi_i$ is the set of all possible policies of agent $i$, $R_i$ is the reward function for agent $i$, $\pi_i^{NE}$ is a specific policy of agent $i$ and $\pi_{-i}^{NE}$ is the joint policy of all agents except agent $i$ following their own fixed specific policy. If the inequality holds for all agents, the joint policy of each agent following its policy $\pi_i^{NE}$ is a Nash Equilibrium.

Now consider any arbitrary agent $i$ from the set of all agents. For the inequality above to hold for agent $i$, we must consider the set $\Pi_i^{NE}$ of all joint policies consisting of each possible policy of agent $i$ combined with $\pi_{-i}^{NE}$. Formally, this set contains:

$$\forall \pi_i \in \Pi_i | (\pi_i \cup \pi_{-i}^{NE})$$

(11)
Each fixed joint policy in the set $\Pi_{i}^{NE}$ will generate a fixed infinite sequence of experiences when followed consistently from the current state $s_0$ of the form:

$$\bar{s} = s_0, a_{0,0}, a_{0,1}, \ldots, a_{0,n}, r_{0,0}, r_{0,1}, \ldots, s_{\infty}, a_{\infty,0}, a_{\infty,1}, \ldots, a_{\infty,n}, r_{\infty,0}, r_{\infty,1}, \ldots, r_{\infty,n}, \ldots$$

where $s_j$ is the state at time $j$, $a_{j,i}$ is the action taken by agent $i$ at time $j$ and $r_{j,i}$ is the reward received by agent $i$ at time $j$.

Then using the proof of [1], we can show the difference of the return received by agent $i$ when following any arbitrary fixed sequence with or without potential-based reward shaping is the potential of the state $s_0$.

**Proof**

The return for agent $i$ when experiencing sequence $\bar{s}$ in a discounted framework without shaping is:

$$U_i(\bar{s}) = \sum_{j=0}^{\infty} \gamma^j r_{j,i}$$

(13)

Now consider the same agent but with a reward function modified by adding a potential-based reward function. The return of the shaped agent experiencing the same sequence $\bar{s}$ is:

$$U_{i,\Phi}(\bar{s}) = \sum_{j=0}^{\infty} \gamma^j (r_{j,i} + F(s_j, s_{j+1}))$$

$$= \sum_{j=0}^{\infty} \gamma^j (r_{j,i} + \gamma \Phi(s_{j+1}) - \Phi(s_j))$$

$$= \sum_{j=0}^{\infty} \gamma^j r_{j,i} + \sum_{j=0}^{\infty} \gamma^{j+1} \Phi(s_{j+1}) - \sum_{j=0}^{\infty} \gamma^j \Phi(s_j)$$

$$= U_i(\bar{s}) + \sum_{j=1}^{\infty} \gamma^{j} \Phi(s_j) - \Phi(s_0) - \sum_{j=1}^{\infty} \gamma^j \Phi(s_j)$$

$$= U_i(\bar{s}) - \Phi(s_0)$$

(14)

Therefore, any policy that previously maintained the inequality of Equation 10 will still maintain the inequality. Formally, and more strictly we can conclude:

$$\forall \pi_i \in \Pi_i \big| \big( R_i(\pi_i^{NE} \cup \pi_i^{NE}) \geq R_i(\pi_i \cup \pi_i^{NE}) \big) \iff \big( R_{i,\Phi}(\pi_i^{NE} \cup \pi_i^{NE}) \geq R_{i,\Phi}(\pi_i \cup \pi_i^{NE}) \big)$$

(15)

where $R_{i,\Phi}$ is the reward function of agent $i$ when receiving both the environmental reward and the potential-based reward shaping.

As implementing reward shaping only affects the reward function of that agent, the remaining agents will also still maintain the same policies as part of the Nash Equilibria. Whether the group will converge to this point depends on the learning algorithm used and is outside of this proof. However, it suffices to say that regardless of how many agents in the MAS are or are not implementing potential-based reward shaping the points of equilibrium will remain constant.

### 4.3 Potential-Based Reward Shaping Alters Exploration

In Section 4.1 we showed that an agent in a MAS receiving potential-based reward shaping is equivalent to one whose Q-table was initialised with each state $s$ set to the potential $\Phi(s)$ of that state. However, the implications of this proof in a MAS extend past showing that two methods of introducing domain knowledge are equivalent. Instead, it is worth considering the results of [32], in which Wellman and Hu showed that the joint policy converged upon in a learning MAS was highly sensitive to initial belief. This clearly applies directly to Q-table initialisation, where the initial values directly represent some initial belief, and therefore, given that we have shown the equivalence between initialisation and shaping, also applies to potential-based reward shaping. This can be reasoned intuitively by considering the following.

The MDP of an agent deployed in a common environment with other learning agents does not hold the Markov property as the transition probabilities are subject to change with the unseen but changing policies of the other agents. Therefore, the convergence to optimal policy guarantees of Q-learning do not hold. This has been demonstrated empirically in multi-agent reinforcement applications with multiple Q-learners converging to sub-optimal joint policies [2].

Shaping alters the path of exploration an agent takes. In single-agent reinforcement learning, as convergence to the optimal policy is guaranteed, this only affects the time taken to reach convergence. If a good heuristic is used, the time will be reduced as the number of sub-optimal actions taken will be reduced, but similarly if a bad heuristic is used the agent will take longer to converge to the optimal policy.

The concept of an optimal policy in MAS is not as clear. We have identified Nash Equilibrium as the typical goal of multi-agent reinforcement learning, but this does not necessarily identify a single goal. Most applications, with the exception of the very trivial, will have multiple points of equilibrium. Multiple individual learners will converge to one of these equilibrium, but whether it will be the optimum cannot be guaranteed [6].

With multiple agents in the same environment, altering the exploration of one will change the experiences of all agents [12, 13]. The change in actions chosen by even just one agent now receiving potential-based reward shaping will result in different state transitions. The agents will then explore different areas of the joint policy space and, with multiple points of equilibrium possible, may converge to a different equilibrium than if the agent had not received the reward shaping and subsequently not have altered its individual exploration path.

Therefore, in multi-agent problem domains, without the guarantee of convergence to a single optimum goal, shaping can lead to convergence on a different joint policy. This was empirically demonstrated by Babes and Littman [2], where a shaped agent was able to lead a non-shaped agent to convergence on a joint policy of higher average reward. When shaping one or more agents in an environment with multiple learning agents, a good heuristic will encourage higher global utility similar to how in single-agent problem domains the use was preferably to reduce the time taken to converge.

Unfortunately, the techniques can also have a detrimental effect encouraging miscoordination and/or lead the agents to converge on a less beneficial joint policy by directing the
agents away from frequently, or possibly ever, experiencing the equilibrium reached by non-shaped agents and instead trapping them in a sub-optimal point of equilibrium.

To support and illustrate these claims the following section will present an empirical study that is typically characteristic of implementing potential-based reward shaping in a MAS.

5. EMPIRICAL DEMONSTRATION

To demonstrate the theorised effects of potential-based reward shaping, an empirical study of a game based on Boutilier’s coordination game [4] will be presented here.

The game, illustrated in Figure 1, has six stages and two agents, each capable of two actions (a or b). The first agent’s first action choice in each episode decides if the agents will move to a state guaranteed to reward them minimally (s3) or to a state where they must co-ordinate to receive the highest reward (s2). However, in state s2 the agents are at risk of receiving a large negative reward if they do not choose the same action.

In Figure 1, each transition is labelled with one or more action pairs such that the pair a, * means this transition occurs if agent 1 chooses action a and agent 2 chooses either action. When multiple action pairs result in the same transition the pairs are separated by a semicolon(;

The game has three joint policy Nash Equilibria; the joint policy of opting for the safety state s3 or the two joint policies of moving to state s2 and coordinating on both choosing a or b. Any joint policy receiving the negative reward is not a Nash Equilibrium, as the first agent can choose to change its first action choice and so receive a higher reward by instead reaching state s3.

Three sets of agents will be the focus of these experiments. All agents, in all sets, will learn by Q-learning with an ε-greedy policy and discount factor (γ) of 1. One set will receive no reward shaping, to illustrate the average performance without heuristic knowledge, another set will receive potential-based reward shaping from a good heuristic whilst the final set receives shaping from a poor heuristic.

The good heuristic, designed to encourage co-operation, gives states s1, s3 and s4 the potentials 5, 10 and 15 respectively. All other states receive a potential of 0. Therefore, any transition from states s1 to s3 or s2 to s4 will receive an additional reward of +5 but transitioning instead from state s2 to s3 will receive an additional reward of –10. Alternatively, the bad heuristic is designed to encourage miscoordination and so potentials of 5, 10 and 15 are given instead to states s1, s2 and s5 respectively. Again all other states receive a potential of 0.

Our experimental results are intended to show, provided a good heuristic, the increased probability of converging to the joint policies of higher global utility (those achieving coordination in state s2). Alternatively, provided a bad heuristic, the agents will demonstrate that the Nash Equilibria have not changed and so converge still to one of the three original joint policy Nash Equilibria.

5.1 Results

All experiments were run for 100,000 episodes (300,000 action choices) and repeated 100 times. The results, illustrated in Figures 2, 3 and 4, plot the mean percentage of the last 100 episodes performing the optimal, safety and sub-optimal joint policies respectively. All figures include error bars illustrating the standard error from the mean. For clarity, graphs are plotted only up to 30,000 episodes as by this time all experiments had converged to a stable joint policy.

Figure 2 shows that, for this relatively simple game, multiple individual learners alone can only converge to the optimal behaviour 72% of the time. Whereas, provided a good heuristic, potential-based reward shaping can increase the probability of convergence to this Nash Equilibrium to 100%.

As theorised, provided a bad heuristic, the effect on the global utility can be detrimental. The probability of achieving optimal behaviour, with a potential function encouraging miscoordination, rapidly drops and converges on 0%.

Instead, as illustrated by Figure 3, the poorly shaped agents converge to the safety Nash Equilibrium. Despite the miscoordination state (s3) receiving the largest potential, the agents do not converge to the sub-optimal behaviour, as illustrated by Figure 4.

Figure 4 highlights that agents with no shaping or potential-based reward shaping never converge to consistently perform the sub-optimal joint policy. This is because miscoordination in this game is not a Nash Equilibrium, both with and without potential-based reward shaping. Regardless of which joint policy is encouraged, if the additional reward is potential based, the Nash Equilibria remain constant.

However, Figure 4 illustrates the behaviour of an addi-
number of agents within a MAS with additional potential-based rewards has no subsequent effect on the Nash Equilibria of the underlying SG.

Potential-based reward shaping affects the exploration of the shaped agent. Therefore, it can change the joint policy converged upon as even just one agent’s modified exploration can sufficiently redirect the search of joint policy space to converge to a different point of equilibrium.

Although the agents may now converge to a different joint policy, the latter of the two proofs guarantees that the new joint policy was also a goal of the unshaped agents.

Whether the goal achieved is the Nash Equilibrium of highest global utility, is dependent on the agents’ learning algorithms. With multiple individual learners, no guarantee of convergence to the highest utility Nash Equilibrium is provided. However, potential-based reward shaping can, dependent on the heuristic, either increase or decrease the probability of converging to equilibria of higher global utility as demonstrated in our empirical study.

Given a joint action learner guaranteed under fixed conditions to converge, such as NashQ [11], it is possible to construct similar proofs as those shown here. Agents learning by joint action and receiving potential-based reward shaping benefit from consistent Nash Equilibria, modified exploration to decrease the number of sub-optimal action decisions and guaranteed convergence.

It is also the authors’ expectation that potential-based advice [8], an extension of potential-based reward shaping to include heuristics based on actions as well as states, could similarly be extended to guarantee consistent Nash Equilibria when applied to multi-agent reinforcement learning. Recent empirical work supports these expectations [7].

The work here has been based entirely in fully observable problem domains, which some may consider uncharacteristic of MAS. However, by shaping agents based on the potential of observations (as opposed to fully observed states) the same arguments and proofs can be used to show similar theoretical expectations in partially observable problem domains. Namely, the Nash Equilibria of a partially observable problem domain would remain the same but the agents exploration will alter and so convergence may be to a different point of equilibrium or, given an unsuitable heuristic, may not converge at all.

In closing, adding potential-based reward shaping to multiple individual learners does not alter the Nash Equilibria but can, provided suitable heuristics, increase the probability of convergence to a higher global utility and decrease the time to convergence.

7. ACKNOWLEDGEMENTS

We would like to thank M.Babes, M.Littman and M.Grześ for their input during the development of these ideas and C.Poskitt for his time spent proof reading.

8. REFERENCES


Evolving Subjective Utilities: Prisoner’s Dilemma Game Examples

Koichi Moriyama  Satoshi Kurihara  Masayuki Numao
The Institute of Scientific and Industrial Research, Osaka University
8-1, Mihogaoka, Ibaraki, Osaka, 567-0047, Japan
{koichi, kurihara, numao}@ai.sanken.osaka-u.ac.jp

ABSTRACT

We have proposed the utility-based Q-learning concept that supposes an agent internally has an emotional mechanism that derives subjective utilities from objective rewards and the agent uses the utilities as rewards of Q-learning. We have also proposed such an emotional mechanism that facilitates cooperative actions in Prisoner’s Dilemma (PD) games.

However, this mechanism has been designed and implemented manually in order to force the agents to take cooperative actions in PD games. Since it seems slightly unnatural, this work considers whether such an emotional mechanism exists and where it comes from. We try to evolve such mechanisms that facilitate cooperative actions in PD games by conducting simulation experiments with a genetic algorithm, and we investigate the evolved mechanisms from various points of view.
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1. INTRODUCTION

In this paper, we consider a learning agent that chooses actions seeming appropriate. The most popular learning method for agents is reinforcement learning [14]. In reinforcement learning, an agent is given rewards from the environment according to its actions and the states of the environment, and the agent learns to take actions that maximize the rewards.

If there is only one agent in the world, it can take actions that maximize its own rewards. However, in a multiagent environment consisting of multiple agents, the maximization becomes impossible because of interactions among agents.

2. BACKGROUNDS
This section introduces PD games, Q-learning, the utility-based Q-learning concept, and genetic algorithms, which are used in the following sections. We use the terms “payoff” and “reward” in the same sense in this paper.

2.1 Prisoner’s Dilemma Games
A Prisoner’s Dilemma (PD) game [1, 9] is a two-person two-action game and is often shown by a bimatrix, called a payoff matrix (Table 1). Each player has two actions: C (cooperation) and D (defection). The players A and B choose actions from rows and columns, respectively. After choosing actions, each player obtains a payoff in Table 1. For example, when A and B choose C and D, respectively, A and B obtain payoffs S and T, respectively. Hereafter, (X, Y) stands for the pair of actions of both players such that X and Y are the actions of A and B, respectively.

PD has the following relations among payoffs:

\[ T > R > P > S \]

Under these relations, each player obtains a larger payoff when he/she chooses D regardless of the opponent’s action. As a result, the action pair becomes (D, D) and each player obtains a payoff \( P \). However, it is more desirable for both players to choose the first actions (C, C) and obtain R which is larger than \( P \). Since rational decisions of both players give a worse result, this game is called “dilemma”.

2.2 Q-learning
Suppose an agent senses a state \( s_t \in S \) and chooses an action \( a_t \in A(s_t) \) at a discrete time \( t \). \( S \) is a set of possible states in the environment and \( A(s_t) \) is a set of possible actions in the state \( s_t \). After choosing an action, the agent receives a reward \( r_{t+1} \in \mathbb{R} \) and senses a new state \( s_{t+1} \). Q-learning [16] updates an action value function \( Q \) by the following rule to make it approach the true value under the optimal policy \( \pi^* \), which is the expected sum of rewards discounted by \( \gamma \in [0,1) \) under \( \pi^* \), i.e.,

\[
E_{\pi^*}\left(\sum_{k=0}^{\infty} \gamma^k r_{t+1+k}\right).
\]

\[
Q_{t+1}(s, a) = \begin{cases} 
Q_t(s_t, a_t) + \alpha \delta_t & \text{if } (s, a) = (s_t, a_t), \\
Q_t(s, a) & \text{otherwise.}
\end{cases}
\]

\[
\delta_t = r_{t+1} + \gamma \max_{a' \in A(s_{t+1})} Q_t(s_{t+1}, a') - Q_t(s_t, a_t).
\]

\( \alpha \in (0,1) \) is a parameter called the learning rate and \( \delta_t \) is called TD error that approaches 0 when \( Q(s, a) \) approaches the true value of the action \( a \) in the state \( s \) under \( \pi^* \). For all \( s \) and \( a \), \( Q(s, a) \) is proved to converge to the true value \( Q^*(s, a) \) under \( \pi^* \) with probability one when (i) the environment has the Markov property, (ii) the agent visits all states and takes all actions infinitely, and (iii) \( \alpha \) is decreased properly [16].

If the true value function \( Q^* \) is known, the agent can choose an optimal action \( a^* \) in a state \( s \) from \( Q^* \) by

\[
a^* = \arg \max_{a' \in A(s)} Q^*(s, a').
\]

However, if the agent always chooses such actions during learning, \( Q \) may converge to a local optimum because the agent may not visit all states. To avoid it, the agent usually uses a stochastic method like \( \varepsilon \)-greedy [14] to choose actions. \( \varepsilon \)-greedy method chooses either an action having the maximum \( Q \) with probability \( 1 - \varepsilon \) or a random action with probability \( \varepsilon \).

2.3 Utility-based Q-learning
The utility-based Q-learning concept [8] supposes that the agent internally has an emotional mechanism that derives subjective utilities from objective rewards (Figure 1), and it uses the utilities as rewards of Q-learning. Especially, in one-state Q-learning, we have also proposed such an emotional mechanism, namely a utility deriving function, that facilitates mutual cooperation in PD games [8]. This utility deriving function derives a utility \( u \) from a reward \( r \).

\[
u = \begin{cases} 
r + r' (\equiv R + r') & \text{if the actions are } (C, C), \\
r & \text{otherwise,}
\end{cases}
\]

such that

\[
r' \geq \frac{P - (\alpha R + (1 - \alpha) S)}{\alpha}
\]

and \( \alpha \in (0,1) \) is constant.

The utility \( u \) derived from Equation 1 makes the action value of cooperation larger than (or equal to) that of defection, i.e., \( Q(C) \geq Q(D) \), after a single mutual cooperation. It comes theoretically from the number of consecutive mutual cooperation that is necessary to make \( Q(C) \geq Q(D) \), when \( Q(D) \) is the limit value after infinite mutual defections. See the paper [8] for details.

2.4 Genetic Algorithm
A genetic algorithm (GA) [5, 7] is an algorithm that simulates the evolution of creatures. GA uses many entities called genomes consisting of multiple genes. Each genome represents a solution of the target problem. GA finds a genome that maximizes a fitness function, which indicates goodness of a genome for the target problem, by iterating selection, crossover, and mutation. GA can be applied to many problems of which we can define fitness functions.

Simple GA first defines genomes and a fitness function from solution candidates and the objective of the problem, respectively. After that, GA executes the following procedure iteratively. One iteration is called one generation. Finally, a genome with the maximum fitness shows the best solution satisfying the objective of the problem.

1. Generate \( N \) genomes in a set named “current” randomly and prepare an empty set named “new”.
2. Calculate the fitness of each genome in the current set.
3. According to the fitness, select two genomes from the current set (selection), copy them, and apply the following procedure to the copied genomes to create new genomes. After that, the new genomes are added to the new set.
   - Exchange several genes between the two genomes with probability \( p_c \) (crossover).
   - Modify each gene in each genome with probability \( p_m \) (mutation).
4. Until the size of the new set becomes \( N \), repeat 3.
5. If the termination condition is not satisfied, clear out the current set and move all the contents of the new set to the current set. Back to 2.

3. EVOLVING UTILITIES

Although the utility-based Q-learning with the utility deriving function (Equation 1) was shown to bring out mutual cooperation [8], this function has been designed and implemented manually in order to force the agents to take cooperative actions in PD games. Since it seems slightly unnatural, this work considers whether such a utility deriving function, i.e., an emotional mechanism, exists and where it comes from. Humans, who may show mutual cooperation, appeared as the result of evolution. Therefore, we try to obtain such an emotional mechanism by evolutionary calculation using GA.

This work especially investigates how utility deriving functions evolve by GA when \( N \) agents having these functions play PD games in a round-robin fashion.

3.1 Genome Definition

In order to apply GA to evolving utility deriving functions, first we have to define genomes. Suppose \( u(r) \) shows a utility deriving function that derives a utility \( u \) when the reward is \( r \). If the payoffs \( T > R > P > S \) in Table 1 become \( u(R) > u(T) \), \( u(S) > u(P) \), and \( u(R) > u(P) \), it is obvious that the action \( C \) becomes superior to \( D \). Since this function \( u(r) \) can be depicted as like Figure 2, we assume that \( u(r) \) is a cubic function, i.e.,

\[
u(r) = ar^3 + br^2 + cr + d, \tag{3}\]

and the coefficients \( a, b, c, d \) are evolved by real-valued GA. Note that we do not assume that the cubic function itself promotes cooperation. We simply choose it because it may be the simplest function that can represent the assumption of Figure 2.

3.2 Experiment Scheme

Let \( N \) and \( G \) be the number of agents in a generation and the total number of generations, respectively. Figure 3 shows the overview of a run of the experiment. This is based on the simple GA shown in Section 2.4.

**Initialize:** Two empty sets named “current” and “new” are prepared. \( N \) Q-learning agents each of which has its own \( u \) represented by a genome (Equation 3) are constructed and put into the current set. Each gene, i.e., the coefficients \( a, b, c, d \) of Equation 3, is a random real value in a finite interval. The action value functions \( Q \) of the agents are initialized.

**Playing PD & Q-learning:** \( N \) agents play iterative PD games in a round-robin fashion. Each play consists of \( M \) games. After each game, each agent executes utility-based Q-learning with the utility \( u \) derived from Equation 3.

Let \( r_{ij}^g \) be the sum of payoffs an agent \( i \) obtains in a play with an agent \( j \) at the generation \( g \). After playing with all other agents, the agent \( i \) calculates the (raw) fitness \( f_i^g = \sum_j r_{ij}^g \). Notice that the fitness is the sum of payoffs, not the sum of utilities.

**Selection, Crossover & Mutation:** Two agents are chosen from the current set by roulette wheel selection according to the scaled fitness that is calculated from \( f_i^g \) with a linear scaling method [5] with the coefficient \( \xi \). That avoids premature convergence to extraordinary individuals at the beginning and emphasizes the differences among genomes at the end.

Naturally, there are other functions that can represent the assumption. We need to investigate the cases of using other functions.
The genomes of the selected agents are copied. The copied genomes are crossed, with probability \( p_c \), by the uniform crossover that swaps genes of the genomes with probability 0.5. Then, each of the two genomes is mutated by adding a real value from a Gaussian distribution \( N(\mu, \sigma) \) to each gene with probability \( p_m \).

After that, two agents having the two new genomes are constructed and added to the new set. The action value functions \( Q \) of the new agents are initialized.

**N new agents?** Until the size of the new set becomes \( N \), “Selection, Crossover & Mutation” is repeated.

**G generations?** Until evolving \( G \) generations, the current set is cleared out and all agents in the new set are moved to the current set. The whole process except “initialize” is repeated.

We use the following parameters in the experiment: the number of agents \( N = 100 \), the number of generations \( G = 10000 \), the number of games in a play \( M = 1000 \), the coefficient of the linear scaling method \( \xi = 1.2 \), the probability of crossover \( p_c = 0.9 \), and that of mutation \( p_m = 0.01 \). The interval for each gene is \([-10,10]\) and the Gaussian distribution for mutation is \( N(0,1) \). We do not employ the elite, \( \epsilon \)-greedy method is 0.

The payoffs of PD game are identical with those used in the Axelrod’s tournament [1], i.e., \((T,R,P,S) = (5,3,1,0)\).

The number of state of Q-learning is set to one. This means each agent does not remember the action sequences at all and thus each game becomes identical with a one-shot PD game for the agents. The parameters of Q-learning are identical with those in the previous paper [8], i.e., the learning rate \( \alpha = 0.25 \), the discount factor \( \gamma = 0.5 \), \( \varepsilon \) in \( \varepsilon \)-greedy method is 0.05, and the initial values of the action value function \( Q \) are all zero. Since \( M \times (\varepsilon/2)^2 = 0.625 \), both agents take an action that has less \( Q \) simultaneously around 0.625 times in a play.

GAlib\(^2\) 2.4.7 is used as the implementation of real-valued GA.

## 4. RESULTS

The experiment described in Section 3.2 was conducted 100 runs. In this section, we investigate the results of the experiment.

### 4.1 Did mutual cooperation occur?

At the end of each run, the average payoff each agent obtained per game became more than 2.7 in 83 out of 100 runs. This means that mutual cooperation occurred because \((T + S)/2 = 2.5\). However, in the remaining 17 runs each agent obtained around 1.4 in the mean, which showed mutual defection was continuing.

Figure 4 shows the mean payoffs per game at each generation in a certain run. The function \( u \) of the best agent that obtained the highest payoff at the end of this run became

\[
u(r) = -1.18073r^3 + 7.81789r^2 - 4.44985r - 10
\]

and the agent obtained 2.95169 per game. There were eight agents that had same \( u \), and they obtained more than 2.9 in

\(^3\)http://lancet.mit.edu/ga/

Figure 4: Mean payoffs per game (line with the left scale) and the number of genomes making \( u(R) > u(T) \) (bars with the right scale) in a certain run

the mean. This \( u \) is shown by a solid line in Figure 5. It goes against the assumption of Figure 2 because \( u(R) \equiv u(3) = 15.13175 \) is slightly less than \( u(T) \equiv u(5) = 15.60675 \). It is also obvious that \( u(S) \equiv u(0) < u(1) \equiv u(P) \). Thus, this \( u \) also gives the agent a PD game.

We can see in Figure 4(b) a kind of phase transition where the average payoffs rose suddenly in a short time of a few dozen games. Although it depended on runs when the phase transition occurred, the phase transition period was a few dozen games in most runs. This is discussed in Section 4.3.

It is clear that the first coefficient \( a \) in Equation 3 should be negative so as to realize the assumption of Figure 2. Although the coefficients of most genomes at the end of the 83 successful runs were negative, those of 16 out of 17 failed runs were positive. In the remaining one run, the mean payoffs per game around the end were fluctuating. It might be the beginning of the phase transition.

### 4.2 What property did \( u \) have?

In addition to \( u \) of the best agent at the end of a certain run, Figure 5 also shows \( u \) of the best agent at the 1700th generation of this run, which was just after the phase transition, by a dotted line. We can see that, at the 1700th generation, \( u(R) \) was obviously larger than \( u(T) \) as the assumption of Figure 2, but at the end of the run, as we saw before, \( u(R) \) became less than \( u(T) \).
Hence, let us investigate the relation between $u(R)$ and $u(T)$ in all generations. Figure 4 also shows the number of genomes that made $u(R) > u(T)$ by bars. Let us call such genomes “R-prefering”. We can see that, most genomes were R-prefering until around the 8000th generation, but the number fluctuated after that. We have not found the reason why that fluctuation happens. We can only say about the run that, if the best genome was R-prefering at the start of decreasing, it was replaced by a non-R-prefering genome soon. On the other hand, interestingly, when the number was increasing, the best non-R-prefering genome continued to stay for a while and R-prefering genomes were prevailing in the middle level.

We investigated all 83 runs showing the phase transition and found the following two cases:

1. Most of all genomes were R-prefering at least once, like the example shown before (Figure 4), and
2. Only a small number of genomes were R-prefering, like an example shown in Figure 6.

In order to eliminate the effect of random initial values, we ignore first 20 generations and analyze the remaining 9980 generations of the result of each run. It was 35 out of 83 runs that all genomes were R-prefering at least once and it was 19 out of 83 runs that R-prefering genomes were in the minority in all generations. It was only five out of 83 runs that the best genome were R-prefering at the end of the runs. Hence, in at least 30 runs, the best genome changed from an R-prefering one to a non-R-prefering one.

### 4.3 What happened at the phase transition?

In Section 4.2, we investigated the number of R-prefering genomes in all generations. In this section, let us focus on the phase transition period and investigate the number of R-prefering genomes and generations in this period.

First the period is to be defined. Based on the results like Figures 4 and 6, we define the start and the end of the period as the generations when the average payoff first exceeded 1.6 and 2.7, respectively.

Under this definition, Figure 7 shows the length of the period. Y-axis shows the number of generations in log scale and x-axis shows each run sorted by the number of generations. From this figure, we can see that, in most runs, the phase transition period was less than 100 generations, and the length seems to follow an exponential function.

Figure 8 shows the average numbers of R-prefering genomes during the period. In each run, the total number of R-prefering genomes during the period was divided by the number of generations of the period. X-axis shows each run sorted by the average number of genomes. We can see that this graph consists of two linear lines bending around the 37th, where the number of R-prefering genomes is around 10. Eighteen out of the aforementioned 19 runs of the “minority case”, in which R-prefering genomes were in the minority in all generations, were left side of the bending point. On the other hand, 31 out of the 35 runs of the “majority case”, in which all genomes were R-prefering at least once, were right side of the point. Therefore, the left side and the right side may correspond to the minority case and the majority case, respectively. It suggests that about a half of the phase transition is similar to the minority case. This is interesting because it disagrees with the assumption of Figure 2.

Figure 9 shows the relation between the number of R-prefering genomes in the phase transition period and the duration of the period. We can see the variance became smaller as the number of genomes increased.

More analyses are necessary to know the reason why mutual cooperation occurred even when R-prefering genomes were in the minority. Perhaps, since the condition $u(R) >
u(T) is not a necessary one but a sufficient one, genomes in such runs may have evolved so as to satisfy only (unknown) necessary conditions.

### 4.4 Relation between \( u \) and Formula 2

Formula 2 appeared in Section 2.3 is a kind of necessary condition to facilitate mutual cooperation in PD games. Hence, based on the discussion in Section 4.3, here we investigate the relation between the result of this work and Formula 2.

Assigning the learning rate \( \alpha = 0.25 \) of the experiment to Formula 2 gives the following formula:

\[
R' \geq 4P - R - 3S.
\]

From this formula, if \( 4P - R - 3S > 0 \), i.e., \( R < 4P - 3S \), \( R' \) should be larger than 0. This means that, in order to maintain mutual cooperation in one-state Q-learning, it is necessary to make the payoff larger. On the other hand, if \( R \geq 4P - 3S \), the mutual cooperation can be maintained by the original payoff. Hence, we check whether the utilities \( u \) calculated by Equation 3 satisfied

\[
\begin{align*}
\text{number of generation (log scale)} & \quad \text{Runs (ordered)} \\
\text{Figure 7: Number of generations needed for phase transition.} & \quad x: \text{each run (sorted by the number of generations), } y: \text{number of generations (log scale)} \\
\text{Figure 8: Average number of genomes that made } & \quad u(R) > u(T) \text{ in the phase transition period.} \quad x: \text{each run (sorted by the average number), } y: \text{average number of genomes} \\
\text{Figure 9: Relation between the number of genomes making } & \quad u(R) > u(T) \text{ in the phase transition period and the duration of the period.} \quad x: \text{average number of genomes (log scale), } y: \text{number of generations (log scale)}
\end{align*}
\]

so as to know whether the mutual cooperation could be maintained only by the evolved utilities.

The result shows that most of all genomes in most of all runs satisfied Formula 4 regardless of the phase transition. It is because, as \( u(T) \) became much larger before the phase transition, \( u(R) \) also became much larger than \( u(P) \) and \( u(S)^3 \). It may be a reason why mutual cooperation occurred even when \( R \)-preferring genomes were in the minority.

### 5. RELATED WORKS

There are several existing works in which agents learn strategies of PD games. Sandholm and Crites [12] conducted various experiments in which Q-learning agents played PD games and investigated whether or not mutual cooperation occurred. They reported that mutual cooperation did not occur when both agents did not take their past actions into account and that the parameters determining exploration rates had a major impact on the result when both agents used the past actions. Stimpson et al. [13] investigated what patterns the satisficing strategy produced in PD games. This strategy consisted of a parameter named aspiration, a simple behavior rule, and a simple update rule for aspiration. Under the behavior rule, the agent (i) continued to take the current action if it gave a larger payoff than aspiration, or (ii) took the other action otherwise. This work is interesting because it tried to derive a satisfactory result instead of an optimal result.

There are a lot of works that tried to obtain strategies of PD games by evolutionary algorithms. Here we see only a few of them. Axelrod [1] held two computer competitions of PD games, in which all of the attending programs played iterative PD games in a round-robin fashion. In both competitions, a strategy named Tit for Tat (TFT) became the best one according to the mean payoffs. After the competitions, he investigated what strategies of PD games evolved by GA [2]. First he specified that each locus of a gene indicated the sequence of past three actions and each gene indicated the next action. After that, he calculated some representative

\[
^3\text{This may depend largely on the fact that } u \text{ was a continuous function in which } u(T) \text{ and } u(R) \text{ were (somewhat) dependent. We also have to investigate the cases where } u \text{ is a discrete function, in which they are completely independent.}
\]
strategies statistically from all of the attending programs of the second competition. He reported that, by playing PD games with these representative strategies, GA evolved strategies like TFT. Also, he reported that if all genomes in the genome set played PD games in a round-robin fashion, mutual cooperation occurred after growth and decay of defection. Fogel [4] also reported that cooperation occurred in PD games if genomes were defined as finite state automata. Vega-Redondo [15] introduced multiple sets of genomes. In each set, genomes played PD games with each other and evolved according to payoffs, and, simultaneously, each set was also under selection pressure according to the sum of payoffs of member genomes. Under this setting, he showed mutual cooperation was evolved even in one-shot PD games. Obviously, the selection of the sets themselves facilitated the cooperation.

Several works used both learning and evolution. Hingston and Kendall [6] introduced a kind of “switch” gene into the traditional genome which represented (fixed) next actions depending on the past action sequences. The switch gene determined whether the agent learned the opponent’s action model and changed its actions according to the model. They investigated how the genomes evolved by mutations and what strategy was spread. The result showed that the learning genomes did not increase so much. Quek et al. [10] proposed memetic learning and tried to obtain strategies of PD games. Memetic learning combined learning and evolution as an optimizer in an individual and a communicator between individuals, respectively. They reported that by combining learning and evolution, both compensated each other and, as a result, memetic learning could derive good strategies.

All of those works investigated strategies themselves for PD games. However, the work of this paper is not to derive strategies themselves for PD games, but to investigate whether an emotional mechanism that derives subjective utilities can evolve according to objective payoffs. This is a major difference between this work and those works.

6. CONCLUSION

The utility-based Q-learning concept supposes an agent internally has an emotional mechanism deriving subjective utilities from objective payoffs and it uses the utilities as rewards of Q-learning. In this work, we tried to obtain such an emotional mechanism by evolutionary computation using genetic algorithm (GA). Especially, we tried to evolve such mechanisms that facilitated cooperative actions in a game named Prisoner’s Dilemma (PD).

First we assumed that the mechanism could be represented by a cubic function and used real-valued GA to evolve its coefficients. We succeeded in obtaining mutual cooperation in 83 out of 100 runs. Although, in at least one generation, all genomes in 35 out of 83 runs were R-prefering, i.e., \( u(R) > u(T) \), there were only five runs in which the best genome was R-prefering at the end. Even more surprisingly, R-prefering genomes were in the minority in all generations of 19 runs.

It was also shown that mutual cooperation followed a phase transition. In most runs, the phase transition period was less than 100 generations. The average numbers of R-prefering genomes at the phase transition suggested that about a half of the phase transition might occur even when R-prefering genomes were in the minority. We also investigated the relation between the evolved \( u \) and Formula 2, which was originated in the previous paper [8], so as to know whether the evolved \( u \) could maintain the mutual cooperation by themselves. The result showed that most of all genomes in most of all runs satisfied the formula regardless of the phase transition. It may be a reason why mutual cooperation occurred even in the minority case.

Until now, this work is in a preliminary phase of showing results in a certain setting. We have to discuss the reason why such the results emerge and also have to investigate the effect of settings on the results. Especially, we have to clarify the property of the phase transition rigorously. Also, we should analyze the dynamics of the evolution process to elucidate the results of this paper.
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ABSTRACT
The Service Game is a model for reciprocity in multiagent systems. Here, agents interact repeatedly by requesting and providing services. In contrast to existing models where players are matched randomly, players of the Service Game may choose with whom they play. The rationale behind provider selection is to choose a provider that is likely to perform a task as desired. We develop a formal model for provider selection in the Service Game. An evolutionary process based on a genetic algorithm allows us to incorporate notions of bounded rationality, learning, and adaptation into the analysis of the game. We conduct a series of experiments to study the evolution of strategies and the emergence of cooperation. We show that cooperation is more expensive with provider selection than with random matching. Further, populations consisting of discriminators and defectors form a bistable community.
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1. INTRODUCTION
In settings without payments between individuals, the social mechanism of reciprocity is the basis for cooperation [16]. Examples for such settings are peer-to-peer systems and social search. With direct reciprocity, an individual A rewards helpful acts or punishes uncooperative acts of another individual B. Think of tit-for-tat, where A reciprocates B’s previous action. With indirect reciprocity in turn, an action is rewarded or punished by a third individual C, not involved in the original interaction. Such strategies typically rely on reputation and status [2]. While cooperation through direct reciprocity can only emerge in repeated interactions between two individuals, it can emerge through indirect reciprocity in one-shot interactions as well.

Reciprocity has been a prominent research topic, both in theoretical [3, 16] and in experimental work [8, 10, 12]. In existing models for reciprocity, players are either matched randomly (for indirect reciprocity), or the same pairs of individuals interact repeatedly (for direct reciprocity). In realistic settings, however, individuals can choose whom to interact with. In the following, we will call this choice provider selection. Given the choice of interaction, both direct and indirect reciprocity can emerge. If individual A has done individual B a favor, A can redeem this favor either directly by interacting with B again or indirectly by interacting with another individual C. Thus, comprehensive models should cover both forms of reciprocity.

In this paper, we study the following research question: How efficient is reciprocity under provider selection? Answering this question is difficult for several reasons. First, we expect provider selection to change the game substantially, compared to random matching. This is because cooperative providers, which are typically preferred by requesters, are likely to have high workloads. Second, provider selection has not yet been analyzed in existing studies of reciprocity. As we will explain, a formal model required for the analysis cannot be derived directly from existing models where players are matched randomly. Third, an analytical solution of evolutionary games is hard if discriminating strategies are present [2]. Discriminating strategies differentiate between players according to certain attributes (e.g., their cooperativeness), as opposed to strategies that treat all players as equal. Simulations have shown that discriminating strategies can lead to cooperative populations [12].

We meet these challenges by proposing the Service Game, a formal model for reciprocity under provider selection. Here, players interact repeatedly in the roles of requester and provider. The requester sends a request to the provider, who decides on processing the request. Players have a benefit if other players process their requests, whereas processing requests for others incurs cost. In contrast to existing models, ours allows for both direct and indirect reciprocity by letting players choose with whom they play. Note that, in our model, all nodes are fully connected. Hence, network formation is not an issue here.

Traditional game theory assumes that all players are fully rational and homogeneous. While these assumptions are crucial for the mathematical tractability of the models, more recent work has dropped them [14]. In evolutionary game
theory, the role of perfect rationality is taken over by a learning process in a heterogeneous society of agents. An evolutionary process modeled by a genetic algorithm updates the behavior of the agents. Genetic algorithms have frequently been used in experimental work on cooperation to describe social learning [1, 10, 14].

We have designed and carried out a series of experiments to study the evolution of strategies and the emergence of cooperation under provider selection. It shows that cooperation is more expensive with provider selection than with random matching. We deem this a fundamental observation because it means that direct and indirect reciprocity should not be analyzed separately. Further, populations consisting of discriminators and defectors form a bistable community. That is, provider selection preserves the evolutionary stable states predicted by theory [3].

2. RELATED WORK

In this section we discuss related work. After examining existing models for reciprocity, we review studies of the evolution of cooperation. Finally, we delimit our work from existing studies of provider selection.

While direct reciprocity has been a popular research topic, more recent work on reciprocity has focused on indirect reciprocity. One popular model to analyze cooperation through indirect reciprocity is the helping game [12]. There, pairs of a donor and a recipient are formed randomly. The recipient asks the donor he is matched with for costly ‘help’. Nowak and Sigmund have shown that cooperation can evolve if information about the past behavior of the players is available. Each player is assigned a public image score which increases through cooperation and decreases through defection. Strategies based on image scoring have proven to be evolutionary stable. A strategy population is called evolutionary stable if the evolutionary process rejects the invasion of the population by mutant strategies [9].

Gal and Pfeffer [5] showed that reciprocity has significant implications for the behavior of agents. When they interact with humans over time, agents need to learn social factors that affect people’s play. Brandt et al. [3] analyzed direct and indirect reciprocity theoretically using replicator dynamics. While replicator dynamics are common to study the evolutionary dynamics in games, they lack the notions of learning and adaption [14]. Researchers often resort to numerical simulations using genetic algorithms [8, 10, 12], which explicitly model the individual agents. We will make use of this methodology as well by carrying out an evolutionary analysis of cooperation in multiagent systems. Research has proposed various approaches on cooperation among deceptive agents that misreport the behavior of other agents. Sen [15] has proposed a probabilistic strategy based on reciprocity which is able to resist this kind of deception. While we do not consider deceptive agents, the approach by Sen might be applied to provider selection as well.

There also are models for the evolution of cooperation not based on reciprocity. One such model uses so-called ‘tags’ [6] to help agents in identifying the groups they belong to. It has been shown that provider selection based on tags produces stable cooperation. While tags correspond to the origin of the agents, provider selection in our setting is based on behavior. Fullam et al. [4] proposed a testbed for trust and reputation mechanisms. Agents may choose other agents from which they seek help, and the agents asked for help decide whether to cooperate or not. Whereas Fullam et al. compare a fixed set of strategies, we investigate the evolution of strategies through a genetic algorithm. Provider selection has also been studied in the area of peer-to-peer systems [13]. However, existing studies we are aware of focus on performance figures such as the ratio of successful interactions. In the following, we develop a full-fledged economic model for reciprocity in multiagent systems.

3. THE SERVICE GAME

The Service Game is a repeated game where players may send requests to other players and decide whose requests they process. That is, each player actually plays multiple games in one round—one as requester and zero or more as provider, depending on the number of requests he receives. The fee for sending a request to another player is $f$, with $f > 0$. The cost of processing the request of another player is $c$, with $c > 0$. The benefit of a player if another player processes his request is $b$, with $b > 0$. Fee, cost and benefit are the same for all players. As usual in helping games, we assume that $b > c > f > 0$ holds. The Service Game models a homogeneous system in which all players send and process requests at the same rate. To simplify matters, we assume that there is only one kind of service which every player can provide. Providers may neither pass on requests to other players, nor postpone the decision on processing a request. All players make their cooperation decisions simultaneously.

We implement the Service Game as a multiagent system, i.e., agents act as players. Each agent pursues two so-called ‘policies’ which define the actions it performs. A placing policy specifies the set of players which the agent sends requests to. An accepting policy specifies the set of players whose requests the agent is willing to process. As described in Algorithm 1, every round $t$ of the game consists of two steps: provider selection and service decisions. First, each agent $i$ evaluates its placing policy $p_i$ to select a provider $j$. If the placing policy is empty, the agent does not send a request. If it contains several providers, a provider is selected at random from this set. Second, each agent $j$ decides on processing incoming requests by evaluating its accepting policy $a_j$. If the accepting policy contains requester $i$, the agent processes the task, otherwise it rejects the request.

Algorithm 1 The Service Game

\[
\text{for all rounds } t \text{ do}
\begin{align*}
\text{for all players } i \in I & \text{ do } \{\text{provider selection}\} \\
& \quad \text{provider } j \leftarrow \text{evaluate}(p_i) \\
& \quad \text{queue } Q_j \leftarrow Q_j \cup \{i\}
\end{align*}
\begin{align*}
\text{for all players } j \in I & \text{ do } \{\text{service decisions}\} \\
& \quad \text{for all requesters } i \in I \setminus \{j\} \text{ do } \\
& \quad & \quad \text{if } i \in \text{evaluate}(a_j) \text{ then } \\
& \quad & \quad & \quad \text{process the task} \\
& \quad & \quad \text{else } \\
& \quad & \quad \quad \text{reject the request}
\end{align*}
\]

3.1 Formal Model

The Service Game is characterized by the set of players $I = \{1, \ldots, n\}$, the policy sets $A$ and $P$, and the payoff or net return $n_k$ of player $k \in I$ in round $t$ of the game. A placing policy $p_k \subseteq I \setminus \{k\}$ specifies the set of players which player $k$ sends a request to. E.g., the placing policy $p_k =$
\{ l \in I \setminus \{k\} \mid r_l \geq 0.8 \} \text{ means that player } k \text{ sends requests only to players with a cooperativeness of } 80\% \text{ or more. An accepting policy } a_k \subseteq I \setminus \{k\} \text{ specifies the set of players whose requests player } k \text{ is willing to process. E.g., the accepting policy } a_k = \{ l \in I \setminus \{k\} \mid r_l \geq 0.5 \} \text{ means that player } k \text{ processes requests only for players with a cooperativeness of } 50\% \text{ or more. We denote the set of placing policies as } P = \{ p_1, \ldots, p_n \} \text{ and the set of accepting policies as } A = \{ a_1, \ldots, a_n \}. \text{ We say that player } k \text{ meets placing policy } p \text{ resp. accepting policy } a \text{ if } k \in p \text{ resp. } k \in a.\

We introduce a discount rate } \delta \leq 1 \text{ to avoid infinite payoffs. On the one hand, it takes into account the probability that another round occurs after the current round. On the other hand, it represents the economic fact that the current value of a future income is less than its nominal value. The present value } N_k^t \text{ of the payoffs in round } t \text{ is the discounted sum of all previous rounds.}

\begin{equation}
N_k^t = \delta \cdot N_k^{t-1} + n_k^t
\end{equation}

3.2 Cooperativeness of the Players

Number of requests received

We first count how many requests player } k \text{ is expected to receive in round } t. \text{ Let } |p_l| \text{ be the number of players who meet the placing policy } p_l \text{ of some player } l \text{ in round } t. \text{ The reciprocal value } 1/|p_l| \text{ then is the probability that a random player who meets the placing policy } p_l \text{ receives a request from player } l. \text{ We denote this probability as the expected number of requests } exp_l^t \text{ such a player receives from player } l \text{ in round } t.

\begin{equation}
exp_l^t = \begin{cases} 
\frac{1}{|p_l|} & \text{if } |p_l| > 0, \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

We now sum up } exp_l^t \text{ over all players } l \text{ from which player } k \text{ might receive requests because he meets their placing policies } p_l. \text{ This is the expected number of requests } rec_k^t \text{ player } k \text{ receives in round } t.

\begin{equation}
rec_k^t = \sum_{l \in (I \setminus \{k\})} exp_l^t
\end{equation}

Number of requests processed

Next, we count how many requests player } k \text{ is expected to process in round } t. \text{ He accepts requests from player } l \text{ if and only if this player meets his accepting policy } a_l^t. \text{ We refer to the respective indicator function as } acc_{k,l}^t.

\begin{equation}
acc_{k,l}^t = \begin{cases} 
1 & \text{if } l \in a_l^t, \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

If we multiply } acc_{k,l}^t \text{ by } exp_l^t, \text{ we get the expected number of requests which player } k \text{ processes for player } l. \text{ We now sum up this product over all players } l \text{ from which player } k \text{ receives requests because he meets their placing policies } p_l. \text{ This is the expected number of requests } proc_k^t \text{ player } k \text{ processes.

\begin{equation}
proc_k^t = \sum_{l \in (I \setminus \{k\}) \mid k \in p_l^t} acc_{k,l}^t \cdot exp_l^t
\end{equation}

Cooperativeness

We define the cooperativeness } r \text{ of a player as the share of incoming requests he processes. E.g., a player with cooperativeness } r = 0.5 \text{ processes half of the requests. The cooperativeness } r_k^t \text{ of player } k \text{ in round } t \text{ is the quotient of the number of requests processed } proc_k^t \text{ and the number of requests received } rec_k^t.

\begin{equation}
r_k^t = \frac{proc_k^t}{rec_k^t} \text{ if } rec_k^t > 0, \quad 0 \text{ otherwise.}
\end{equation}

The mean cooperativeness } R_k^t \text{ of player } k \text{ in round } t \text{ is the average over all previous rounds. Since players may change their behavior during the game, recent interactions are more important than old ones. We use an exponential moving average with smoothing factor } \alpha \leq 1 \text{ to assign more weight to recent interactions.}

\begin{equation}
R_k^t = \alpha \cdot r_k^t + (1 - \alpha) \cdot R_k^{t-1}
\end{equation}

3.3 Payoff of the Players

Benefit of a successful request

To compute the benefit } b_k^t \text{ of player } k \text{, we first determine whether this player sends out a request in round } t. \text{ Player } k \text{ sends requests to all players } l \text{ which meet his placing policy } p_l^t. \text{ We refer to the respective indicator function as } sent_l^t.

\begin{equation}
\text{sent}_l^t = \begin{cases} 
1 & \text{if } |p_l| > 0, \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

Next, we determine whether this request is successful or not. Player } l \text{ accepts requests from player } k \text{ if } (acc_{k,l}^t = 1) \text{ if and only if player } k \text{ meets his accepting policy } a_l^t. \text{ If we multiply } acc_{k,l}^t \text{ by } exp_l^t, \text{ we get the expected number of requests which player } l \text{ processes for player } k. \text{ We now sum up this product over all players } l \text{ to which player } k \text{ sends requests because they meet his placing policy } p_l^t.

\begin{equation}
\text{succ}_k^t = \sum_{l \in p_k^t} acc_{k,l}^t \cdot exp_l^t
\end{equation}

Note that the expected number of successful requests } succ_k^t \text{ is at most } 1. \text{ The benefit } b_k^t \text{ of player } k \text{ is the product of } b \text{ and the number of successful requests sent out in round } t.

\begin{equation}
b_k^t = b \cdot \text{succ}_k^t
\end{equation}

Cost of processing requests

The cost } c_k^t \text{ depends on the number of requests player } k \text{ processes in round } t. \text{ While player } k \text{ receives requests from all players } l \text{ whose placing policies } p_l^t \text{ he meets, he only processes requests from players who meet his accepting policy } a_l^t. \text{ This is exactly the definition of } proc_k^t \text{ in Equation (5). In addition, player } k \text{ has to pay fee } f \text{ if he sends out a request in round } t. \text{ We use the indicator function } sent_l^t \text{ from Equation (8).}

\begin{equation}
c_k^t = c \cdot proc_k^t + f \cdot sent_k^t
\end{equation}

Payoff

The payoff } n_k^t \text{ of each player } k \text{ in round } t \text{ is the difference between the benefit } b_k^t \text{ of a successful request and the cost } c_k^t \text{ of sending and processing requests.}

\begin{equation}
n_k^t = b \cdot \text{succ}_k^t - c \cdot \text{proc}_k^t - f \cdot \text{sent}_k^t
\end{equation}
policy $a^t_i$ which maximizes his payoff. We denote the optimal payoff of player $k$ in round $t$ as $\hat{n}^t_k$:

$$\hat{n}^t_k = \maximize_{p^t_k \subseteq \{1, \ldots, n\}, a^t_k \subseteq \{1, \ldots, m\}} n_k^t$$

(13)

It is hard to determine the optimal payoff analytically if discriminating strategies are present [2]. Often, pairs of discriminating strategies perform equally well against each other, so that their frequencies drift randomly. However, the success of other strategies depends on the frequencies of the discriminating strategies. To remove this restriction, we will resort to numerical simulations.

4. EVOLUTIONARY ANALYSIS

In evolutionary games, players are not assumed to be rational or able to think ahead. Strategies are simple behavioral programs which specify the actions of each player. In this section, we will first explain the strategies used in our analysis and then describe the evolutionary process in detail.

4.1 Strategies

In a previous experiment of ours [7], subjects have formulated plaintext policies which we then used to program agents playing the Service Game. A cutoff strategy based on the cooperativeness of the players was the most successful strategy for provider selection. Hence, in this paper, we will analyze the evolutionary stability of the cutoff strategy for provider selection. In each round $t$ of the game, player $i$ sends a request to player $j$ if the mean cooperativeness $R^{t-1}_{j,i}$ of player $j$ exceeds a threshold value $\rho_i$:

$$p^{t-1}_{i,j} = \begin{cases} 1 & \text{if } R^{t-1}_{j,i} \geq \rho_i, \\ 0 & \text{otherwise}. \end{cases}$$

(14)

We will eventually compare the results of our study with previous studies on reciprocity [2]. In these studies, the three basic strategies ‘always cooperate’, ‘always defect’, and ‘tit-for-tat’ have prevailed. Thus, in this paper, we use these strategies as well for service decisions. Needless to say, there are many other strategies conceivable for both provider selection and service decisions. Nevertheless, the strategies we use capture the most important aspects of cooperation [3].

We implement the strategies for service decisions as stochastic reactive strategies [11]. They are described by two parameters $(p, q)$, which are the probabilities to cooperate after a cooperation resp. a defection by the co-player in the previous round. Always cooperate is given by $(1, 1)$, always defect by $(0, 0)$, and tit-for-tat by $(1, 0)$. In each round $t$, the probability that player $i$ accepts a request from player $j$ is the expected value of the stochastic reactive strategy. Recall that $a^{t-1}_{j,i}$ denotes the service decision of player $j$ regarding player $i$ in round $t - 1$.

$$a^{t-1}_{j,i} = p \cdot a^{t-1}_{j,i} + q \cdot (1 - a^{t-1}_{j,i})$$

(15)

A strategy can be represented as a ‘chromosome’ describing the action of a player in each different context of the game. We encode the strategy of each player $i$ by a binary string of 24 bits. The first 8 bits represent the threshold value $\rho_i$ of the cutoff strategy for provider selection. The second and third 8 bits represent the probabilities $p_i$ and $q_i$ of the stochastic reactive strategy for service decisions. We use a Gray coding of the binary strings to avoid the representation bias in binary encoding.

4.2 Evolutionary Process

We update the strategies through an evolutionary process modeled by a genetic algorithm (GA). GAs mimic a population of strategies acting in a well-defined environment which evaluates the performance of each strategy. New populations are formed by selecting the better performing strategies and modifying them through genetic operators. The GA then subjects the resulting offspring to competition with other strategies in the population. Successful strategies are allowed to reproduce, while unsuccessful strategies become extinct. GAs have frequently been used in economics to characterize a form of social learning [1, 10, 14]. Selection can be interpreted as learning by imitation, recombination as learning by communication, and mutation as learning by experiment. The combination of these three operators results in a very powerful optimization algorithm.

Algorithm 2 The genetic algorithm

```plaintext
Create initial population $m_0$
Evaluate $m_0$
for $round t = 1$ to $t_{max}$ do
  Rank $m_{t-1}$
  Select from $m_{t-1}$ into $m_t$
  Recombine $m_t$
  Mutate $m_t$
  Evaluate $m_t$
```

The GA used in this paper is shown in Algorithm 2. First, an initial strategy population $m_0$ is created randomly. Each strategy is then tested against the environment (composed of the other strategies) and receives a performance score (the payoff). Given the performance scores, a fitness value is assigned to each strategy. We use a rank-based fitness function with a selective pressure of 2 and linear ranking, giving the most fit strategy a fitness value of 2 and the least fit strategy a fitness value of 0. Strategies from the parent population $m_{t-1}$ are selected for reproduction using a stochastic universal sampling routine. The strategies $m_t$ selected for reproduction are recombined using a single-point crossover function with probability .7. Having produced the offspring, mutation may now be applied with probability .7/Length, where $Length = 24$ is the length of a chromosome. Finally, the offspring $m_t$ is evaluated and the new performance scores are calculated. The GA terminates when the maximum number of rounds $t_{max}$ is reached. We verify that the population has converged by analyzing its variance.

5. EXPERIMENTS

To analyze the evolution of strategies and the emergence of cooperation under provider selection, we formulate the following research questions:

1. How does provider selection change policy-based helping scenarios?
2. Which states of the game are evolutionary stable, and how efficient are the resulting equilibria?
3. How do the parameters of the game influence stability and efficiency?

Regarding the first question, we expect provider selection to change the game substantially. This is because cooperative providers are likely to receive many requests, making cooperation expensive. With the second question we investigate whether the equilibria identified in previous studies
still hold for the Service Game. We expect the equilibria to be less efficient because, according to a previous study of ours [7], players are less cooperative in a game with provider selection than in a game with random matching. The third question addresses the parameters of the Service Game \((f, c, b, \delta, \alpha)\). According to previous studies on reciprocity [2], we expect the cost-to-benefit ratio \(c/b\) to have a significant influence on the efficiency of the game. While a high discount factor \(\delta\) causes a low rate of inflation, a low smoothing factor \(\alpha\) indicates a long memory of interactions. We expect both to increase the efficiency.

5.1 Experimental Design

To answer the research questions, we have designed and conducted a series of experiments. In these experiments, we explore all parameters of the game separately (i.e., we vary one parameter at a time). In Experiment \(E1\), we compare random matching with provider selection, to address the first research question. We tackle the second question by analyzing the equilibria of the game and their efficiency. Regarding the third question, we compare different ratios of fee/cost and cost/benefit in Experiment \(E2\), different discount rates in Experiment \(E3\), and different smoothing factors in Experiment \(E4\).

Table 1 serves as a summary. Finally, we identify lessons learned from our experiments that are of general interest.

Each simulation consists of a population of 100 agents, which played the Service Game for 100 rounds. In each round of the game, each player plays against every other player specified by its placing policy. The payoff then is the expected value of the play, i.e., the average over the individual games. Payoffs were calculated using the equations in Section 3.3. Under each of the conditions, 100 repetitions were conducted to allow for stochastic variations.

The choices of simulation parameters (e.g., population size) and algorithmic components (e.g., selection function of the GA) were guided by considerations of robustness and computational constraints. Note that genetic algorithms are extremely robust to actual parametric and algorithmic choices. All the results reported in the next section have been confirmed using a variety of different simulation parameters and algorithmic components.

5.2 Methodology

The frequencies of the three strategies for service decisions (cooperate, defect, and tit-for-tat) are given by \(x, y, \) and \(z\) with \(x + y + z = 1\). Thus, the three strategies form a strategy simplex which describes the composition of the population. The strategy simplex can be imagined as a 2D triangle in the 3D coordinate system \((x, y, z)\). The three vertices \(x = 1, y = 1,\) and \(z = 1\) of the strategy simplex describe ‘pure’ populations consisting solely of the strategies cooperate, defect, and tit-for-tat, respectively. The edges \(x = 0, y = 0,\) and \(z = 0\) describe ‘dual’ populations consisting of the two strategies specified by its vertices. Finally, the points \((x, y, z)\) within the simplex describe ‘mixed’ strategy populations.

By definition, the number of points in the strategy simplex is infinite. Thus, we have to create a random sample of the strategy simplex. In theory, it is possible that the random sample misses important aspects of the game. In the following experiments, we have chosen a large sample size of 500 points to minimize the possibility of error. To avoid clutter in the figure, we will depict only 100 points. We run the GA for each point of the sample and analyze how the population evolves. The strategies are updated through the evolutionary process described in Section 4. In the following analyses, we will average over the resulting strategies in each population. The key figures to quantify the efficiency are the mean cooperativeness \(R\) and the total payoff \(N\) of the players. Both figures are strongly correlated because requesters can only make profit if the providers cooperate. We focus on the cooperativeness because it is, by definition, normalized to the interval \([0, 1]\) and thus allows for a direct comparison.

6. RESULTS

In this section, we first examine a system with random matching to replicate the effects of existing studies [2] on reciprocity. It serves as baseline for the following analysis of provider selection. Our experiments indicate that there are significant differences between random matching and provider selection.

6.1 Random Matching

In experiment \(E1\), we have analyzed how the matching of the players affects the evolution of the strategies and the efficiency of the game. Figure 1a shows the resulting simplex for random matching. To visualize the results, we have projected the strategy simplex onto a 2D coordinate system. The three vertices \(x = 1, y = 1,\) and \(z = 1\) were mapped to the coordinates \((1, 0), (0, 0),\) and \((1/2, \sqrt{3}/2)\), respectively. Recall that each point of the simplex represents one population of strategies. The coordinates specify the frequencies of the strategies, i.e., the initial composition of the population. To visualize the efficiency of each population, we depict the average cooperativeness as the color of the corresponding point. Light colors (white to yellow) represent cooperative populations, dark colors (red to black) uncooperative ones.

During the evolutionary process, the composition of the population changes because successful strategies prevail. The arrows in each point visualize the direction which the population shifts to. E.g., the points in the center of the simplex shift to the edge \(y = 0\). A strategy population is in an evolutionary stable state if its composition does not change during the evolutionary process [9]. A fixed point keeps its position, i.e., the population is evolutionary stable. A closer look at the data reveals that the vertex \(y = 1\) consisting solely of defectors is evolutionary stable. Furthermore, all points on the
edge \( y = 0 \) are evolutionary stable. I.e., any mixture of cooperators and discriminators are in equilibrium. All points on the edge \( z = 0 \) are unstable. There is a line of unstable points connecting a fixed point \( F_{yx} \) on the edge \( x = 0 \) with another fixed point \( F_{zy} \) on the edge \( y = 0 \). We call this line the boundary line. While the states between the defectors vertex and the boundary line are inefficient (cooperativeness \( R \approx 0 \)), the states between the line and the discriminators vertex are efficient (\( R \approx 1 \)). These findings are consistent with theoretical results in [3].

6.2 Provider Selection

From now on, we focus on systems with provider selection. Figure 1b shows the resulting strategy simplex. Apparently, the system with random matching has a higher fraction of cooperative (white) states than the system with provider selection. In fact, the mean cooperativeness is .637 (±.431) for random matching and only .402 (±.435) for provider selection. A t-test confirms that the difference is significant for a confidence level of .01.

Observation 1. Games with provider selection are less cooperative than games with random matching. This result is expected because, according to their placing policies, requesters prefer cooperative providers. Thus, cooperative players have high workloads, making cooperation expensive. In contrast, random matching balances requests uniformly between providers.

An analysis of the evolutionary stability shows that the system with provider selection has the same stable states as the system with random matching. Again, the vertex \( y = 1 \) consisting solely of defectors is evolutionary stable. Along the edge \( y = 0 \), any mixture of cooperators and discriminators is stable. Finally, a line of unstable states (the boundary line) connects a fixed point \( F_{yx} \) on the edge \( x = 0 \) with a fixed point \( F_{zy} \) on the edge \( y = 0 \).

Observation 2. Populations consisting of discriminators and defectors form a bistable community.

While the strategies for service decisions are defined by their coordinates in the strategy simplex, the cutoff strategy for provider selection is defined by its threshold values \( \rho \) (see Equation 14). For each population of strategies, we have computed the mean and the variance of the threshold values. We visualize the average threshold values as an additional dimension (the z-axis) of the strategy simplex. ‘Higher’ points represent greater threshold values and thus stricter cutoff strategies. Figure 2 shows the resulting strategy simplices.

Interestingly, the location of the boundary line strongly influences the threshold values of the cutoff strategies (height). The boundary line divides the simplex into two areas. In the area between the defectors vertex and the boundary line, the cutoff thresholds reach their maximum values, and the system is inefficient (\( R \approx 0 \)). The threshold maximum can be visualized as a ‘range’ of strict cutoff strategies. On the other side, between the boundary line and the discriminators vertex, the threshold values are much lower. Visually, the boundary line forms the ‘rim’ of the cutoff range. If we descend the cutoff range towards the discriminators vertex, the system becomes more efficient. In the ‘valley’ along the edge \( y = 0 \), the system is highly efficient (\( R \approx 1 \)).

6.2.1 Benefit, Cost, and Fee

In experiment E2, we have investigated how the parameters benefit, cost, and fee affect the efficiency. First, we have conducted an analysis of variance (ANOVA) to test whether the means of the three treatments (no fee, low cost, high cost) are all equal or not. The test indicates that at least one sample mean is different from the other two (\( F = 60.89 \)) with a significance level of .01. Next, we have analyzed the ratio \( f/c \) of fee to cost by comparing the no-fee and the low-cost treatment. The statistics do not show any significant difference. Thus, we leave aside the no-fee treatment in the remaining analysis.

The ratio \( c/b \) of cost to benefit can be analyzed by comparing the low-cost and the high-cost treatment. Figures 2a–b show the resulting strategy simplices for both treatments. The mean cooperativeness is .37 (±.43) for the low-cost and only .148 (±.316) for the high-cost treatment. A t-test confirms that the difference is significant for a confidence level of .01. We observe that the ratio \( c/b \) also affects the location of the boundary line. As the cost-to-benefit ratio increases,
Figure 2: Strategy simplices for different game parameters under provider selection.

(a) Low cost/high discount: $f=1$, $c=2$, $b=20$, $\delta=.9$
(b) High cost: $f=5$, $c=10$, $b=20$
(c) Low discount rate: $\delta=.1$, $\alpha=.5$
(d) Medium discount/smoothing: $\delta=.5$, $\alpha=.5$
(e) Low smoothing factor: $\delta=.5$, $\alpha=.1$
(f) High smoothing factor: $\delta=.5$, $\alpha=.9$
the fixed point $F_{yz}$ moves closer towards the discriminators vertex and thus the efficiency decreases.

Observation 3. The lower the ratio of cost to benefit, the more efficient the system.

An important lesson learned is that the benefit of a successful request should be at least one order of magnitude higher than the cost of processing. A fee for sending requests does not affect the efficiency of the system.

6.2.2 Discount Rate and Smoothing Factor

In experiments $E3$ and $E4$, we have investigated how discount rate and smoothing factor affect the efficiency. First, we have compared low, medium and high discount rates $\delta$. A low discount rate indicates a high rate of inflation and thus a decline of the present value of the payoffs. For the results of low, medium, and high discount rates see Figures 2c, d, a. The mean cooperativeness is .092 ($\pm 0.213$) for the low discount and .370 ($\pm 0.43$) for the high discount treatment. A t-test confirms that the difference is significant for a confidence level of .01. Apparently, the discount rate affects the ‘height’ of the cutoff range. The lower the discount rate, the higher the cutoff range and thus the stricter the strategies.

Observation 4. A higher discount rate (i.e., a lower inflation) results in a more efficient system.

Finally, we compared low, medium, and high smoothing factors $\alpha$. A higher factor assigns more weight to recent interactions and thus causes a shorter memory. For the results of low, medium, and high smoothing factors see Figures 2e, d, f. The mean cooperativeness is .422 ($\pm 0.412$) for the low smoothing and .362 ($\pm 0.429$) for the high smoothing treatment. A t-test confirms that the difference is significant for a confidence level of .01. Apparently, the smoothing factor affects the ‘width’ of the cutoff range. The lower the factor is, the wider the cutoff range.

Observation 5. A lower smoothing factor (i.e., a longer memory) increases the efficiency of the system.

Thus, a second lesson learned is that reputation systems for multiagent systems should consider the complete history of interactions.

7. CONCLUSIONS

In settings without payments between individuals, reciprocity is the basis for cooperation. Examples for such settings are peer-to-peer systems and social search. In existing models for reciprocity, individuals are either matched randomly, or the same pairs of individuals interact repeatedly. However, in realistic settings, individuals can choose whom to interact with. In this paper, we have investigated how efficient reciprocity is under provider selection. To do so, we have developed a formal model for reciprocity in multiagent systems. Strategies are updated through an evolutionary process based on a genetic algorithm. This lets us incorporate the notions of bounded rationality, learning, and adaptation into the analysis.

We have designed and carried out a series of experiments to study the evolution of strategies and the emergence of cooperation. Our results show that cooperation is more expensive in a system with provider selection than in a system with random matching. Thus, existing models for reciprocity overestimate the efficiency of real-world systems where both direct and indirect reciprocity may occur in combination. Further, populations consisting of discriminators and defectors form a bistable community.
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ABSTRACT

We present a game-theoretic self-organizing approach for scheduling the radio activity of wireless sensor nodes. Our approach makes each node play a win-stay lose-shift (WSLS) strategy to choose when to schedule radio transmission, reception and sleeping periods. The proposed strategy relies only on local interactions with neighboring nodes, and is thus fully decentralized. This behavior results in shorter communication schedules, allowing to not only reduce energy consumption by reducing the wake-up cycles of sensor nodes, but also to decrease the data retrieval latency. We implement this WSLS approach in the OMNeT++ sensor network simulator where nodes are organized in three topologies — line, grid and random. We compare the performance of our approach to two state-of-the-art scheduling protocols, namely S-MAC and D-MAC, and show that the WSLS strategy brings significant gains in terms of energy savings, while at the same time reduces communication delays. In addition, we show that our approach performs particularly well in large, random topologies.
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1. INTRODUCTION

Wireless Sensor Networks (WSNs) are a recent class of networks able to monitor our daily environment with a high spatiotemporal accuracy [10, 2]. WSNs are composed of small sensing devices, also known as wireless sensor nodes, endowed with sensing, processing and wireless communication capabilities. Given the current technological trend, WSNs are envisioned to be mass produced at low cost in the next decade, for applications in a wide variety of domains. These include, to name a few, ecology, industry, transportation, or defense [2].

A typical WSN scenario consists of a set of sensor nodes, scattered in an environment, which report their data periodically to a centralized entity called base station. The resources of the untethered sensor nodes are often strongly constrained, particularly in terms of energy and communication. The base station usually possesses much larger resources, comparable to those of a standard laptop or desktop computer [10, 2].

The limited resources of the sensor nodes make the design of a WSN application challenging. Application requirements, in terms of latency, data throughput, or lifetime, often conflict with the network capacity and energy resources. The standard approach for addressing these tradeoffs is to rely on wake-up scheduling [10], which consists in alternating the active and sleep states of sensor nodes. In the active state, all the components of a node (CPU, sensors, radio) are active, allowing the node to collect, process and communicate information. In the sleep state, all these components are switched off, allowing the node to run with an almost negligible amount of energy. However, nodes in sleep mode cannot communicate with others, since their radio transmitter is switched off. The fraction of time in which the node is in the active mode is referred to as duty cycle [19].

Wake-up scheduling offers an efficient way to significantly improve the lifetime of a WSN application, and is well illustrated by S-MAC, a standard synchronized medium access control (MAC) protocol for WSN [20]. In S-MAC, the duty-cycle is fixed by the user, and all sensor nodes synchronize in such a way that their active periods take place at the same time. This synchronized active period enables neighboring nodes to communicate with one another. The use of routing then allows any pair of node to exchange messages. By tuning the duty-cycle, wake-up scheduling therefore allows...
to adapt the use of sensor resources to the application requirements in terms of latency, data rate and lifetime [19].

In this paper we demonstrate how the performance of a WSN network can be further improved, if nodes not only synchronize, but also desynchronize with one another. Desynchronization refers to the term where nodes on different branches of the routing tree are active at different times to avoid radio interference. In WSNs nodes can be logically organized in groups. More precisely, the activity schedules of nodes that need to communicate with one another are synchronized to improve message throughput. We say that those nodes belong to one coalition. At the same time, the schedules of groups of nodes which do not need to communicate are desynchronized in order to avoid radio interferences and packet losses. We refer to this type of coordination for short as (de)synchronization.

We show that coordinating the activities of the sensor nodes can successfully be done using a win-stay lose-shift (WSLS) strategy, drawn from game theory. We call the approach DESYDE, which stands for DEcentralized SYnchronization and DEsynchronization. The coordination is achieved by rewarding successful interactions (e.g., transmission of a message) and penalizing the ones with a negative outcome (e.g., message loss or overhearing). This behavior drives the sensor nodes to repeat actions that result in positive feedback more often and to decrease the probability of unsuccessful interactions. Nodes that tend to select the same successful action naturally form a coalition. The main benefit of the proposed approach is that global (de)synchronization emerges from simple and local interactions without the need of central mediator or any form of explicit coordination. An additional advantage is that DESYDE works with any routing algorithm that forms a routing tree connecting the nodes to the base station.

We implement DESYDE in the OMNeT++ simulator [9], and study three different wireless sensor network topologies, namely line, grid, and random. We compare it to S-MAC [20] and D-MAC [12], two state-of-the-art coordination mechanisms for WSNs, and show that nodes form coalitions which improve data communication and reduce packet collisions. This enables a quicker delivery of the data packets to the base station, allowing shorter active periods and lower energy consumption.

The rest of the paper is organized as follows: Section 2 presents the background of our research. It outlines the application domain, explains the communication and routing protocols and guides the reader through related work. The DESYDE approach is described in Section 3, and experimentally compared on different topologies in Section 4. We finally discuss the results in Section 5 shortly before we conclude in Section 6.

2. BACKGROUND AND RELATED WORK

A Wireless Sensor Network is a collection of densely deployed autonomous devices, called sensor nodes, which gather data with the help of sensors [10, 2]. The untethered nodes use radio communication to transmit sensor measurements to a terminal node, called the base station or sink. The sink is the access point of the observer, who is able to process the distributed measurements and obtain useful information about the monitored environment. Sensor nodes communicate over a wireless medium, by using a multi-hop communication protocol that allows data packets to be forwarded by neighboring nodes to the sink.

When the WSN is deployed, the routing protocol requires that the nodes determine a routing path to the sink [3, 10]. This is achieved by letting nodes broadcast packets immediately after deployment in order to discover their neighbors. Nodes in communication range of the sink propagate this information to the the rest of the network. During the propagation process, each node chooses a parent, i.e. a node to which the data will be forwarded in order to reach the sink. The choice of a parent can be done using different metrics, the standard one being the hop distance, i.e. the minimum number of nodes that will have to forward their packets [4, 18]. An example of multi-hop shortest path routing structure is given in Fig. 1, together with the radio communication ranges of sensor nodes.

Since wireless sensor nodes operate in most cases on finite energy resource, low-power operation is one of the crucial design requirements in sensor networks [2, 10]. The challenge of energy-efficient operation must be tackled on all levels of the network stack, from hardware devices to protocols and applications. Although sensing and data processing may incur significant energy consumption, it is commonly admitted that most of the energy consumption is caused by the radio communication. A large amount of research has therefore been devoted in recent years to the design of energy-efficient communication protocols [10, 20].

Fig. 2 reports the radio characteristics of two representative and often used radio platforms: the CC2420 (used in TelosB and IMote2) and the Xbee-802-15.4 (used in the Waspmote). An important observation is that for these typical radios, the sleep power is at least two orders of magnitude lower than the transmit and receive power. Therefore, the only way to significantly reduce power consumption is to have the radio switched off most of the time, and to turn it on only if messages must be received or sent. This problem is referred to as wake-up scheduling.

Wake-up scheduling in wireless sensor networks is an active research domain, and a good survey on wake-up strategies in WSNs is presented in [19]. Three types of wake-up solutions can be identified, namely, on-demand paging, synchronous and asynchronous wake-up.

In on-demand paging, the wake-up functionality is man-
aged by a separate radio device, which consumes much less power in the idle state than the main radio. The main radio therefore remains in a sleeping state, until the secondary radio device signals that a message is to be received on the radio channel. This idea was first proposed with the PicoRadio and PicoNode projects [7] for extremely low power systems, and extended in [16, 1] with hand-held devices. On-demand paging is the most flexible and energy-efficient solution, but adds non-negligible costs in the hardware design.

Figure 2: Typical wireless sensor hardware developed in the recent years, together with their main radio characteristics.

Figure 3: Structure of S-MAC with duty cycle and synchronous wake-up scheduling.

In synchronous wake-up approaches, nodes duty-cycle their radio in a coordinated fashion. Several MAC (Medium Access Control) protocols have been proposed, allowing nodes to wake-up at predetermined periods in time at which communication between nodes becomes possible. A standard paper detailing this idea is that of S-MAC (Sensor-MAC) [20]. The basic scheme is that nodes rely on a fixed duty-cycle, specified by the user, where nodes periodically switch between the active and sleep states. The period is called a frame, and an example of periodic schedule is illustrated in Fig. 3. Several extensions to S-MAC have been proposed. In particular, authors in [12] proposed D-MAC, which aims at improving the efficiency by both reducing the latency and the active period of the sensor nodes. This is achieved by dividing the frame into slots, and by staggering the wake-up cycles along the routing tree, as illustrated in Fig. 4. The active period consists in receiving and sending only one data packet, and active periods are staggered so that nodes send data when their parent’s radio is in the receive mode. If multiple packets need to be sent by a node, a more data flag is set to warn the parent node that additional data must still be received. If the flag is set, the node and its parent schedule the pending communication to happen after a small backoff period (a few milliseconds), to avoid collisions. This approach was recognized in the MAC review of Langendoen [11] to be particularly compelling for collecting data from a WSN in a timely and energy-efficient manner. The main concern with protocols based on synchronous wake-up is however the overhead which can be caused by maintaining the nodes synchronized.

Finally, in asynchronous wake-up solutions, the wake-up schedules need not be coordinated, and may possibly be different. The communication therefore comes at an increase cost for either the sender or the receiver. In sender-based asynchronous wake-up, the sender continuously sends beacons until the receiver is awake. Once the receiver gets the beacon, it sends an acknowledgment to notify the sender that it is ready to receive a packet. This scheme is the basis for the low-power listening [8] and preamble sampling [5] protocols. The receiver-based wake-up solution is the mirror image of sender-based, and was exposed in the Etiquette protocol [6]. Sender-based and receiver-based asynchronous protocols can achieve very low power consumption. Asynchronous wake-up solutions however require an overhead due to the signaling of wake-up events, which makes them inefficient when wake-up events are relatively frequent [19].

3. DESYDE

This section presents DESYDE, an acronym for DEcentralized SYnchronization and DEsynchronization, which aims at improving communication performances in wireless sensor networks by coordinating the radio activity of neighboring sensor nodes. Our approach belongs to the category of synchronous wake-up strategies, and is intuitively motivated by an important (although not apparent at first sight) weakness of D-MAC. Recall from the previous section that D-MAC schedules the radio activity of sensor nodes in such a way that children and parents in the routing tree synchronize their radio transmission/reception slots. While this strategy appears at first sight to offer great benefits over S-MAC, it only works well if nodes are arranged in a line topology (cf. Fig. 5, middle). Indeed, whenever the routing tree contains several branches, neighboring nodes which are the same number of hops away from the base station may interfere, causing packet losses, and possibly important delays (once a transmission fails in D-MAC, the packet is queued until the next frame).

A better schedule is therefore one where nodes along the same branch of a routing tree are staggered, as in D-MAC (so that end-to-end latency is improved), while at the same time being desynchronized with nodes on neighboring branches of the routing tree (so that communication interference is minimized). Synchronized groups of nodes will be referred
to as 

coalitions. Figure 5 illustrates the concept of coalitions in three different topologies. Intuitively, nodes on the same branch of a routing tree should form a coalition so that data can be relayed efficiently from a leaf node to the root node. At the same time, nodes which are the same same number of hops away from the base station should desynchronize since they belong to separate branches of the routing tree.

The resulting schedule of DESYDE for the 2 by 2 grid in Fig. 5 (left) is illustrated in Fig. 6. In this example, the frame contains 10 slots, and the four schedules reported are those of the four nodes in the grid, arranged in the same order as in Fig. 5 (left). At slot 2, the upper left node transmits when the lower left node receives, while the right nodes are synchronized for communication at slot 5. The lower left node send its data to the base station at slot 7 and forwards that of the upper left node at slot 9. The lower right node does the same at slots 4 and 6, respectively. Thus, we observe the same coalitions as in our schematic model in Figure 5 (left).

3.1 Learning Model

We present here the underlying approach that makes nodes coordinate their behavior in a decentralized manner. We see the WSN as a Multi-Agent System (MAS), where agents are the sensor nodes. Recall that the frame stands for the fixed-length activity period that nodes periodically repeat over time. Each frame is divided in a number of slots that constitute discrete time units, where agents can select only one of three actions, namely transmit, listen or sleep.

At each slot, agents are therefore involved in a game with their neighbors where all nodes have to independently choose an action. The goal of agents is to forward all their messages to the sink, minimizing the end-to-end latency of packets. Upon executing any of the three actions, each agent receives feedback from the environment. This feedback depends on the event that the actions produced (for example successful transmission, collision, or idle listening). These events will be detailed in section 3.2, and may be either successful or unsuccessful. The success of the resulting event is used by the node to assess the quality of its action.

One can notice that the game our agents are involved in at each time slot has certain characteristics of Graphical Games [17], where neighboring agents have to independently decide on an action. In our network, however, the graphical game at each time step is dependent on the one played at the previous slot, due to forwarding of messages. In other words, our agents are engaged in sequential graphical games, where each game is closely related to the preceding one. The dependence between these sequential games is a result of the forwarding of packets between nodes. Put differently, the transmission of messages between neighbors influences their choice of action at each time step. These actions, however, have no immediate effect on agents further in the network.

Formally, we represent our learning system with the following notation:

- Each frame $F$ is divided in $N$ slots, and the set of time slots in a frame is denoted $S = \{s_1, \ldots, s_N\}$.
- $A$ is the set of available actions $a$ for each agent at each slot.
- $R : S \times A \rightarrow [0, 1]$ is the reward signal $R(s, a)$ for taking action $a$ in slot $s$.

As specified above, the action space $A$ at each time slot $s$ for each agent is identical and restricted to the following three actions: $a_{\text{transmit}}$, $a_{\text{listen}}$ and $a_{\text{sleep}}$. At every time step each agent may detect a communication event, caused by its own actions and those of its neighbors. Upon executing action $a$, the agent receives a reward $R(s, a)$, determined by the outcome of the actions its neighbors chose at slot $s$ and its own action. This interaction between neighboring nodes is further elaborated in the following subsections.

3.2 Rewards, Updates and Action Selection

We use $Q(s, a)$ to indicate the expected reward (or “quality”) of taking action $a$ at slot $s$. It represents the latest reward obtained at that slot for that action. At first, this value is initialized to 0 for $Q(s, a_{\text{transmit}})$ and $Q(s, a_{\text{sleep}})$ and 1 for $Q(s, a_{\text{listen}})$. Upon executing action $a$ at slot $s$, the agent updates its action quality, based on the reward it receives: $Q(s, a) \leftarrow R(s, a)$. Note that only one of the three actions can be taken during a slot. Therefore, at every slot $s$, $Q(s, a)$ is 1 for exactly one action $a$ and 0 for the other two actions.

We classify each communication event, that a node can detect, using a boolean value to signalize whether the event was positive or negative for that node. Based on our simple update rule a boolean representation is sufficient in our learning model. We modeled six different events, namely successful transmission (if ACK received), successful reception, overhearing, idle listening, unsuccessful transmission (if no ACK received), and collision. We consider these six events to be the most energy expensive or latency crucial in wireless communication. The reward for the two events is 1.

Figure 5: Examples of routing and coalition formation

Figure 6: Examples of DESYDE schedule for the 2x2 grid. Upper transmission slots are synchronized with lower reception slots. Left active slots are desynchronized with right active slots.
Recall that only one action can have a quality of 1 for each slot. We use policy $\pi(s)$ to denote the action $a$ that the agent selects at slot $s$, based on the quality $Q(s, a)$ for that action in that slot. More precisely,

$$\pi(s) = \begin{cases} 
    a_{\text{transmit}}, & \text{if } Q(s, a_{\text{transmit}}) = 1 \\
    a_{\text{listen}}, & \text{if } Q(s, a_{\text{listen}}) = 1 \\
    a_{\text{sleep}}, & \text{if } Q(s, a_{\text{sleep}}) = 1
\end{cases} \quad (1)$$

This behavior resembles a win-stay lose-shift strategy [15], where agents repeat successful actions and avoid unsuccessful ones. In particular, at slot $s$ an agent will repeat action $a$ only if it had a positive outcome at slot $s$ in the previous frame. Recall that frames capture the periodic behavior of nodes. Thus, in every frame the agent repeats those actions that had positive outcome in the previous frame. For example, according to policy $\pi(s)$, if $Q(s, a_{\text{transmit}}) = 1$ for slot $s$, the node will choose to transmit a packet during that slot (provided that it has a packet in its queue). As a result, a reward $R(s, a_{\text{transmit}})$ will be generated and stored in $Q(s, a_{\text{transmit}})$. If its transmission was acknowledged, $Q(s, a_{\text{transmit}})$ will stay 1 and the agent will repeat the same action next frame at slot $s$. Otherwise, based on the event that occurred, it will choose a different action. In the same way the agent will select an action in every slot within the frame $F$.

### 3.3 Exploration

We would like to note that the outcome of each of the actions $a_{\text{transmit}}$ and $a_{\text{listen}}$ gives us information about the quality of the other two actions as well. Both these actions require that the radio transmitter of the node is switched on, which enables the agent to detect events in its environment and therefore obtain feedback. Consider the following example. If $\pi(s) = a_{\text{transmit}}$, upon observing the outcome the agent will know whether it would have been more beneficial to listen or sleep during slot $s$ instead. Provided that its message is acknowledged, transmitting is indeed the best action. If no acknowledgment is received, its parent is probably busy (or sleeping) and therefore it would be better to listen for packets at slot $s$ next frame, rather than transmit. In case it detects a collision during that slot, for next frame sleeping would be most beneficial in order to avoid receiving in vain. The same reasoning holds if the agent selects action $a_{\text{listen}}$.

Action $a_{\text{sleep}}$ on the other hand turns the energy-consuming antenna off and consequently prevents the agent from receiving any information from its environment. For this reason, during a short exploration stage, fixed by the user, the agent never selects the latter action to keep its radio transmitter on. In other words, during exploration if $\pi(s) = a_{\text{sleep}}$, the agent will select $a_{\text{listen}}$ at that slot instead. This behavior enables the node to constantly acquire feedback and therefore update its quality values. In the WSN domain, such an exploration is very costly in terms of battery consumption. However, we determined empirically that nodes require no more than 3 to 4 frames of exploration for their policies to converge. After the exploration stage expires, the agent reverts to the policy described in Formula 1. Intuitively, when an agent finds a “win” action for a certain slot, its win-stay lose-shift strategy will prevent it from choosing a different action at the same slot next frame. Thus, every agent learns a periodical schedule based on the events that happen as a result of its actions. We therefore say that no explicit form of agent coordination is necessary to achieve equilibrium. Instead, coordination “emerges” as a result of packet forwarding and reasoning based on local interactions.

### 4. EXPERIMENTAL STUDY

#### 4.1 Experimental Setup

We apply our approach on three networks of different size and topology – a 4-hop line, a 16-node (4 by 4) grid topology and one with 50 nodes scattered randomly with an average of 5 neighbors per node. The first topology requires nodes to synchronize in order to successfully forward messages to the sink. Intuitively, if any one node is awake while the others are asleep, that node would not be able to forward its messages to the sink. The second topology illustrates the importance of combining synchronization and desynchronization, as neither one of the two behaviors alone is an efficient strategy. The random topology shows the scalability of our approach to larger networks where the topology is not known a priori. In our simulations we use a shortest path routing scheme that creates a static routing tree. A similar experimental setup is also used in [13, 14].

Each of the three networks was ran for 200 seconds in the OMNeT++ simulator [9] and results were averaged over 30 runs. This network runtime was sufficiently long to eliminate any initial transient effects. To illustrate the performance of the network at high data rates, we set the sampling period of nodes to one message every 10 seconds. To simulate periodic data collection, this message is generated at the beginning of each frame for all nodes. Frames have the same length as the sampling period and were divided in $N = 2000$ slots of 5 milliseconds each. The duration of the slot was chosen such that only one DATA packet can be sent and acknowledged within that time. All hardware-specific parameters, such as transmission power, bit rate, etc., were set according to the data sheet of our radio chip — CC2420 (cf. Table 2). In addition, we chose the protocol-specific parameters, such as packet header length and number of retransmission retries as specified in the IEEE 802.15.4 communication protocol. We set the duration of the exploration stage to 5 frames, or 50 seconds. It was empirically measured that this duration was enough for the policies of all agents to converge.

To better illustrate the importance and effect of combining synchronization and desynchronization in these topologies, we compare our approach to two state-of-the-art MAC protocols, viz. S-MAC and D-MAC. In addition, we present the case where all nodes remain active for the entire duration of the simulation and never switch off their radio transmitter (called ALL-ON for short). The latter behavior serves only as a benchmark in terms of end-to-end latency, because the energy consumption of this protocol renders it impractical for real-world scenarios. Since nodes have a duty cycle of 100%, packets will not experience any sleep latency and will be quickly forwarded to the sink. The S-MAC protocol illustrates network performance under synchronized behavior, where all nodes are active at the same time. D-MAC on the other hand shows whether staggering the short duty cycles across hops is an efficient strategy to improve latency and lifetime.
4.2 Evaluation

Figures 7 and 8 display the average battery consumption and latency for all three topology using the S-MAC protocol. According to S-MAC, all nodes wake up at the beginning of the frame for a duration specified by the user. We therefore vary the duty cycle and observe the performance of the system in terms of lifetime and throughput. Intuitively, the energy consumption under S-MAC increases linearly with increasing duty cycle for all three topologies, as Figure 7 displays.

Since collisions constitute the biggest obstacle in the pursuit of low latency, each node contends for the channel for a small random duration within a fixed contention window. To facilitate the throughput of messages at high data rates, we deviated from the contention policy of S-MAC that uses the entire active time as a contention window. Instead, in our simulations we fixed the maximum contention window of S-MAC to 5 slots for a more fair comparison. Even though short duty cycles are appealing from an energy perspective, nodes do not manage to forward all their packets within one active interval for all three topologies. The latter result can be observed in Figure 8, where error bars signify one standard deviation across 30 runs. For duty cycles below 2% (or 1% in the line topology) nodes do not manage to forward all their packets within one active interval. The reason for this high latency is the large number of collisions when all nodes wake up at the same time. This phenomenon is particularly visible in the grid topology, where every node has exactly one parent and at least one neighbor who belongs to a different branch of the routing tree.

For duty cycles larger than 2% nodes in the line and grid topologies manage to send all their packets within one active interval and therefore the average end-to-end latency is reduced to around 0.1 seconds. Nodes in the random network, however, require two active periods to forward their messages and therefore the latency settles at around 10 seconds, or 1 frame duration. Still, we measured around 20% packet loss on average for the latter topology, due to the large number of retransmissions necessary when all nodes are active at the same time. The large standard deviation is due to the different random topologies across runs.

S-MAC illustrates the effect of full synchronization on the network performance. We see that large networks suffer from high sleep latency for small duty cycles. D-MAC on the other hand makes sure that sleep latency is reduced by “staggering” the wake-up cycles of nodes according to their hop distance to the sink (cf. Figure 4). In other words, all nodes that lie at the same distance from the sink are synchronized to wake up at the same time and send a packet to their parents, who wake up at the slot just after their children. This behavior is designed to reduce the sleep latency that S-MAC suffers from. The duty cycle of each node under D-MAC is dependent on its traffic load (i.e., its position in the data gathering tree), as it is the case with our learning algorithm. Similar to S-MAC, to reduce collisions we let each node contend for the channel for a small random time within a fixed contention window. The size of this window, however, affects performance. Large contention window will lower the probability of collision, but at the cost of delayed transmissions. A small one, on the other hand, will speed up communication, but will cause more unsuccessful transmissions. We therefore present the performance of each protocol for different contention window sizes. To abide by the specifications of D-MAC, we define the size of its contention window in terms of the duration of a DATA packet. The design of DESYDE, however, requires us to set the contention window as a factor of the slot length instead (which is a DATA packet + an acknowledgment). We use the latter setting in S-MAC and ALL-ON as well. Since the difference between the two contention windows is negligible, we use the same axis in Figures 9 and 10 to plot the performance of both protocols. We write “contention window size” to signify the factor of the contention window, which is fixed for each run. Due to space limitations we graph the battery consumption of D-MAC and DESYDE for each topology on the same plot.

In Figure 9 we see that in all three topologies DESYDE outperforms D-MAC in terms of energy consumption, irrespective of the contention window size. Due to the “win-stay

---

**Figure 7:** Average battery usage under the S-MAC protocol for different duty cycles (same for all topologies)

**Figure 8:** End-to-end latency under the S-MAC protocol for different duty cycles
lose-shift" strategy, after the exploration stage our learning algorithm remains invariant to the contention window size. In other words, contention is used only during exploration. Each node, thereafter, learns to transmit in a different time slot within the frame and thus contention for the channel is not necessary. Nodes under D-MAC, however, always wake up for one listen and one transmit slot, regardless of the node position in the network. A disadvantage is that leaf nodes still listen for one slot, when they need not, while all other nodes need to hold an additional listen + transmit slot for every packet they generate. The energy consumption of D-MAC is therefore higher than the one of DESYDE for each topology. Moreover, according to specifications the active period of D-MAC includes the time for channel contention. Therefore its battery consumption increases with the size of the contention window.

Lastly, we present the difference between ALL-ON, DESYDE and D-MAC in terms of the end-to-end latency averaged over 30 random topologies, each consisting of 50 nodes. Figure 10 compares the three protocols for different contention windows. One can notice that DESYDE once again outperforms D-MAC. DESYDE enables nodes to both synchronize with their parents and desynchronize with their same-hop neighbors. Recall the example we presented in Figure 6, which shows the resulting schedule of nodes under DESYDE in a sample 2 by 2 grid topology. In some routing schemes, such as ours, all nodes that lie on the same hop belong to different branches of the routing tree. In D-MAC, however, all those nodes wake up at the same time and therefore cause radio interferences, followed by packet retransmissions. Intuitively, latency under D-MAC decreases for larger contention windows, but nodes still require more than one active period to deliver all their packets. DESYDE, on the other hand, has comparable latency to ALL-ON, where nodes never switch off their antenna and therefore packets incur no sleep delay. While ALL-ON requires 100% duty cycle, DESYDE is able to achieve the same latency with only 0.8% active time within a frame.

5. DISCUSSION AND FUTURE WORK

The experimental results presented in the previous section illustrate that DESYDE is able to significantly improve the performance of a data collection task in wireless sensor networks. The two main metrics considered were the latency and the energy consumption. For both metrics, large gains could be observed, over a wide range of networking parameters. These results were particularly remarkable for large and random topologies. The main reason is that DESYDE relies on a learning strategy which can adapt to complex topologies and traffic patterns. The *wait-stay lose-shift* (WSLS) strategy which underlies DESYDE is a key aspect of the proposed approach. Several research directions can be pursued in order to further improve its performance. First, an advantage of the WSLS is that it provides a way to reduce the exploration space and to accelerate the convergence of the learning stage. A direct drawback of this “aggressive” exploration is that more efficient solutions to the coordination of sensor nodes may be too quickly discarded. One of the research axes we plan to focus on consists in relying on “smoother” updating rules for the quality values of the actions. This could be done by using a learning factor which keeps tracks of past rewards during the learning process.

A second important parameter is the convergence time of the learning process. We observed in all our experiments that this time is in practice very short, in the order of a few data collection rounds (around 5). It is still unclear under which conditions convergence proofs can be brought. One can easily notice that, using the WSLS approach, the convergence is guaranteed if no node modifies its policy for two consecutive rounds. This unfortunately does not seem to be detectable without all nodes exchanging information about their status, which would be energy costly. Further research is therefore required to better characterize the convergence criteria.

Finally, we assumed, as most protocols which fall in the synchronous category, that the traffic patterns and the net-
work topology are stationary for every run. As proposed, DESYDE is not robust to topology changes, or to variations in the data collection rate. The common solutions to these issues is to rely on periodic checks concerning the amount of dropped packets, or queue sizes on the sensor nodes, and to restart the coordination of the nodes if necessary. While not specific to the approach presented in this paper, further research is also required in this area.

6. CONCLUSION

Synchronous wake-up strategies can greatly reduce the duty cycle of sensor nodes in a WSN. We however highlighted in this paper that they suffer from potential high latency and energy waste due to radio interferences and packet collisions. These deficiencies stems from the fact that neighboring sensor nodes should only synchronize their activities when they engage in a communication, and desynchronize otherwise. The proposed approach, DESYDE, a DEcentralized SYnchronization DEsynchronization strategy, aims at tackling this problem. The core of the approach is based on a win-stay lose-switch strategy, which we implement in a fully decentralized way.

Our OMNeT++ implementation showed that state-of-the-art synchronized protocols only perform well in simple networks, such as line topologies. As the network complexity grows, these protocols resulted in high latency and energy costs, due to the increased number of packet collisions and packet retransmissions. DESYDE was able in all our experiments to compete with standard approaches, and exhibited significant gains in latency and energy especially for larger networks.
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ABSTRACT

We propose coalitional normative system (CNS), which can selectively restrict the joint behavior of a coalition, in this paper. We extend the semantics of ATL and propose Coordinated ATL (co-ATL) to support the formalizing of CNS. We soundly and completely characterize the limitation of the normative power of a coalition by identifying two fragments of co-ATL language corresponding to two types of system properties that are unchangeable by restricting the joint behavior of such a coalition. Then, we prove that the effectiveness checking, feasibility and synthesis problems of CNS are PTIME-complete, NP-complete and FNP-complete, respectively. Moreover, we define two concepts of optimality for CNS, that is, minimality and compactness, and prove that both minimality checking and compactness checking are co-NP-complete while the problem of checking whether a coalition is a minimal controllable coalition is DP-complete. The relation between NS and CNS is discussed, and it turns out that CNS intrinsically consists of a proper subset of CNSs and some basic problems related to CNS are no more complex than that of NS.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems; I.2.4 [Knowledge representation formalisms and methods]

General Terms
Theory

Keywords
normative systems, logic, model checking, complexity

1. INTRODUCTION

Normative system (NS) (or social law) was firstly proposed by [12, 13] as an off-line approach for coordinating multiagent systems, and then extended by, e.g., [17, 14, 1], based on introducing the formalisms of modal and temporal logics, especially Alternating-time Temporal Logic (ATL) [4, 5] and its variations, which can be used for the specification and verification of mechanisms such as social choice procedures. So work on this aspect is also considered as a part of the logics for automated mechanism design research [10, 16].

Although the various approaches to NSs proposed in the literature differ on technical details, they all share the same basic intuition that an NS is a set of constraints on the behavior of agents; by imposing these constraints, it is hoped that some desirable objectives will emerge [3], corresponding to a logic formula that is originally false to become true, or the reverse. The idea is that the imposing of an NS will lead to certain updating in the semantic model, and thus cause changes in the interpretations of some formulas.

But we find that NSs update the semantic model in a somewhat too coarse way, that is, when an action is forbidden in one state, all related transitions from this state are deleted. This means the task of deleting a certain set of prescribed transitions, which corresponds to the necessary condition for fulfilling a certain objective, may exceed the abilities of all NSs. To overcome this shortcoming, we propose coalitional normative system (CNS), which is a set of behavioral constraints for a coalition (i.e., agent set) that restrict its joint actions. By adopting a CNS, we can restrict the set of transitions to an arbitrary subset of it, thus we can achieve all possible updating in the semantic model.

Intuitively, the coalition represents a system we can control (it is a distributed open system formed by several agents); and the CNS specifies in every state for the coalition which sets of actions (that can be chosen by it) cannot be executed simultaneously, thus should be forbidden. We assume that the agents in the coalition will negotiate with each other before making any decisions on action selection in order to avoid adopting any joint actions that are forbidden by the CNS. So, compared with conventional NSs, CNSs can more effectively capture the overall effects of joint actions and prevent the destructive interactions from taking place. In this paper, we aim to present a framework for CNS based on ATL, and study its related reasoning and computational problems.

The remainder of this paper is structured as follows. We begin by introducing the basics of ATL and NS. Next, as the effects of CNSs cannot be captured by ATL directly, we propose co-ATL to support the formalizing of CNSs. Then for each coalition C, by identifying the $\mathcal{L}_C^+$ and $\mathcal{L}_C^*$ fragments of the co-ATL language, we “soundly and completely” characterize its limitation of normative power. Afterward, we
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When concurrent action models are adopted, an action of an agent in a state may be related to several transitions.
establish the computational complexity of some key problems related to Cnss. Finally, we present some conclusions.

2. ATL AND NORMATIVE SYSTEMS

2.1 Alternating-time Temporal Logic

The syntax of Alternating-time Temporal Logic (ATL) [4, 5] is an extension of the syntax of CTL via replacing the path quantifiers \( \forall \) and \( \exists \) with the path quantifier \( \langle \rangle \), which can express the-ability [15] in game theory. And the formulas of ATL are interpreted by concurrent game structures (CGSS).

A concurrent game structure is a tuple \( S = (k, Q, \Pi, \pi, d, \delta) \) with the following components:

- A natural number \( k \geq 1 \) of agents. We identify the agents with the numbers (or IDs) \( 1, \ldots, k \).
- A finite set \( Q \) of states.
- A finite set \( \Pi \) of propositions.
- For each state \( q \in Q \), a set \( \pi(q) \subseteq \Pi \) of propositions true at \( q \). The function \( \pi \) is called labeling function.
- For each agent \( a \in \{1, \ldots, k\} \) and each state \( q \in Q \), a natural number \( d_a(q) \geq 1 \) of actions available to agent \( a \) at state \( q \). We identify the actions of agent \( a \) at state \( q \) with the numbers \( 1, \ldots, d_a(q) \). A joint action of all the agents at state \( q \) is a tuple \((j_1, \ldots, j_k)\) such that \( 1 \leq j_a \leq d_a(q) \) for each agent \( a \). We write \( D(q) \) for the set \( \{1, \ldots, d_a(q)\} \times \times \times \times \{1, \ldots, d_k(q)\} \) of joint actions.
- The function \( \delta \) is called move function.

For each state \( q \in Q \) and each joint action \((j_1, \ldots, j_k) \in D(q)\), a state \( \delta(q,j_1,\ldots,j_k) \in Q \) will result from state \( q \) if every agent \( a \in \{1, \ldots, k\} \) chooses action \( j_a \). The function \( \delta \) is called transition function.

Note that, every agent set \( A \subseteq \{1, \ldots, k\} \) can be seen as a coalition (with the agent set \( \{1, \ldots, k\} \setminus A \) represents the environment). The grand coalition \( \{1, \ldots, k\} \) is denoted as \( Ag \). In the following of this paper, we will sometimes use \( m_i \) to refer to a joint action \((j_1, \ldots, j_k)\) (of all the agents), use \( m_A \) to refer to a joint action of the coalition \( A \subseteq Ag \) (called an A-action) and use \( D_A(q) \) to refer to all the possible A-actions at the state \( q \). Moreover, we introduce the notation \( \widehat{m}_A[A]^* \) to mean the joint action of the agent set \( A \cap A' \) when the agent set \( A \) takes the joint action \( m_A \).

Some important concepts with respect to concurrent game structures are specified as follows: For two states \( q \) and \( q' \), \( q' \) is a successor of \( q \) if there is a joint action \( m \in D(q) \) such that \( q' = \delta(q,m) \). A computation of \( S \) is an infinite sequence \( \lambda = q_0, q_1, q_2, \ldots \) of states such that for all positions \( i \geq 0 \), the state \( q_{i+1} \) is a successor of the state \( q_i \). We refer to a computation starting from state \( q_0 \) as a q-computation. For a computation \( \lambda \) and a position \( i \geq 0 \), we use \( \lambda[i] \) to denote, respectively, the ith state of \( \lambda \), the finite prefix \( q_0, q_1, \ldots, q_i \) of \( \lambda \), and the infinite suffix \( q_i, q_{i+1}, \ldots \) of \( \lambda \). A strategy for agent \( a \in \Sigma \) is a function \( f_a(\lambda) \) that maps every nonempty finite state sequence \( \lambda \in Q^* \) to an action such that if the last state of \( \lambda \) is \( q \), then \( f_a(\lambda) \in \{1, \ldots, d_a(q)\} \).

The outcomes of a set of strategies \( F_A \), called an A-strategy, one for each agent in \( A \subseteq Ag \), from a state \( q \in Q \) is the set \( out(q, F_A) \) of computations, such that a computation \( \lambda = q_0, q_1, q_2, \ldots \) is in \( out(q, F_A) \) if \( q_0 = q \) and there is a joint action \((j_1, \ldots, j_k) \in D(q)\) such that \((1) j_a = f_a(\lambda[0,i]) \) for all agents \( a \in A \), and \((2) \delta(q,j_1,\ldots,j_k) = q_{i+1} \).

The language of ATL is generated by the following grammar:

\[
\varphi ::= p \mid \neg \varphi \mid \varphi_1 \lor \varphi_2 \mid \langle A \rangle \Box \varphi \mid \langle A \rangle \Box \varphi_1 \lor \varphi_2,
\]

where \( p \in \Pi \) is a proposition, and \( A \subseteq Ag \) is a set of agents. As an abbreviation, we write \( \langle A \rangle \Box \varphi \) for \( \langle A \rangle \Box \varphi_1 \lor \varphi_2 \).

We write \( S, q = \varphi \) to indicate that the formula \( \varphi \) holds at state \( q \) of a CGS \( S \). When \( S \) is clear from the context, we write \( q = \varphi \). The relation \( = \) is defined, for all states \( q \) of \( S \), inductively as follows:

- For all \( p \in \Pi \) we have \( q = p \) iff \( p \in \pi(q) \).
- \( q = \neg \varphi \) iff \( q \not= \varphi \).
- \( q = \varphi_1 \lor \varphi_2 \) iff \( q = \varphi_1 \) or \( q = \varphi_2 \).
- \( q = \langle A \rangle \Box \varphi \) iff there exists an A-strategy, \( F_A \), such that for all computations \( \lambda \in out(q, F_A) \) we have \( \lambda[1] = \varphi \).
- \( q = \langle A \rangle \Box \varphi_1 \lor \varphi_2 \) iff there exists a A-strategy, \( F_A \), such that for all computations \( \lambda \in out(q, F_A) \) there exists a position \( i \geq 0 \) such that \( \lambda[i] = \varphi_2 \) and for all positions \( 0 \leq j < i \) we have \( \lambda[j] = \varphi_1 \).

2.2 Normative Systems

Given a concurrent game structure \( S = (k, Q, \Pi, \pi, d, \delta) \), a normative system (NS) is a function \( \eta \) such that

\[
\eta(a, q) \in \{1, \ldots, d_a(q)\}
\]

for all agents \( a \in Ag \) and states \( q \in Q \).

Intuitively, \( \eta(a, q) \) is the set of “forbidden” (or “illegal”) actions for agent \( a \) in state \( q \). The structure obtained from a CGS \( S \) by implementing an NS \( \eta \), denoted as \( S[\eta] \), is the structure obtained from \( S \) by deleting all the forbidden actions. Note that, \( S \) is defined as a proper subset of all the available actions to guarantee every agent will has at least one available actions in every state after having implemented an NS. Apparently, \( S[\eta] \) is still a concurrent game structure.

An existential and a universal sublanguage of ATL, denoted \( \mathcal{L}^e \) and \( \mathcal{L}^u \), respectively, were defined in [14] by the following grammars \( e \) and \( v \) respectively:

\[
e ::= p \mid e \lor e \mid \langle A \rangle [\Box e \lor e] \lor e \Box e
\]

\[
v ::= p \lor v \lor v \lor v \lor v \lor v \lor v \lor v
\]

where \( p \in \Pi \).

Suppose we have a CGS \( S \), an NS \( \eta \), a state \( q \) in \( S \), and formulas \( e \in \mathcal{L}^e \), \( v \in \mathcal{L}^u \). Then,

\[
\lambda(\eta, q, e, v) = \min \{ e \mid e \in \mathcal{L}^e \land v \in \mathcal{L}^u \}
\]

\[
\lambda(\eta, q, e, v) = \max \{ e \mid e \in \mathcal{L}^e \land v \in \mathcal{L}^u \}
\]

We always assume that we are studying a fixed set \( Ag \) of agents and a fixed set \( \Pi \) of propositions. So, the language of ATL is a fixed set of formulas, and when we refer to “concurrent game structure” we actually mean a concurrent game structure with \( |Ag| \) and \( \Pi \) as its components.
1. $S \models q \models \epsilon \Rightarrow S, q \models \epsilon$;
2. $S, q \models q \Rightarrow S \models q, q \models q$.

The first result tells us that the satisfaction of a $L^\epsilon$ formula cannot be established by implementing a NS. The second result, in contrast, tells us that the satisfaction of a $L^\epsilon$ formula cannot be avoided by implementing a NS.

### 3. Coalitional Normative Systems

#### 3.1 The Formal Framework

A coalitional normative system ($\text{cns}$) for a concurrent game structure $S = (k, Q, \Pi, \pi, d, \delta)$ is a tuple $\Gamma = (C, \theta)$ with the following components:

- A coalition $C \subseteq \{1, ..., k\}$.
- For each state $q \in Q$, a set $\theta(q) \subseteq D_C(q)$ of $C$-actions the agents in coalition $C$ cannot collaboratively choose. The function $\theta$ is called coordination function.

Sometimes we call a $\text{cns} \Gamma = (C, \theta)$ as a $C$-norm. When $\text{cns}$s are taken into consideration, certain joint action choices and computations will be ruled out. As in [17], we adopt the prefix “$\Gamma$-conformant” to mean “permitted by $\Gamma$”:

- A joint action $\vec{m} \in D(q)$ is called a $\Gamma$-conformant joint action iff $\exists \vec{c} \in \theta(q)$ such that $\vec{m}(C) = \vec{m}_C$.
- A state $q'$ is called a $\Gamma$-conformant successor of state $q$ if there is a $\Gamma$-conformant joint action $\vec{m} \in D(q)$ such that $q' = \delta(q, \vec{m})$.
- A $\Gamma$-conformant computation of $S$ is an infinite sequence $\lambda = q_0, q_1, q_2, ..., $ of states such that for all positions $i \geq 0$, the state $q_{i+1}$ is a $\Gamma$-conformant successor of the state $q_i$.

In each state $q \in Q$, an $A$-action $\vec{m}_A$ for the agent set $A \subseteq Ag$, is called a $\Gamma$-conformant $A$-action in $q$ iff $\exists \vec{n}_C \in \theta(q)$ such that $\vec{m}_A|A \cap C = \vec{m}_C|A \cap C$.

- A set $F_A = \{f_a | a \in A\}$ of strategies, one for each agent in $A$, is called a $\Gamma$-conformant $A$-strategy iff for all nonempty finite state sequences $\lambda \in Q^*$, the $A$-action $\vec{m}_A$, given by $F_A$, is a $\Gamma$-conformant $A$-action.

Finally, the $\Gamma$-conformant outcomes of a $\Gamma$-conformant $A$-strategy from a state $q \in Q$ is the set $\text{out}_A(q, F_A)$, such that, a $\Gamma$-conformant computation $\lambda = q_0, q_1, q_2, ..., $ is in $\text{out}_A(q, F_A)$ if $q_0 = q$ and there is a $\Gamma$-conformant joint action $\vec{m} \in D(q_i)$ such that (1) $j_a = f_a(\lambda[0, i])$ for all players $a \in A$, and (2) $\delta(q_i, \vec{m}) = q_{i+1}$.

Similarly, we can define the structure obtained from $S$ by implementing a $\text{cns} \Gamma = (C, \theta)$, denoted as $S|\Gamma$, as the structure obtained from $S$ by deleting all the joint actions forbidden by $\Gamma$. Notice that, in most cases $S|\Gamma$ is not an ordinary concurrent game structure any longer – agents in $C$ will “discuss” in advance on which $C$-action should be selected, so a kind of “coalitional coordination” is explicitly represented in the structure.

---

As result 1 is equivalent to $S, q \models \neg \epsilon \Rightarrow S \models q, q \models \neg \epsilon$.

### 3.2 Coordinated ATL

Consequently, in the presence of a $\text{cns}$, we need to refine the interpretation for the ATL formulas. We call this new logic Coordinated ATL (co-ATL), which directly inherits the ATL syntax but assumes slightly different semantics.

**CNS vs. NS:** Coalitional normative system extends the concept of normative system by enabling selective restricting a coalition’s joint behavior. It is not difficult to discover that every NS is intrinsically a special CNS. Suppose that an action $i$ of agent $a$ is ruled out by an $\text{cns} \eta$, it actually means all the joint actions of the grand coalition that adopting $i$ as a member are ruled out. So, for an arbitrary $\text{cns} \eta$ we can always find an equivalent $\text{cns} \Gamma_\eta = (Ag, \theta_\eta)$ for the grand coalition, just let $\forall q \in Q$ : $\theta_\eta(q) = \eta(1, q) \times \times \eta(k, q)$. That is, the following result hold.

**Proposition 1.** Given a $\text{cgs}$ $S$. For every $\text{cns} \eta$, there exists a $\text{cns} \Gamma$ such that $S|\eta = S|\Gamma$.

But apparently there are some $\text{cns}$ without equivalent $\text{cns}$. This means $\text{cns}$ can be seen as a proper subset of $\text{cgs}$. Notice that although we can modify the original $\text{cgs}$ in more ways by using $\text{cns}$, the resulting structure remains a $\text{cgs}$ if and only if the $\text{cns}$ has an equivalent $\text{cns}$.

**Example 1.** Consider a $\text{cgs}$ $S$ depicted as Figure 1(a), that is, $S = (k, Q, \Pi, \pi, d, \delta)$ where $k = 2$; $Q = \{q_0, ..., q_4\}$; $\Pi = \{P_1, ..., P_4\}$; $\pi(q_i) = P_i$ for all $i \leq 4$; $d_1(q_0) = d_2(q_0) = 2$; $d_1(q_i) = d_2(q_i) = 1$ for all $i \leq 4$ and $\delta(q_0, 1, 1) = q_1$; $\delta(q_0, 1, 2) = q_2$; $\delta(q_0, 2, 1) = q_3$; $\delta(q_0, 2, 2) = q_4$; $\delta(q_i, 1, 1) = q_i$ for all $1 \leq i \leq 4$. The following statements hold:

1. An $\text{cns} \eta$ such that $\eta(1, q_0) = \{1\}$; $\eta(2, q_0) = \{2\}$; $\eta(i, q_i) = \emptyset$ for all $i \in \{1, 2\}$ and $j \in \{1, ..., 4\}$ has the same effect with the $\text{cns} \Gamma = (C, \theta)$ where $C = \{1, 2\}$ and $\theta(q_0) = \{(1, 1), (1, 2), (2, 1), (2, 2)\}$; $\theta(q_i) = \emptyset$ for all $i \in \{1, ..., 4\}$.

2. A $\text{cns} \eta'$ where $C' = \{1, 2\}$; $\theta'(q_0) = \{(1, 2)\}$; $\theta'(q_i) = \emptyset$ for all $i \in \{1, ..., 4\}$, can transform $S$ to the structure depicted as Figure 1(b), but there doesn’t exist any NS which can achieve this transformation.

3. The structure depicted as Figure 1(b) cannot be modeled by any $\text{cgs}$.
CO-ATL Semantics: We write $S, \Gamma, q \models \varphi$ to indicate that the formula $\varphi$ holds at state $q$ of a concurrent game structure $S$ under the CNS $\Gamma$. When $S$ and $\Gamma$ is clear from the context, we write $q \models \varphi$. The relation $\models$ is defined, for all states $q$ of $S$, inductively as follows:

- For all $p \in \Pi$, we have $q \models p$ iff $p \in \pi(q)$.

- $q \models \neg \varphi$ iff $q \not\models \varphi$.

- $q \models \varphi_1 \lor \varphi_2$ iff $q \models \varphi_1$ or $q \models \varphi_2$.

- $q \models \langle A \rangle \bigcirc \varphi$ iff there exists a $\Gamma$-conformant $A$-strategy, $F_A$, such that for all $\Gamma$-conformant computations $\lambda \in \text{out}_1(q, F_A)$ we have $\lambda[1] \models \varphi$.

- $q \models \langle A \rangle \bigtriangledown \varphi$ iff there exists a $\Gamma$-conformant $A$-strategy, $F_A$, such that for all $\Gamma$-conformant computations $\lambda \in \text{out}_1(q, F_A)$ and all positions $i \geq 0$, we have $\lambda[i] \models \varphi$.

- $q \models \langle A \rangle \bigtriangledown_1 \varphi_2$ iff there exists a $\Gamma$-conformant $A$-strategy, $F_A$, such that for all $\Gamma$-conformant computations $\lambda \in \text{out}_1(q, F_A)$ there exists a position $i \geq 0$ such that $\lambda[j] \models \varphi_2$ and for all positions $0 \leq j < i$ we have $\lambda[j] \models \varphi_1$.

Model Checking CO-ATL: Because of its significance both in theory and practice, model checking is an important computational tool for any modal or temporal logic. The model checking problem for CO-ATL is defined as follows.

CO-ATL Model Checking:
Given: CGS $S = (k, Q, \Pi, \pi, d, \delta)$, CNS $\Gamma = (C, \varnothing)$, state $q \in Q$, and CO-ATL formula $\varphi$.

Question: Is $S, \Gamma, q \models \varphi$?

The lower bound of CO-ATL model checking is trivial, for we can reduce the ATL model checking problem, which is PTIME-complete [5], to it in polynomial time.

To show the upper bound, we can find a polynomial time algorithm for this problem. The algorithm is obtained from the ATL model checking algorithm proposed in [5] by rewriting the $Pre$ function which gives a set $A \subseteq \Sigma$ of agents and a set $P \subseteq Q$ of states, returns the set of states $q$ such that for $q$ the agents in $A$ cooperate and enforce the next state to lie in $P$. Formally, for the algorithm in CO-ATL, $Pre(A, \rho)$ contains state $q \in Q$ if there exists a $\Gamma$-conformant $A$-strategy $m_A$ in $q$ such that for all $\Gamma$-conformant joint actions $m$ in $q$ satisfying $m[A] = m_A$, we have $\delta(q, m) \in \rho$. Finally, we can prove that this algorithm for CO-ATL is still a polynomial time algorithm.

Theorem 2. CO-ATL model checking is PTIME-complete, and can be solved in time $O(m \cdot l)$ for a CGS with $m$ transitions and a CO-ATL formula $\varphi$ of length $l$. The problem is PTIME-hard even for a fixed formula.

Proof. We follow the steps of the proof for the ATL model checking complexity given by Alur et al. [5]. We reduce games played on CGSs with the constraint of a CNS to games played on turn-based synchronous game structures.

The only difference is in building the corresponding 2-player turn-based synchronous game structure $S_A = (2, Q_A, \Pi_A, \pi_A, \sigma_A, R_A)$ with respect to a CGS $S$, an CNS $\Gamma$, and a set of agents (players) $A \subseteq \Sigma$. The components in $S_A$ are defined as usual, but we have to redefine some related basic concepts based on the semantics of CO-ATL: For a state $q \in Q$, an $A$-move $c$ at $q$ is a $\Gamma$-conformant $A$-action defined in this paper; An state $q' \in Q$ is a $c$-successor of $q$ if there is a $\Gamma$-conformant joint action $m$ such that (1) $m[A] = c$, and (2) $q' = \delta(q, m)$. It is easy to see that the aforementioned changes add no additional complexity to the structure of $S_A$, that is, if the original game structure $S$ has $m$ transitions, the turn-based synchronous structure $S_C$ has $\mathcal{O}(m)$ states and transitions. This means we can find an algorithm for CO-ATL model checking which requires time $O(m \cdot l)$.

So, with respect to the computational complexity of CO-ATL model checking we get the same result with that of ATL model checking.

CO-ATL vs. ATL: By adopting the empty CNS $\Gamma_C = (C, \varnothing)$ where $\varnothing(q) = \varnothing$ for all $q \in Q$, we can identify the following relation between CO-ATL and ATL.

Proposition 3. Given a CGS $S = (k, Q, \Pi, \pi, d, \delta)$, then for all $q \in Q$, $C \subseteq Ag$ and $\varphi \in \mathcal{L}$, we have

$$S, \Gamma_C, q \models \varphi \iff S, q \models_{\text{ATL}} \varphi.$$  

Remark that, compared with ATL, CO-ATL can represent and reason about $\alpha$-abilities in a wider range of structures, that is, the class of structures obtained from concurrent game structures by implementing CNSs. To differentiate between the two semantics, we use $\equiv_{\text{ATL}}$ to denote the satisfaction relation in ATL.

3.3 Objectives and Effectiveness

We define the concept of objective for expressing the aim of the designer in CNS synthesis. Formally, an atomic objective is a state-formula pair, e.g., $(q, \varphi)$, indicating that in state $q$ the CO-ATL formula $\varphi$ should be satisfied; Then objectives are generated by the following grammar $o$:

$$o ::= (q, \varphi) \mid o \o \circ \Vert o$$

where $q$ is a state and $\varphi$ is a CO-ATL formula. That is, an objective is a Boolean combination of atomic objectives which can express complex requirements about the system.

We adopt the expression "$\Gamma \models o$" to mean the CNS $\Gamma$ is effective for the objective $o$ (in the CGS $S$), where the relation $\models$ is inductively defined as follows:

- $S \models (q, \varphi)$ iff $S, \Gamma, q \models \varphi$;
- $S \models \neg o$ iff not $S \models o$;
- $S \models (o \o \circ \Vert o)$ iff $S \models (o \o \circ \Vert o)$ and $S \models (o \o \circ \Vert o)$;
- $S \models (o \o \circ \Vert o)$ iff $S \models (o \o \circ \Vert o)$ or $S \models (o \o \circ \Vert o)$.

Intuitively, an effective CNS is a CNS that can fulfill the aim of the CNS designer, which is expressed as an objective.

3.4 Concepts of Optimality

Usually, there might be more than one effective CNS for an objective. So it would be helpful if we can define some concepts of optimality for selecting among effective CNSs.

Minimality: The idea of minimality was firstly proposed in [6, 7], attempting to minimize the amount of constraints...

\footnote{All concurrent game structures are in this class, because an arbitrary concurrent game structure $S$ is also the structure obtained from $S$ by implementing an empty CNS.}
set on the agents and as such, capture the notion of maximal individual flexibility. We are going to transplant this idea to coalitional normative systems.

Given two CNSs $\Gamma_1 = \langle C, \vartheta_1 \rangle$ and $\Gamma_1 = \langle C, \vartheta_2 \rangle$. $\Gamma_1$ is said to be less restrictive than $\Gamma_2$, denoted as $\Gamma_1 \preceq \Gamma_2$, if and only if $\forall q \in Q \vartheta_1(q) \subseteq \vartheta_2(q)$. $\Gamma_1$ is said to be strictly less restrictive than $\Gamma_2$, denoted as $\Gamma_1 < \Gamma_2$, if and only if $\Gamma_1 \preceq \Gamma_2$ and $\exists q \in Q \vartheta_1(q) < \vartheta_2(q)$. And $\Delta$ is a minimal CNS if and only if $\exists \Gamma$ such that $\Gamma$ is effective and $\Gamma < \Delta$.

So a minimal CNS is one of the effective CNSs that put the least amount of constraints on the coalition.

**Compactness**: Notice that, in our framework the agents in the coalition have to negotiate with each other before selecting any joint actions. Basically, this process requires agents in the coalition sending messages to each other until an agreement on action selection has been reached. Obviously, more agents in the coalition means more complex the process is and more prone to cause error.

In this sense, with respect to an objective $o$ if both $\Gamma = \langle C, \vartheta \rangle$ and $\Gamma' = \langle C', \vartheta' \rangle$ are effective coalitional normative systems, $\Gamma$ is better than $\Gamma'$ if $C$ is a proper subset of $C'$ (that is $C \subset C'$) — we say $\Gamma$ is more compact than $\Gamma'$. A CNS $\Gamma = \langle C, \vartheta \rangle$ is a compact CNS if and only if it is an effective CNS and there doesn’t exist any effective CNS $\Gamma'$ which is more compact than $\Gamma$, and in this case, we say $C$ is a minimal controllable coalition.

In other words, the key idea of compactness is minimizing the amount of agents in the coalition in order to minimize the communication cost in the system.

### 4. Coalitional Normative Power and Its Limitation

Intuitively, the normative power of a coalition $C$ is manifested by its ability of changing properties in CNSs by implementing $C$-norms. But very naturally the class of $C$-norms is not omnipotent, for we can show that some properties are inevitably beyond the reach of all the $C$-norms. In other words, the normative power of a coalition has its limitations. It is interesting to show what exactly the limitation is.

**Power Limitation Characterization**:

For all formulas $\varphi \in L$, we say $\varphi$’s satisfaction cannot be established by (implementing) a $C$-norm if and only if for all CNS $S$, there doesn’t exist any $C$-norm $\Gamma$, such that there is a $q \in Q$ satisfying $S, \Gamma^C, q \models \varphi$ and $S, \Gamma, q \models \varphi$; we say $\varphi$’s satisfaction cannot be avoided by (implementing) a $C$-norm if and only if for all CNS $S$, there doesn’t exist any $C$-norm $\Gamma$, such that there is a $q \in Q$ satisfying $S, \Gamma^C, q \models \varphi$ and $S, \Gamma, q \models \varphi$.

Then the power limitation of the class of $C$-norms can be characterized by answering the following two questions:

1. which fragment of $L$ is the set of formulas whose satisfaction cannot be established by a $C$-norm?
2. which fragment of $L$ is the set of formulas whose satisfaction cannot be avoided by a $C$-norm?

We then define two fragments of the co-ATL language, $L^C_+$ and $L^C_-$, which are generated by the grammars $\varphi$ and $\psi$ below respectively.

$$\varphi ::= p_1 \land \varphi_2 | \varphi_1 \lor \varphi_2 | \langle C^+ \rangle \Box \varphi | \langle C^- \rangle \Box \varphi | \varphi_1 \mathcal{U} \varphi_2 | \neg \varphi$$

$$\psi ::= p_1 \land \psi_2 | \psi_1 \lor \psi_2 | \langle C^+ \rangle \Diamond \psi | \langle C^- \rangle \Diamond \psi | \psi_1 \mathcal{U} \psi_2 | \neg \psi$$

where $p \in P$, $C \subseteq C^+ \subseteq Ag$, $q \subseteq C^- \subseteq Ag \setminus C$.

In the following, we will show that $L^C_+$ and $L^C_-$ are exactly the answers to the above two questions respectively. That is, by $L^C_+$ and $L^C_-$ we can soundly and completely characterize the the limitation of the normative power of coalition $C$.

**Soundness and Completeness**: First of all, we prove the following two lemmas, which implies that a $C$-norm cannot add anything new to the strategic ability of a coalition that consists of a superset of $C$, and cannot avoid any strategic ability of a coalition that consists of a subset of $Ag \setminus C$.

**Lemma 4**: Given an arbitrary CNS $S$, a state $q_0$ in $S$ and an arbitrary $C$-norm $\Gamma$. If $C^+$ is a set of agents satisfying $C \subseteq C^+ \subseteq Ag$, $\psi /Rightarrow$ (by proposition 3 and the ATL semantics) there is a $C^-$-strategy $F^\psi_{C^-}$ such that $\forall q \in Q, F^\psi_{C^-} \models \psi /Rightarrow (by \text{ proposition 3 and the ATL semantics})$.

**Proof**: Always, we can define $F^\psi_{C^-} = F^\psi_{C^+}$. And in all states $q$, after the agents in $C^+$ selected a $C^+$-action, the available joint actions and available $C^-$-conformant joint actions for the agents in $Ag \setminus C^+$ are the same, that is, all the joint actions in $\Delta_{Ag \setminus C^+}(q)$, as $\Gamma$ put no constraints on the agents in $Ag \setminus C^+$.

**Lemma 5**: Given a CNS $S$, a state $q_0$ in $S$ and an arbitrary $C$-norm $\Gamma$. If $C^-$ is a set of agents satisfying $\varnothing \subseteq C^- \subseteq Ag \setminus C$ and $F^\psi_{C^-}$ is a $C^-$-strategy, then there is an $\Gamma$-conformant $C^-$-strategy $F^\psi_{C^+}$ such that $\forall q \in Q, F^\psi_{C^-} \subseteq \text{out}(q_0, F^\psi_{C^+})$.

**Proof**: As $\Gamma$ actually cannot put any constraints on the behavior of the agents in $C^-$, all the $C^-$-strategies are $C^-$-conformant joint strategies for $C^-$. So, we can define $F^\psi_{C^-} = F^\psi_{C^+}$. And in all states $q$, for the agents in $Ag \setminus C^-$, the set of $C^-$-conformant joint actions is a subset of the joint actions, because of the effect of $\Gamma$.

Then, soundness of our characterization can be established by the following theorem.

**Theorem 6**: Given an arbitrary CNS $S$, an arbitrary $C$-norm $\Gamma$ and an arbitrary state $q$ in $S$. Then

1. $\forall \varphi \in L^C_+$, We have $S, \Gamma, q \models \varphi \Rightarrow S, \Gamma^C, q \models \varphi$.
2. $\forall \psi \in L^C_-$, We have $S, \Gamma^C, q \models \psi \Rightarrow S, \Gamma, q \models \psi$.

**Proof**: By induction on the structure of $\varphi$ and $\psi$. For the case of propositions the conclusion trivially hold. For the other cases, suppose for all $\varphi \in L^C_+$ and $\psi \in L^C_-$ the conclusion holds. Then the satisfaction for the cases of $\varphi_1 \land \varphi_2$, $\psi_1 \land \psi_2$, $\varphi_1 \lor \varphi_2$, $\psi_1 \lor \psi_2$, $\neg \varphi$, and $\neg \psi$ are immediate.

Moreover, for all $C \subseteq C^+ \subseteq Ag$ and $\varnothing \subseteq C^- \subseteq Ag \setminus C$: $S, \Gamma, q \models \langle C^+ \rangle \Box \varphi \Rightarrow$ (by the co-ATL semantics) there is a $\Gamma$-conformant $C^+$-strategy $F^\psi_{C^+}$ such that for all $\Gamma$-conformant $\gamma$-computations $\lambda \in \text{out}_{\gamma}(q, F^\psi_{C^+})$, $S, \Gamma, \lambda[1] \models \varphi \Rightarrow$ (by the induction hypothesis) for all $\lambda \in \text{out}_{\gamma}(q, F^\psi_{C^+})$, $S, \Gamma^C, \lambda[1] \models \varphi \Rightarrow$ (by lemma 4 and proposition 3) there is a $F^\psi_{C^+}$ such that for all $\lambda \in \text{out}(q, F^\psi_{C^+})$ we have $S, \lambda[1] \models \text{ATL} \varphi$ (by the ATL semantics and proposition 3) $S, \Gamma^C, q \models \langle C^+ \rangle \Diamond \varphi$.

$S, \Gamma^C, q \models \langle C^- \rangle \Diamond \varphi \Rightarrow$ (by proposition 3 and the ATL semantics) there is a $C^-$-strategy $F^\psi_{C^-}$ such that for all $\lambda \in \text{out}(q_0, F^\psi_{C^-})$, $S, \lambda[1] \models \text{ATL} \varphi$.
out(q, Fc−). S, λ[1] |= ATL ψ ⇒ (by lemma 5) there is a Γ-
conformant C−-strategy F′
for all λ′ ∈ outF′(q, Fc−) we have
S, λ[1] |= ATL ψ ⇒ (by proposition 3 and the induction hypothesis)
for all λ′ ∈ outF′(q, Fc−) we have S, Γ, λ′[1] |= ψ ⇒
(by the co-ATL semantics) S, Γ, q |= ⟨C̃⟩ ○ ψ.

Analogously, we can prove that the conclusion hold for
⟨C̃⟩ □ ψ, ⟨C̃⟩ ϕUϕ2, ⟨C̃⟩ □ ψ, and ⟨C̃⟩ ϕUϕ2.

Finally, we can justify the completeness of our characterization
by the following theorem.

Theorem 7. (1) If ϕ ∈ Lc−, then the satisfaction of ϕ
can be established by a C-norm. (2) If ϕ ∈ Lc−, then the
satisfaction of ϕ can be avoided by a C-norm.

Proof. We are only going to prove the first part of this
theorem, as the proof for the second part is similar.

To show the satisfaction of all the formulas in L \ Lc−
can be established by implementing a C-norm. Our method
is mainly based on constructing the required concurrent game
structure for each such formula.

Let A ⊆ Ag and A ∩ C ≠ ∅ (i.e., A is not a C∗). For
all formulas of the form ⟨A⟩γ where γ is of the form ○ϕ,
ϕ ⊓ ϕ, or ϕ1Uϕ2, and ϕ, ϕ1, ϕ2 are arbitrary co-ATL
formulas, we can construct a concurrent game structure S
with a state q in its state space, satisfying S, q |= ATL ⟨A⟩ γ, but
S, q |= ATL ⟨A ∪ C⟩ γ. So, in such S, agents in the set A ∪ C
have a joint strategy FAgC such that all computations in
out(q, FAgC) satisfy ψ. According to [5, 11], FAgC can be a set
of “memory-free” strategies that map states to A ∪ C-
actions. We construct the C-norm Γ to restrict the joint
actions of the agents in set A ∩ C to only those are consistent
with FAgC. Then, by Γ, we have S, Γ, q |= ⟨A⟩ γ.

That is, the satisfaction of ⟨A⟩ γ can be established by
implementing a C-norm. Proving the result “if ϕ ∈ Lc− then
the satisfaction of ϕ can be established by implementing
C-norm” can be transformed to proving “if ϕ ∈ Lc− then
the satisfaction of ϕ can be avoided by implementing a C-norm”.

Moreover, it is straightforward to prove that if the satisfaction
of ϕ can be established by implementing a C-norm,
then the satisfaction of ϕ ⊓ ϕ′, ϕ ∨ ϕ′, ⟨A⟩ ○ ϕ, ⟨A⟩ □ ϕ,
⟨A⟩ ϕUϕ′, ⟨A⟩ ϕUϕ′, ¬⟨A⟩ ○ ϕ, ¬⟨A⟩ □ ϕ, ¬⟨A⟩ ϕUϕ′, and
¬⟨A⟩ ϕUϕ′, where A ⊆ Ag and ϕ′ is an arbitrary co-ATL
formula, can also be established by implementing a C-norm.

Interesting Corollaries: It is easy to show that all the
co-ATL formulas are beyond the normative power of an
empty coalition, and the power limitation characterization
for NS given by [14] is not complete.

Corollary 8. (1) The limitation of the normative power
of coalition ∅ can be characterized by Lc−∅ and Lc−∅, where both
Lc−∅ and Lc−∅ are the class of co-ATL formulas generated by
the following grammar ϕ (i.e., all the co-ATL formulas):

ϕ := p|ϕ1 ∧ ϕ2|ϕ1 ∨ ϕ2|⟨A⟩ ○ ϕ|⟨A⟩ □ ϕ|⟨A⟩ ϕUϕ2|¬ϕ

where p ∈ Π, and ∅ ⊆ A ⊆ Ag.

(2) The limitation of the normative power of coalition Ag
can be characterized by Lc−Ag and Lc−Ag, which are the classes
of co-ATL formulas generated by the following grammars ϕ
and ψ respectively:

ϕ := p|ϕ1 ∧ ϕ2|ϕ1 ∨ ϕ2|⟨Ag⟩ ○ ϕ|⟨Ag⟩ □ ϕ|⟨Ag⟩ ϕUϕ2|¬ϕ

ψ := p|ψ1 ∧ ψ2|ψ1 ∨ ψ2|⟨∅⟩ ○ ϕ|⟨∅⟩ □ ϕ|ψ|ψ1Uψ2|¬ϕ

where p ∈ Π.

As the set of NSs is a strict subset of the class of Ag-norms.
We can conclude that Lc−Ag and Lc−Ag soundly characterize
the limitation of the power of NSs. Although the completeness
result doesn’t hold for Lc−Ag and Lc−Ag, with respect to NSs,
we are sure that Lc−Ag and Lc−Ag is a more comprehensive char-
acterization for the power limitation of NSs compared to Lc−
and Lc− given by [14], because Lc− ⊆ Lc−Ag and Lc− ⊆ Lc−Ag.

Moreover, we can compare the normative power of differ-
ent coalitions. We say coalition C1 is more powerful than
collection C2 if and only if Lc−C1 ⊆ Lc−Ag and Lc−C2 ⊆ Lc−Ag.
Then immediately we can show that for two arbitrary coalitions
C1 and C2 if C1 ⊆ C2 then C2 is more powerful than C1.
Hence, with respect to normative power, ∅ is the weakest
collection and Ag is the strongest collection.

5. COMPLEXITY

5.1 Basic Computational Problems

The basic computational problems related to CNSs may in-
clude checking whether a CNS is effective, checking whether
there is an effective CNS, and finding an effective CNS. We
formalize them respectively as follows:

CNS EFFECTIVENESS:
Given: CGS S, CNS Γ and objective o.
Question: Is Γ effective for o?

CNS FEASIBILITY:
Given: CGS S, coalition C and objective o.
Question: Is there a C-norm which is effective for o?

CNS SYNTHESIS:
Given: CGS S, coalition C and objective o.
Output: A C-norm Γ that is effective for o.

Note that, similar problems have been proposed for NS in [14]. It has been established that the effectiveness problem
for NS is in PTIME and the feasibility problem for NS is NP-
complete. For CNS, we have the following results.

Theorem 9. CNS EFFECTIVENESS is PTIME-complete, and
can be solved in time O(m · l · 1) for a CNS with m transi-
tions, and an objective of length n, where the max length of
the co-ATL formulas in the objective is bounded by l.

Proof. To see whether an objective is effective we can
firstly determine the effectiveness of all the atomic objec-
tives which requires time O(m · l · n), then the remain work
equals verifying an assignment for a Boolean formula, which
requires time O(n). So the overall time complexity is O(m·l·n).
Thus this problem is in PTIME. With respect to the lower
bound, PTIME-hardness is trivial, for verifying S, Γ, q |= ϕ
can be directly reduced to verifying 5Γ □ ¬q (ϕ, ϕ).

While CNS EFFECTIVENESS is tractable, CNS FEASIBILITY
is possibly intractable according to the following theorem.

Note that, our result is based on the ATL assumption that
the agent number, i.e., k, is a constant. But the state number
|Q|, and the max available action number of every agent in
every state, i.e., d, are considered as variables.

Theorem 10. CNS FEASIBILITY is NP-complete, even for
concurrent game structures with only one agent.
Theorem 12. Minimal CNS checking is co-NP-complete.

Proof. We can show that the complement problem to minimal CNS checking is NP-complete. That is, given a CNS $S$, a CNS $\Gamma$, and an objective $o$, determining whether there is a CNS such that $\Gamma' \subseteq \Gamma$ and $\Gamma'$ is effective for $o$. Note that, an arbitrary CNS feasibility instance is an instance of this problem that taking $\Gamma$ to be all the transitions in the CNS. So this problem subsumes CNS feasibility and thus is NP-hard. And the membership in NP is trivial.

5.3 Complexity of Compactness Checking

With respect to compactness, there are two basic decision problems, that is, deciding whether a CNS is a compact CNS, and deciding whether a coalition is a minimal controllable coalition. We define them formally as follows:

**COMPACT CNS CHECKING:**

- **Given:** CNS $S$, CNS $\Gamma$ and objective $o$.
- **Question:** Is $\Gamma$ a compact CNS for $o$?

**MINIMAL CONTROLLABLE COALITION CHECKING (MCC):**

- **Given:** CNS $S$, coalition $C$ and objective $o$.
- **Question:** Is $C$ a minimal controllable coalition for $o$?

Theorem 13. Compact CNS checking is co-NP-complete.

Proof. The problem complement to compact CNS checking is as follows: given a CNS $S$, a CNS $\Gamma = (C, \vartheta)$ and an objective $o$, is it true that $\Gamma$ is not effective for $o$ or there is a $C'$ such that $C' \subset C$ and there is an effective $C'$-norm for $o$? We can show this problem is NP-complete: NP-hardness is immediately, for it subsumes CNS feasibility; and since the amount of agents is a constant, the amount of subsets of $C$ is bounded by a constant. So we can guess a CNS for every subset of $C$ respectively in nondeterministic polynomial-time, and then verify that every CNS is an effective CNS in polynomial-time. This establishes the NP upper bound.

The problem of deciding whether a coalition is a minimal controllable coalition seems a harder problem, we can show that it is a problem that complete for the class DP.

Theorem 14. Minimal controllable coalition checking is DP-complete.

Proof. Membership in DP can be seen from the following algorithm using an oracle for CNS feasibility:

- (1) query the oracle to see whether $C$ is effective for $o$;
- (2) query the oracle to see whether there is an agent $a \in C$ such that $C \setminus \{a\}$ is effective for $o$;
- (3) if step (1) returns "yes" and step (2) returns "no" then return "yes", otherwise return "no".

To prove DP-hardness we reduce SAT-UNSAT [9] to it. Given a SAT-UNSAT instance $(\phi(x_1, \ldots, x_m), \phi'(y_1, \ldots, y_n))$, we can create a CNS $S$ depicted as Figure 3.

Let $\Psi$ be the formula $\bigcirc(\bigcirc(P_X \land \phi') \lor (P_Y \land \phi''))$, where $\phi'$ is the result of systematically substituting for every Boolean variable $x_i$ in $\phi$ the co-ATL expression $\bigcirc \bigcirc X_i$, and $\phi''$ is the result of systematically substituting for every Boolean variable $y_i$ in $\phi'$ the co-ATL expression $\bigcirc \bigcirc Y_i$. Then we can prove that $(\phi, \phi')$ is a "yes" instance of SAT-UNSAT if $\phi'$ is a complexity class "between" NP and PSPACE, and consists of all languages that are intersections of a language in NP and a language in co-NP (see [9] for the details of DP).
Figure 3: The reduction from SAT-UNSAT to MCC

and only if \{1, 2\} is a minimal controllable coalition for the objective \(\{q_0, \Psi\}\).

For the \(\Rightarrow\) direction, we can define a \{1, 2\}-norm that delete all the transitions from \(q_0\) to \(q_2\), and delete some transitions started from \(q_1\) to make \(\Psi\) satisfied in state \(q_0\). But for any \{1\}-norm or \{2\}-norm the transitions from \(q_0\) to \(q_2\) cannot be completely deleted at the same time, and since \(\phi'\) is unsatisfiable, \(\Psi\) cannot be true in state \(q_0\).

For the \(\Leftarrow\) direction, the existence of effective \{1, 2\}-norms requires \(\phi\) or \(\phi'\) is satisfiable. And the fact of \(\Psi\) cannot be satisfied in state \(q_0\) by implementing any \{1\}-norm or \{2\}-norm means \(\phi'\) is unsatisfiable, otherwise we can delete the transition from state \(q_0\) to state \(q_1\) and delete some transitions started from state \(q_1\) by a \{2\}-norm to make \(\Psi\) satisfied in state \(q_0\). So, \(\phi\) is satisfiable and \(\phi'\) is unsatisfiable.

6. CONCLUSIONS AND FUTURE WORK

We have proposed the framework for coalitional normative systems in this paper. Three aspects of theoretical work have been done: firstly, we have extended the semantics of ATL and proposed Coordinated ATL (Co-ATL) to support the formalizing of CNS; secondly, we have proved that the limitation of the normative power of an arbitrary coalition \(C\) can be soundly and completely characterized by the Co-ATL fragments \(L^C_1\) and \(L^C_2\); and thirdly, we have established the computational complexity of some key problems related to coalitional normative systems.

One opportunity for further research is to more systematically investigate the related computational complexity. As our current results are built on the conventional assumption that the amount of agents \(k\) is a constant. So it may be interesting to study the complexity when \(k\) is considered as a variable (as in [8]). Another possible further research is modeling the problem of finding an optimal CNS as an optimization problem (as the work in [2]).
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ABSTRACT
An abstract argumentation framework and the semantics, often called Dungean semantics, give a general framework for nonmonotonic logics. In the last fifteen years, a great number of papers in computational argumentation adopt Dungean semantics as a fundamental principle for evaluating various kinds of defeasible consequences. Recently, many papers address problems not only with theoretical reasoning, i.e., reasoning about what to believe, but also practical reasoning, i.e., reasoning about what to do. This paper proposes a practical argumentation semantics specific to practical argumentation. This is motivated by our hypothesis that consequences of such argumentation should satisfy Pareto optimality because the consequences strongly depend on desires, aims, or values an individual agent or a group of agents has. We define a practical argumentation framework and two kinds of extensions, preferred and grounded extensions, with respect to each group of agents. We show that evaluating Pareto optimality can be translated to evaluating preferred extensions of a particular practical argumentation framework. Furthermore, we show that our semantics is a natural extension of Dungean semantics in terms of considering more than one defeat relation. We give a generality order of four practical argumentation frameworks specified by taking into account Dungean semantics and Pareto optimality. We show that a member of preferred extensions of the most specific one is not just Pareto optimal, but also it is theoretically justified.
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1. INTRODUCTION
An abstract argumentation framework and the semantics, often called Dungean semantics, give a general framework for nonmonotonic logics [6]. In the last fifteen years, a great number of papers in computational argumentation adopt Dungean semantics as a fundamental principle for evaluating states of arguments. Dungean semantics is defined on an abstract argumentation framework, denoted by \( AF \), consisting of a set of arguments and a defeat relation on the set of arguments. Its main feature is that nonmonotonic reasoning can be realized without any internal structures of arguments such as languages or inferences. Recently, many papers address problems not only with theoretical reasoning, i.e., reasoning about what to believe, but also practical reasoning, i.e., reasoning about what to do, and apply Dungean semantics to these problems described as instances of \( AF \) or their expansions.

This paper shows that there exists a different kind of semantics specific to practical argumentation. Practical argumentation is known as the form of argumentation which aims at answering the question: ‘What is to be done [11]?’ The declaration is motivated by our hypothesis that decisions by practical argumentation must satisfy Pareto optimality. Consequences of practical argumentation are decisions of a course of action that an agent or a group of agents takes, and the decisions strongly depend on desires, aims, or values that it has. In such argumentation, agents are certain to avoid Pareto improvable decisions because if it is not Pareto optimal, there exists another decision that makes some agents better off and no one worse off. From this standpoint, there is no basis for believing that Dungean semantics gives an adequate principle for evaluating practical argumentation because it does not explain a relationship to social efficiency. The same holds true for the modification of Dungean semantics defined on a value-based argumentation framework [3]. Furthermore, many argument-based approaches for practical reasoning do not provide a sufficient explanation for applying Dungean semantics. In our view, Dungean semantics is specialized in evaluating acceptance of propositions as true, but it is insufficient for evaluating acceptance of actions as desirable.

In this paper, we propose practical argumentation semantics specific to practical argumentation. Practical argumentation semantics is defined on a practical argumentation framework consisting of a set of arguments without any internal structures, a set of agents, and a function from the set of agents to the power set of a binary relation on the set of arguments. The function outputs a defeat relation
that an inputted agent has. On the framework, we define two kinds of extensions, preferred and grounded extensions, with respect to each group of agents. In order to show the correctness of our theory, we show that evaluating Pareto optimality can be translated to evaluating preferred extensions of a particular practical argumentation framework. Furthermore, we show that evaluating defeasible consequences with Dungean semantics can also be translated to evaluating extensions of a particular practical argumentation framework. We give a generality order of four practical argumentation frameworks specified by taking into account Dungean semantics and Pareto optimality. We show that a member of preferred extensions of the most specific one is not just Pareto optimal, but also it is theoretically justified.

This paper is organized as follows. Section 2 shows a motivational example for addressing practical argumentation semantics. Section 3 gives preliminaries. In Section 4, we propose practical argumentation semantics, and in section 5, we show properties of the semantics. Section 6 gives an order relation of practical argumentation frameworks and Section 7 shows illustrative examples. Section 8 shows related works and Section 9 describes conclusions and future works.

2. MOTIVATIONAL EXAMPLE

Let us consider simple deliberative argumentation by which agents $i$ and $j$ try to decide what to do about buying an apartment. Agent $i$ has concerns about safeness and quietness, and she prefers getting a safe neighborhood, avoiding an unsafe neighborhood, getting a quiet place, and avoiding a noisy place, in this order. In contrast, agent $j$ has concerns about access to transportation, sunlight and safeness, and he prefers getting good access to transportation, avoiding bad access to transportation, getting a place with sufficient sunlight, and getting a safe neighborhood, in this order. Consider the following arguments put forward by agents $i$ and $j$ at some point in argumentation.

- $A_i$: We ought to buy apartment ‘$a$’ because it is located in a safe area.
- $B_j$: We ought to buy apartment ‘$b$’ because it is quiet and it has sufficient sunlight.
- $C_j$: We ought not to buy ‘$a$’ because it has bad access to transportation.
- $D_i$: We ought not to buy ‘$b$’ because the public security is poor and the access to transportation is bad.

What is the consequence of the argumentation? In other words, what actions would be taken by rational agents? We think that rational agents are certain to decide to take socially efficient actions. Pareto optimality is a formal criterion for evaluating efficiency, and a solution is Pareto optimal if no agents can be made better off without making someone else worse off. Our idea here is that we evaluate efficiency of practical argumentation semantics, proposed in this paper, by checking whether the consequences defined by the semantics are Pareto optimal or not. However, it is difficult to evaluate the above argumentation in terms of Pareto optimality because it differs completely from the problem setting that Pareto optimality assumes. It assumes that each agent has his/her individual preferences on outcomes and implicitly assumes that any two distinct outcomes are incompatible. Our detailed idea is that we reduce the original argumentation to restricted ones that can be handled in a problem of Pareto optimality, and conclude that our semantics is efficient based on the fact that the consequences of the restricted argumentation are identical to Pareto optimal solutions. For example, consider the situation that they evaluate the arguments based on his/her own preference on the arguments. If we consider the restricted argumentation consisting of arguments $A$ and $B$, then both $A$ and $B$ are Pareto optimal because agent $i$ prefers $A$ to $B$ and agent $j$ prefers $B$ to $A$. If we consider the restricted argumentation consisting of arguments $B$ and $D$, then only $D$ is Pareto optimal because both agents prefer $D$ to $B$. Our practical argumentation semantics must define defeasible consequences that are consistent with the evaluation of Pareto optimality in each restricted argumentation.

We have to take into account arguments about not only what to do, but also, what to believe in practical argumentation. Consider the following arguments put forward by agent $j$ at the end of argumentation.

- $E_j$: ‘$a$’ is not located in a safe area because a murder occurred and the murderer is still at large.
- $F_j$: It takes five minutes from ‘$b$’ to the closest station and the station has two train lines. Further, there is a police office near the station. Therefore, the public security and the access to transportation are not bad.

In this situation, what is the consequence of the argumentation, or what actions would be taken by rational agents? $A$ and $D$ fail to justify their own actions because they cannot defeat the defeating arguments $E$ and $F$, respectively. Therefore, the effects of these arguments on the decision should be canceled. We benefit from Dungean semantics for evaluating this kind of arguments, and combine our practical argumentation semantics and Dungean semantics in order to handle not only practically efficient, but also theoretically justified arguments.

3. PRELIMINARIES

Let $G$ be a set and $R$ be a binary relation on $G$, i.e., $R \subseteq G \times G$. $R$ is called reflexive if $(x, x) \in R$, for all $x \in G$, transitive if whenever $(x, y), (y, z) \in R$ then $(x, z) \in R$, for all $x, y, z \in G$, and antisymmetric if whenever $(x, y), (y, x) \in R$ and $(y, x) \in R$ then $x = y$, for all $x, y \in G$. $R$ is called quasi-order if it is reflexive and transitive, and partial order if it is reflexive, transitive, and antisymmetric. The inverse relation of $R$, denoted by $R^{-1}$, and the complement relation of $R$, denoted by $\overline{R}$, are defined as $R^{-1} = \{(x, y) \mid (y, x) \in R\}$ and $\overline{R} = \{(x, y) \mid (x, y) \notin R\}$, respectively. The inverse complement relation of $R$ is the complement relation of the inverse relation of $R$, i.e., $\overline{R^{-1}}$.

Welfare economics is a branch of economics that is concerned with the evaluation of alternative economic situations (states, configurations) from the point of view of the society’s well being [10]. One of the prominent measures for evaluating society’s well being is Pareto optimality defined as follows.

**Definition 1.** An outcome $o_1 \in O$ is Pareto optimal (or Pareto efficient) if there is no other outcome $o_2 \neq o_1$ such that $\forall i \in I, o_2 \succeq_i o_1$ and $\exists j \in I, o_2 \succ_j o_1$. 
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In other words, a solution is Pareto optimal if no agents can be made better off without making someone else worse off.

The abstract argumentation framework [6] is one of the argument-based approaches for nonmonotonic reasoning. Its main feature is that nonmonotonicity arises from the interactions between conflicting arguments, not in the process of constructing arguments. The abstract argumentation framework is especially abstract because it takes no account of the internal structures of arguments and only takes account of the external structures between arguments, i.e., defeat relation. The framework allows us to define various semantical notions of argumentation extensions. These notions are intended to capture various types of nonmonotonic consequence. The basic formal notions, with some terminological changes, are as follows.

Definition 2. [6] The abstract argumentation framework is defined as a pair \( AF = < AR, \text{defeat} > \) where \( AR \) is a set of arguments, and defeat is a binary relation on \( AR \), i.e., \( \text{defeat} \subseteq AR \times AR \).

- A set \( S \) of arguments is said to be conflict-free if there are no arguments \( A, B \) in \( S \) such that \( A \) defeats \( B \).
- An argument \( A \in AR \) is acceptable with respect to a set \( S \) of arguments if for each argument \( B \in AR \): if \( B \) defeats \( A \) then \( B \) is defeated by an argument in \( S \).
- A conflict-free set of arguments \( S \) is admissible iff each argument in \( S \) is acceptable with respect to \( S \).
- A preferred extension of an argumentation framework \( AF \) is a maximal (with respect to set inclusion) admissible set of \( AF \).

For argumentation framework \( AF \), an argument is justified with respect to \( AF \) if it is in every preferred extension of \( AF \), and is defensible with respect to \( AF \) if it is in some but not all preferred extensions of \( AF \) [13].

4. PRACTICAL ARGUMENTATION SEMANTICS

Practical argumentation semantics is a general rule for defining notions of defeasible consequences of a practical argumentation. Practical argumentation is known as the form of argumentation which aims at answering the question: ‘What is to be done [11]?’ Practical argumentation as shown in Section 2 handles two different kinds of arguments. One is the argument concluding actions that a group of agents should do or should not do, and the other is the argument concluding truth of propositions. We call these two kinds of arguments practical and theoretical arguments, respectively. In this paper, we assume that a set \( Args \) of arguments is divided into a set \( Pargs \) of practical arguments and a set \( Targs \) of theoretical arguments where \( Args = Pargs \cup Targs \) and \( Pargs \cap Targs = \emptyset \) hold. The assumption is based on the observation that these two kinds of arguments should be formally distinguished not at the level of abstract arguments without any internal structures of arguments, but at the level of internal structures of arguments such as logical languages or inferences. We define a practical argumentation framework as follows.

Definition 3. A practical argumentation framework, denoted by \( PRAF \), is a pair \( PRAF = < Args, Agents, \text{defeat} > \).

\[ \text{Defeat} >, \text{where Args is a set of arguments, Agents is a set of agents, and Defeat is a function that maps Agents into } 2^{Args \times Args}. \]

\( PRAF \) characteristically has each agent’s defeat relation defined by \( \text{Defeat}(i) \). This reflects the fact that defeat relations between practical arguments are subjective because they strongly depend on preferences, desires, aims, values, morality, or ethics that an individual agent has. The individual agent’s defeat relation might be substantiated by subjective preferences, values, and/or ethics, objective logical contradiction, or any combination thereof. \( PRAF \) abstracts any such internal information about arguments, and it consists of a minimal number of elements that practical argumentation semantics can be defined. In what follows, we say that \( x \) defeats \( y \) under \( i \) if there exist \( i \in Agents \) and \( (x, y) \in \text{Defeat}(i) \).

Example 1. The following is the practical argumentation framework consisting of some arguments and defeat relations shown in Section 2.

\[ \begin{align*}
PRAF & = < \{A, B, C, D\}, \{i, j\}, \text{Defeat} > \\
\text{Defeat}(i) & = \{(A, B), (A, C), (D, B)\} \\
\text{Defeat}(j) & = \{(B, A), (C, A), (D, B)\}
\end{align*} \]

The arguments and the defeat relations can be shown in Figure 1. There exists an arrow from \( x \) to \( y \) with label \( i \) if \( x \) defeats \( y \) under \( i \).

In what follows, we assume an arbitrary but fixed practical argumentation framework. Consequences of practical argumentation are decisions of a course of action that an agent or a group of agents takes. Therefore, the consequences must be consistent. One of the properties that a set of arguments has is conflict-freeness.

Definition 4. A set \( S \subseteq Args \) of arguments is conflict-free to a set \( N \subseteq Agents \) of agents if for all arguments \( A, B \in S \), \( A \) does not defeat \( B \) under any agent \( i \in N \).

We define a notion of acceptability. The basic idea of acceptability is that a set \( N \) of rational agents would accept an argument \( A \) if each argument defeating \( A \) under some agent is defeated by some argument under an agent in \( N \).

Definition 5. An argument \( A \in Args \) is acceptable to a set \( N \subseteq Agents \) of agents with respect to a set \( S \subseteq Args \) of arguments if each argument defeating \( A \) under an agent \( i \in Agents \) is defeated by an argument \( B \in S \) under an agent \( j \in N \).
In contrast to acceptable arguments defined in Dungean semantics, our acceptable arguments differ from one set of agents to another. Note that acceptability does not require that each argument defeating \( A \) is defeated by an argument \( B \in S \) under all agents \( j \in N \). The notion of admissibility is defined on the basis of conflict-freeness and acceptability.

**Definition 6.** A set \( S \subseteq \text{Args} \) of arguments is admissible to a set \( N \subseteq \text{Agents} \) of agents if \( S \) is conflict-free to \( N \) and each argument \( A \in S \) is acceptable to \( N \) with respect to \( S \).

Self-admissibility is defined in this paper. Intuitively, every argument \( A \) in a self-admissible set can defeat every argument defeating \( A \) by \( A \) itself. In other words, \( A \) can defend itself without relying on any other arguments.

**Definition 7.** A set \( S \subseteq \text{Args} \) of arguments is self-admissible to a set \( N \subseteq \text{Agents} \) of agents if \( S \) is conflict-free to \( N \) and each argument \( A \in S \) is acceptable to \( N \) with respect to \( \{ A \} \).

We call an element of a self-admissible set a self-admissible argument. Note that it is not always true that a self-admissible set has only one element. The credulous or preferred semantics of a practical argumentation framework is defined by the notion of preferred extension.

**Definition 8.** A set \( S \subseteq \text{Args} \) of arguments is a preferred extension to a set \( N \subseteq \text{Agents} \) of agents if \( S \) is a maximal admissible set to \( N \).

The credulous semantics provides defeasible consequences of a practical argumentation framework. Another defeasible consequence of a practical argumentation framework is provided by a skeptical or grounded semantics. The semantics is defined by using the following operator.

**Definition 9.** Let \( S \subseteq \text{Args} \) and \( N \subseteq \text{Agents} \). Then the operator \( \mathcal{F}^N \) for \( N \) is defined as follows.

- \( \mathcal{F}^N(S) = \{ A \in \text{Args} \mid A \text{ is acceptable to } N \text{ with respect to } S \} \)

**Definition 10.** A set of \( S \subseteq \text{Args} \) of arguments is a grounded extension to a set \( N \subseteq \text{Agents} \) of agents if \( S \) is the least fixed point of \( \mathcal{F}^N \).

**Example 2.** Both \( \{ A, D \} \) and \( \{ C, D \} \) are preferred extensions to \( \{ i, j \} \), and \( \{ D \} \) is a grounded extension of \( \{ i, j \} \) in Example 1.

## 5. Properties of Practical Argumentation Semantics

In this section, we aim to show the relationships between our practical argumentation semantics and both Pareto optimality and Dungean semantics. For Pareto optimality, we show that evaluating Pareto optimal solutions can be translated to evaluating preferred extensions of a particular practical argumentation framework. The following lemma shows the relationship between preferred extensions and self-admissible arguments.

**Lemma 1.** Let \( \text{PRAF} \equiv< \text{Args}, \text{Agents}, \text{Defeat} > \) be a practical argumentation framework where the complement of \( \text{Defeat}(i) \) is transitive, for all \( i \in \text{Agents} \). An argument \( A \in \text{Args} \) is a member of some preferred extension to \( \text{Agents} \) iff \( A \) is self-admissible to \( \text{Agents} \).

**Proof.** \( \Leftarrow \) From Definition 8, a preferred extension is a conflict-free admissible set. Thus, if \( \{ A \} \) is admissible set to \( \text{Agents} \) then there exists a preferred extension \( S \) to \( \text{Agents} \) such that \( \{ A \} \subseteq S \). \( \Rightarrow \) We show that the contradiction is derived under the assumptions that \( A \) is a member of some preferred extension \( S \) to \( \text{Agents} \) and \( A \) is not self-admissible to \( \text{Agents} \). Under the assumptions, there exists an argument \( B \in \text{Args} \) defeating \( A \), under an agent \( i \in \text{Agents} \), that is not defeated by \( A \) under any agent \( j \in \text{Agents} \) and is defeated by a third argument \( C \in S \) under an agent \( k \in \text{Agents} \). Formally, the following formulas hold for \( S \).

\[
\exists B \in \text{Args}(\exists i \in \text{Agents}(B, A) \in \text{Defeat}(i))
\wedge \forall j \in \text{Agents}(C, B) \notin \text{Defeat}(j))
\wedge (C, B) \in \text{Defeat}(j)) \quad (1)
\Rightarrow \exists j \in \text{Agents}(C, A) \in \text{Defeat}(j))
\wedge j \in \text{Agents}(C, C) \notin \text{Defeat}(j)) \quad (2)
\]

(2) can be derived from (1) under the following assumption that the complement of \( \text{Defeat}(i) \) is transitive.

\[
\forall A, B, C \in \text{Args}(\exists i \in \text{Agents}(A, B) \notin \text{Defeat}(i))
\wedge (C, A) \notin \text{Defeat}(i) \iff (C, B) \notin \text{Defeat}(i))
\]

(3) can be transformed to the following formulas based on

In Lemma 1, \( \text{Defeat}(i) \) is assumed to be transitive. In Theorem 1, \( \text{Defeat}(i) \) is substituted by the inverse complement of \( i \)'s preference expressed as quasi-order. The transitivity in Lemma 1 is a minimal assumption that makes Lemma 1 hold. The following lemma shows the relationship between self-admissible arguments and Pareto optimal solutions.

**Lemma 2.** Let \( \mathcal{O} \) be a set of outcomes, \( \text{Agents} \) be a set of agents, and \( \succ_\mathcal{O} \) \( i \in \text{Agents} \) be a quasi-order on \( \mathcal{O} \). An outcome \( o \in \mathcal{O} \) is Pareto optimal with respect to each agent \( i \)'s preference \( \succ_\mathcal{O} \) iff \( o \) is self-admissible of \( \text{PRAF} =< \mathcal{O}, \text{Agents}, \text{Defeat} > \) to \( \text{Agents} \) where \( \text{Defeat}(i) = \succ_\mathcal{O} \), for all \( i \in \text{Agents} \).

**Proof.** \( o \in \mathcal{O} \) is self-admissible to \( \text{Agents} \) iff the following formula holds.

\[
\forall i \in \text{Agents}(o \not\succ_\mathcal{O} o) \wedge \forall o_i \in \mathcal{O}(\exists i \in \text{Agents}\left(o \succ_\mathcal{O} o_i \rightarrow \exists j \in \text{Agents}(o \not\succ_\mathcal{O} o_i)\right))
\]

(3) can be transformed to the following formulas based on
the assumption that $≿_i$ is a quasi-order.

$$∀o_1 ∈ O(∃i ∈ Agents(o_1 ≻ i o) → ∃j ∈ Agent$$
$$\rightarrow j ∈ Agents(o Z_j o_1))$$
$$⇔ ∀o_1 ∈ O(∃i ∈ Agents(o_1 ≻ i o) → ∃j ∈ Agents(o Z_j o_1))$$

From Lemma 1 and Lemma 2, we can reach the following theorem.

**Theorem 1.** Let $O$ be a set of outcomes, $Agents$ be a set of agents, and $≿_i$ (i ∈ Agents) be a quasi-order on $O$. An outcome $o$ ∈ $O$ is Pareto optimal with respect to each agent $i$’s preference $≿_i$ iff $o$ is a member of some preferred extension of $PRAF =< O, Agents, Defeat >$ to agents where $Defeat(i) = Z_i$, for all $i ∈ Agents$.

Theorem 1 shows that evaluating Pareto optimal solutions can be translated to evaluating preferred extensions of a particular practical argumentation framework. This fact provides a theoretical basis for concluding that the practical argumentation semantics credulously justifies Pareto optimal solutions. Note that due to the particularity of the practical argumentation framework, it is generally the case that evaluating preferred extensions cannot be translated to evaluating Pareto optimal solutions.

For Dungean semantics, a link exists between our practical argumentation semantics and Dungean semantics.

**Proposition 1.** Let $AF =< Args, Defeat >$ be an abstract argumentation framework. The preferred extensions and the grounded extension of $AF$ are equivalent to the preferred extensions and the grounded extension of $PRAF =< O, Agents, Defeat >$ to agents where $Agents = \{i\}$ and $Defeat(i) = Defeat$.

Proposition 1 shows that our practical argumentation semantics justifies defeasible consequences instead of Dungean semantics. Furthermore, it provides a theoretical basis for concluding that our practical argumentation semantics is a natural extension of Dungean semantics in terms of handling subjective defeat relations. Note that due to the particularity of the practical argumentation framework, it is generally the case that evaluating extensions of a practical argumentation framework cannot be translated to evaluating extensions of an abstract argumentation framework.

6. **GENERALITY ORDER FOR PRACTICAL ARGUMENTATION FRAMEWORKS**

This section gives a generality order of four practical argumentation frameworks specified by taking into account Dungean semantics and Pareto optimality. A practical argumentation framework and our practical argumentation semantics are insufficient to handle the practical argumentation shown in Section 2 because it takes no account of theoretical arguments that play a role of evaluating the truth of statements in practical arguments. Hence, we take into account theoretical arguments and the defeat relations that are unrelated to agents’ subjective preferences, desires, values, morality, and ethics. A possible way to handle theoretical evaluation in practical argumentation is to unify our practical argumentation semantics and Dungean semantics into one semantics. However, it does not always work well. We sometimes take an attitude that reasoning about beliefs should be skeptical while reasoning about action should be credulous [12]. A unified semantics cannot evaluate these two types of reasoning in different ways, i.e., by preferred or grounded semantics. We take a different approach that stratifies a practical argumentation framework by taking into account an abstract argumentation framework evaluated by Dungean semantics. In addition, we further stratify the framework by considering Pareto optimality.

**Definition 11.** Let $AF =< S, Agents, Defeat >$ be a practical argumentation framework where $Agents = Targs ∪ Pargs$ and $Defeat ⊆ Targs × Pargs$, and $PRAF =< S, Agents, Defeat >$ be a practical argumentation framework where $S ⊆ Agents$.

1. $PRAF$ is a justified practical argumentation framework with respect to $AF$, denoted by $JPRAF$, if all arguments in $S$ are members of the grounded extension of $AF$.

2. $PRAF$ is a practical argumentation framework for Pareto optimality, denoted by $PRAF_{PO}$, if the complement of $Defeat(i)$ is quasi-order, for all $i ∈ Agents$.

3. $PRAF$ is a justified practical argumentation framework for Pareto optimality, denoted by $JPRAF_{PO}$, if $PRAF$ is a justified practical argumentation framework with respect to $AF$ and $PRAF$ is a practical argumentation framework for Pareto optimality.

$AF$ does not allow practical arguments to defeat any arguments while it allows theoretical arguments to defeat theoretical and practical arguments. Figure 2 shows a generality order of practical argumentation frameworks in Definition 11. Top of the order is a general argumentation framework and bottom of the order is the most specialized practical argumentation framework, i.e., $JPRAF_{PO}$. Note that it is generally the case that the intersection of the grounded extension of $AF$ and the union of all preferred extensions of $PRAF$ to a set of agents is not equal to the union of all preferred extensions of $JPRAF$ to the set of agents. It means that we cannot obtain the same consequences with the preferred extensions of $JPRAF$ to a set of agents by parallel evaluation of the grounded extension of $AF$ and the preferred extensions of $PRAF$ to the set of agents. From Theorem 1, an argument $A ∈ Args$
is a member of some preferred extension of \( PRAF_{PO} \) iff \( Pargs, Agents, Defeat \rightarrow Agents \) is Pareto optimal with respect to each agent’s preference defined by the inverse complement of \( Defeat(i) \). \( JPRAF_{PO} \) is a practical argumentation framework. Therefore, it is noteworthy that a member of preferred extensions of \( JPRAF_{PO} \) is not just Pareto optimal but also it is theoretically justified with respect to \( AF \).

7. ILLUSTRATIVE EXAMPLES

This section shows illustrative examples of specialized practical argumentation frameworks and consequences of the frameworks. We make the specialized frameworks by restricting a general practical argumentation framework. Restriction is defined as follows.

**Definition 12.** Let \( PRAF =< Pargs, Agents, Defeat \rightarrow Agents \) be a practical argumentation framework. The restriction of \( PRAF \) to \( S \subseteq Pargs \) is the practical argumentation framework \( PRAF \downarrow S =< S, Agents, Defeat’ \rightarrow Agents \) where \( Defeat’(i) = Defeat(i) \cap (S \times S) \) for all \( i \in Agents \).

Consider the set \( Pargs = \{A, B, C, D, E, F\} \) of practical arguments and the set \( Targs = \{G, H\} \) of theoretical arguments. Each argument states that we ought to buy apartment ‘\( a \)’ because it is located in a safe area, denoted by an argument \( A \), we ought to buy apartment ‘\( b \)’ because it is quiet and it has good access to transportation, by \( B \), we ought to buy apartment ‘\( c \)’ because it has good access to transportation, by \( C \), we ought not to buy ‘\( a \)’ because it is beyond the budget, by \( D \), we ought not to buy ‘\( b \)’ because it is beyond the budget and located in a unsafe area, by \( E \), we ought not to buy ‘\( c \)’ because it does not have sufficient sunlight, by \( F \), ‘\( b \)’ is not located in a safe area because an airstrip is now under construction in that area, by \( G \), and we can buy ‘\( a \)’ within the budget because the real estate gives us discount, by \( H \). Furthermore, the objective defeat relation \( Defeat = \{(G, B), (H, D)\} \) and the following subjective defeat relations are given.

\[
\begin{align*}
Defeat(i) & = \{(A, B), (A, C), (A, D), (B, C), (E, B)\} \\
Defeat(j) & = \{(B, A), (C, A), (C, F), (D, A), (E, B), (F, C)\}
\end{align*}
\]

Figure 3 shows these arguments and the objective and subjective defeat relations where the filled arrows depict the objective defeat relations. Considering follow abstract argumentation framework \( AF \) and practical argumentation framework \( PRAF \).

![Figure 2: The generality order of practical argumentation frameworks](image2)

![Figure 3: The whole defeat relations between arguments](image3)

\[
AF = < Targs \cup Pargs, Defeat >
\]

\[
PRAF = < Pargs, Agents, Defeat >
\]

The preferred extension, and the grounded extension as well, of \( AF \) is \( \{A, C, E, F, G, H\} \). Moreover, the preferred extensions of \( PRAF \) to \( \{i, j\} \) are \( \{A, E, F\} \) and \( \{C, D, E\} \), and the grounded extension of \( PRAF \) to \( \{i, j\} \) is \( \{E\} \). The following is a justified practical argumentation framework with respect to \( AF \) obtained by restricting \( PRAF \) to \( \{A, C, E, F\} \).

\[
JPRAF =< \{A, C, E, F\}, \{i, j\}, Defeat_{JPRAF} >
\]

\[
Defeat_{JPRAF}(i) = \{(A, C)\}
\]

\[
Defeat_{JPRAF}(j) = \{(C, A), (C, F), (F, C)\}
\]

\( \{C\} \) is the grounded extension of \( JPRAF \) to \( \{i, j\} \) and both \( \{A, E, F\} \) and \( \{C, E\} \) are the preferred extensions of \( JPRAF \) to \( \{i, j\} \). Following \( JPRAF_{PO} \) is a practical argumentation framework for Pareto optimality obtained by restricting \( PRAF \) to \( \{A, B, C\} \).

\[
PRAF_{PO} =< \{A, B, C\}, \{i, j\}, Defeat_{PRAF_{PO}} >
\]

\[
Defeat_{PRAF_{PO}}(i) = \{(A, B), (A, C), (B, C)\}
\]

\[
Defeat_{PRAF_{PO}}(j) = \{(B, A), (C, A)\}
\]

The grounded extension of \( PRAF_{PO} \) to \( \{i, j\} \) is the empty set and the preferred extensions of \( PRAF_{PO} \) to \( \{i, j\} \) are \( \{A\} \) and \( \{B\} \). Therefore, both \( A \) and \( B \) are Pareto optimal arguments with respect to agents’ preferences defined by the inverse complements of \( Defeat_{PRAF_{PO}}(x) \), for \( x \in i, j \). Note that these inverse complements are quasi-order. Following \( JPRAF_{PO} \) is a justified practical argumentation framework with respect to \( AF \) for Pareto optimality obtained by restricting \( PRAF \) to \( \{A, C\} \).

\[
JPRAF_{PO} =< \{A, C\}, \{i, j\}, Defeat_{JPRAF_{PO}} >
\]

\[
Defeat_{JPRAF_{PO}}(i) = \{(A, C)\}
\]

\[
Defeat_{JPRAF_{PO}}(j) = \{(C, A)\}
\]

The grounded extension of \( JPRAF_{PO} \) to \( \{i, j\} \) is the empty set and the preferred extensions of \( JPRAF_{PO} \) to \( \{i, j\} \) are \( \{A\} \) and \( \{C\} \). Therefore, both \( A \) and \( C \) are not just Pareto optimal but also they are theoretically justified with respect to \( AF \).
8. RELATED WORK
Deliberation is a type of dialogue in which a group of agents or a single agent tries, through looking at a set of alternatives, to make a decision about which course of action among the possible alternatives to take [18]. Our practical argumentation semantics can be applied to the evaluation of argument-based deliberation. Many argument-based approaches for deliberation or practical reasoning, however, apply Dungean semantics as a fundamental principle for evaluating arguments. For instance, a decision of a single agent’s course of action, who has more than one desire, is formalized by instances of an abstract argumentation framework [18, 12]. In [18], the authors propose two kinds of practical reasoning, positive and negative practical syllogisms, denoted by $PPS$ and $NPS$. They are incorporated into arguments for drawing desirable and undesirable actions, respectively. Dungean semantics is used for evaluating arguments, and consequently decides what the best action is. In [12], the author gives a combined formalization for skeptical epistemic reasoning interleaved with credulous practical reasoning. He distinguishes practical arguments from theoretical arguments by informally dividing logical formulas into epistemic and practical ones. Epistemic and practical arguments are evaluated by skeptical semantics and credulous semantics defined by Dungean semantics, respectively. On the other hand, these approaches do not discuss the relationship to efficiency. We think that a decision of a course of action and the notion of efficiency are inseparable even when single agent’s argumentation.

In [16], the authors introduce seven dialectical inference rules on dialectical logic DL and weaker dialectical logic DM [15] in order to realize concession or compromise from inconsistent theory. They apply the inferences into argument-based negotiation for reaching agreement. Similarly, in [9], the authors propose compromise reasoning on an abstract lattice, and illustrate that compromise arguments incorporating the reasoning realize compromise-based justification. Furthermore, in [1], the authors propose an abstract framework for argument-based negotiation, and introduce the notion of concession as an essential element of negotiation. We think that concessions and compromises should be chosen from Pareto optimal solutions. However, none of them discuss the relationship between Pareto optimality with the notions of concession and compromise.

Recently, in [14], the authors analyze Dungean semantics by means of Pareto optimality. Pareto optimal solutions are defined based on each agent’s preferences on extensions of an abstract argumentation framework. However, it does not provide new argumentation semantics that is consistent with Pareto optimality. In [8], the authors introduce Pareto optimality into argument-based negotiation. The notion, however, is used in a process of negotiation, and it is not evaluated by argumentation semantics.

From the point of view of argumentation semantics, some authors introduce nonclassical semantics such as stage semantics [17], semi-stable semantics [4], ideal semantics [7], CF2 semantics [2], and prudent semantics [5] on Dung’s abstract argumentation framework. All of them intend to overcome or improve some limitations or drawbacks of Dungean semantics. On the other hand, our practical argumentation semantics is defined on the different framework, i.e., practical argumentation framework consisting of minimal number of elements that our semantics can be defined. Furthermore, it specializes in evaluating practical argumentation, and it does not address the improvement of Dungean semantics. In order to evaluate practical argumentation involving agents’ values, the author proposes value-based argumentation frameworks, denoted by $VAF$, and modifies Dungean semantics [3]. The modified semantics corresponds to applying Dungean semantics to each abstract argumentation framework constructed from an individual agent’s defeat relation. The paper, however, does not explain the relationship between the modified semantics with another theory. We think that it is essential for establishing the correctness of the modified semantics.

9. CONCLUSIONS AND FUTURE WORK
We proposed a practical argumentation semantics specific to practical argumentation. This attempt was motivated by our hypothesis that extensions of practical argumentation are certain to be efficient in terms of Pareto optimality. We showed that an outcome is Pareto optimal if the outcome is a member of some preferred extension of a particular practical argumentation framework. This fact established that our practical argumentation semantics is efficient in terms of Pareto optimality. We showed that our practical argumentation semantics is a natural extension of Dungean semantics in terms of handling more than one defeat relation. We defined four ordered practical argumentation frameworks and gave illustrative examples of these frameworks by restricting the most general one. We need to formalize dialectical proof theory for our semantics, i.e., procedures determining whether an argument is a member of some extension or not. In particular, we are interested in formalizing proof theory of $JPRAF$ that need to be calculated based on two semantics, Dungean semantics and our semantics.
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ABSTRACT
Reasoning about the mental states of agents is important in various settings, and has been recognized as vital for teamwork. But the complexity of some of the more well-known agent logics that facilitate reasoning about mental states prohibits the use of these logics in practice. An alternative is to investigate fragments of these logics that have a lower complexity but are still expressive enough for reasoning about the mental states of (other) agents. We explore this alternative and take as our starting point the linear time variant of BDI logic (\(\text{BDI}_{\text{LTL}}\)). We summarize some of the relevant known complexity results for e.g. \(\text{LTL}, \text{KD45}_n\), and \(\text{BDI}_{\text{LTL}}\) itself. We present a tableau-based method for establishing complexity bounds, and provide a map of the complexity of (various fragments of) \(\text{BDI}_{\text{LTL}}\). Finally, we identify a few fragments that may be usefully applied for reasoning about mental states.
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I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—Multiagent Systems; I.2.4 [Artificial Intelligence]: Knowledge Representation Formalisms and Methods—Modal logic

General Terms
Theory, Verification

Keywords
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1. INTRODUCTION
In a social context, and more specifically for teamwork, the ability of an agent to reason about other agents has been recognized as vital [7]. In particular, reasoning about ones own and the mental states of other agents is important to be successful in such contexts. Reasoning about the mental states of others is needed to establish joint commitments and joint intentions [17, 4], collaboration and cooperation [17], teamwork [4, 7, 20], and coordination more generally [8].


One application area is socio-cognitive robotics and human-robot teamwork [15], where modeling of social behavior is needed and it has been recognized that “consideration of the knowledge, abilities, goals, and even feelings of others” is required.

In practice, however, little use is made of logical approaches such as [4, 18, 9] that support reasoning about mental states due to the inherent complexity of the logics. For example, the satisfiability problem for agent dynamic logic, a logic closely related to the KARO framework, is in \(2\text{EXPTIME}\) [19] and for the TEAMLog framework including group attitudes as well as propositional dynamic logic it is \(\text{EXPTIME}\)-complete [9]. Practical approaches typically do not maintain many of the formal properties of mental attitudes, and, as noted in [11], “the need for high-level logic-based languages capturing the key components of the BDI model remains.” This problem has also motivated the work reported in [9]. More generally, the issue is related to “the gap between theory and practice” [21] since complexity bounds at least theoretically determine what can be done in principle to bridge this gap. In practice, agent platforms typically have been restricted to reason with the beliefs and goals of a single agent [2, 3] and do not allow reasoning about the beliefs and goals of other agents, e.g. having a belief about the goal of another agent. Identifying such extended fragments therefore is important as it may allow the use of logical fragments in practice for reasoning about other agents.

One approach to deal with this problem is to study and identify fragments of agent logics that have a lower complexity but still support reasoning about other agents’ mental states. There are general techniques for identifying such fragments and reducing the complexity. For example, it is known that restricting the number of propositional atoms used or the depth of modal nesting may reduce the complexity of a modal logic [12]. It is not cognitively plausible either that humans use unlimited depth of reasoning [7].

The problem we explore in this paper is the satisfiability problem of fragments of \(\text{BDI}_{\text{LTL}}\). We present a tableau-based proof method for a family of \(\text{BDI}_{\text{LTL}}\). The tableau-method can also be used to analyze the complexity of this family and we show \(\text{BDI}_{\text{LTL}}\) is in \(\text{PSPACE}\). We then explore which fragments have a significantly lower complexity than full linear time BDI logic. More specifically, the aim is to identify fragments for which the satisfiability problem is in \(\text{NP}\). Identifying such fragments is a first step towards establishing reasonable computational performance as typical problem instances may be easier to solve [13], and, as even satisfiability for propositional logic is an \(\text{NP}\)-complete prob-
lem we cannot do better without restricting this underlying logic. Our main motivation for doing so is that agents need a tool for reasoning about other agents' mental states in order to coordinate their actions and a logic-based approach seems most suitable. We also briefly informally consider the expressivity of these fragments.

The paper is organized as follows. Section 2 reviews relevant related work. Section 3 briefly introduces BDI\textsubscript{LTL} and discusses some fragments that are promising from a computational point of view. In Section 4 a tableau-based method for proving satisfiability is introduced. This method provides the basis for some of the complexity results for BDI\textsubscript{LTL}. Section 5 then presents the main complexity results for BDI\textsubscript{LTL} and for fragments of the logic. Section 6 informally discusses whether some minimal requirements are met for these fragments to be useful for reasoning about other agents. Finally, Section 7 concludes the paper.

2. RELATED WORK AND RESULTS

Although significant work has been done in isolating fragments of various modal logics including \textsc{LTL} [5], logics of knowledge and belief [13], and combinations thereof [6] for which the satisfiability problem is in \textsc{NP}, as far as we know, no existing work has identified fragments with similar complexity that allow the combination of informational and motivational attitude operators with time. However, if we want our agents to reason about both the informational as well as the motivational states of other agents we need exactly this combination. We believe that incorporating time is essential to be able to differentiate various types of goals such as achievement and maintenance goals (cf. also Section 6).

Here we build on the work of [18] which introduces (a family of) linear time BDI logic(s) \textsc{BDI}_{LTL}. \textsc{BDI}_{LTL} provides a logical framework that allows an agent to distinguish between different mental attitudes, i.e. beliefs versus desires/intentions, and between different types of desires/intentions by means of temporal operators. This sets our work apart from [9] where complexity issues of a multi-agent logic called TeamLog are investigated in a setting without time. Before we explore fragments of \textsc{BDI}_{LTL} itself, we first review relevant complexity results for linear temporal logic and logics of mental attitudes available in the literature. This will be useful for identifying fragments of \textsc{BDI}_{LTL} for which the satisfiability problem is in \textsc{NP}. In the remainder we assume that \( \Theta \) denotes a \textit{set of propositions}.

Normal modal logics. A starting point for our search for a computational logic for reasoning about the mental states of (other) agents is provided by the extensive work on logics of knowledge and belief reported [13]. [13] presents results that show that the complexity of the satisfiability problem for single agent logics of knowledge \textsc{S5} and belief \textsc{K45} are \textsc{NP}-complete, for multi-agent logics of knowledge \textsc{S5}_n and belief \textsc{K45}_n, are \textsc{PSPACE}-complete, and extensions with a common knowledge operator are \textsc{EXPTIME}-complete.

For conative logics that are used for modeling the motivational attitudes of agents typically the modal logic \textsc{KD} is used [21]. The logic \textsc{KD} is in between \textsc{K} and \textsc{S4}, i.e. \( \textsc{K} \subseteq \textsc{KD} \subseteq \textsc{S4} = \textsc{KT4} \). According to Ladner's Theorem [1] this means that the satisfiability problem for \textsc{KD} is \textsc{PSPACE}-complete.

In [9] it is shown that combining the multi-agent logic of belief and the multi-agent conative logic does not increase the complexity of the satisfiability problem which remains \textsc{PSPACE}-complete.

Restricted settings for the logics \textsc{K K45 KD45 S5 S4}, and their multi-agent versions are considered in [12] and [9]. The main results are that satisfiability checking can be done in linear-time for many standard multi-agent extensions of \textsc{K} by bounding the number of propositional atoms and the depth of modal operators. Here, we will just present the result for \textsc{KD45}, which are of interest for our purposes. It is shown that satisfiability checking can be done in \textit{linear time} if the number of propositions and nestings is fixed. The problem remains in this class for the single-agent setting \((n=1)\) even if nestings are not bounded. The problem gets harder if there is no restriction on the number of propositions and only a bound on the number of nestings. In this case satisfiability checking is \textsc{NP}-complete. [9] shows that by bounding the modal depth by a constant the satisfiability problem of combinations of multi-agent belief and multi-agent conative logic is also \textsc{NP}-complete. Only bounding the number of propositional atoms does not lower complexity. Bounding \textit{both} the number of propositional atoms \textit{and} the depth of modal operators reduces complexity to \textit{linear time}, however. This is true even when group attitudes such as common belief and collective intentions are added [9]. We use \textit{depth} \( i(\phi) \) to denote the modal depth of \( \phi \) (i.e. the number of nested modal operators); e.g. \( Kp \land Kq \land Kt \) as modal depth 2. (Cf. Section 3.2 for a formal definition.) In the following table we use \( md \leq c \) to denote the restriction to formulae \( \phi \) with \textit{depth} \( i(\phi) \leq c \). We use \( |\Theta| \) to denote the number of propositions. The first cell of a row is understood as a constraint, e.g. \( |\Theta| \leq c, md \leq c' \) characterises the case in which the number of propositions and the modal depth is bounded by some natural numbers \( c \) and \( c' \), respectively.

In the table below we summarize some complexity results of the satisfiability problem which are relevant for our study:

\[
\begin{array}{|c|c|c|}
\hline
\text{no constraints} & \text{\textsc{NP}-compl.} & \text{\textsc{PSPACE}-compl.} \\
|\Theta| \leq c & \text{linear time} & \text{linear time} \\
md \leq c & \text{\textsc{NP}-compl.} & \text{\textsc{NP}-compl.} \\
|\Theta| \leq c, md \leq c' & \text{linear time} & \text{linear time} \\
\hline
\end{array}
\]

\textbf{Temporal Logics.} It is well-known that the complexity of the satisfiability problem for \textsc{LTL} is \textsc{PSPACE}-complete and for \textsc{CTL} \textsc{EXPTIME}-complete. In [5] a large number of propositional fragments of \textsc{LTL} is considered and complexity results for both model checking and satisfiability are established. Restrictions on the temporal operators that may be used, the number of propositional atoms, and the temporal depth are considered. Satisfiability for a limited number of fragments turns out to be in the class \textsc{NP}. This is shown for the following fragments of \textsc{LTL}: (1) The “future-only” fragment; (2) The “next-time” fragment; and (3) the fragment of \textsc{LTL} that allows no nesting of temporal operators. Satisfiability for the fragment with a fixed number of propositional atoms and limited temporal depth (but no restrictions on the temporal operators) can be solved in deterministic logarithmic space \textsc{L}. The table below summarises the relevant results. \textsc{LTL}(\mathcal{U}) is used to denote the fragment with \( \mathcal{U} \) being the only temporal operator. Similarly to the modal depth, we define the \textit{temporal depth} \( \textit{depth} ^1(\phi) \), of \( \phi \). In this case the number of nested \textit{temporal} operators is considered. \( td \leq c \) is also defined and used analogously to \( md \).
Logics of Knowledge and Time. It is natural to combine linear time with combinations of other modal operators (for representing mental attitudes) but only work on combining belief/knowledge and time is known to us. In [14] results related to numerous logics of knowledge and time are considered. A result of this work is that agents that do not forget or do not learn greatly increasing the complexity of reasoning about knowledge and time. It is shown that combining the logic of knowledge and linear time results in a logic for which the satisfiability problem is PSPACE-complete and the satisfiability problem for the combination of knowledge and branching time is EXPTIME-complete.

3. LINEAR TIME BDI LOGIC

In the literature surveyed, the complexity of fragments that combine time, and multi-agent belief and motivational attitudes is not discussed. Of course, closely related work does exist, and some of the more important work has been discussed above. We take the work reported in [18] of our starting point, which introduces a linear time BDI logic and presents decision methods for satisfiability using a tableau-based approach. Below, we first define the language and its semantics and then continue to discuss potentially interesting fragments from a complexity point of view.

3.1 Language and Semantics

The logic $\text{BDILTL}$ introduced here is based more or less on [18]. We use the same language but extend it with multiple modal operators to be able to represent the mental attitudes of multiple agents. The semantics has also been set up slightly differently, and we use runs and time points as the basis for accessibility relations instead of worlds that are related through states in [18]; our setup is similar to that in [10].

The language of $\text{BDILTL}$ includes temporal operators, and multiple belief, desire, and intention operators, one for each agent out of a finite set of agents. The temporal operators are the usual linear time temporal operators for next time and the until operator.

**Definition 1 (The language of $\text{BDILTL}$).** Let $\Phi$ be a set of propositional atoms with typical element $p$ and $\text{At}$ be a finite set of agents with typical element $i$:

$$\varphi \in \mathcal{L} ::= p | \neg \varphi | \varphi \land \psi | \varphi \cup \psi | \Diamond_i \varphi | D_i \varphi | I_i \varphi$$

Models for the language $\mathcal{L}$ of $\text{BDILTL}$ consist of runs and of indexed relations on these runs used to define the semantics of mental attitudes of agents. Runs are derived from a given set of states and a transition relation on those states and are used to interpret temporal operators.

A run $r$ over a set of states $Q$ is an infinite sequence from $Q^\omega$. We use $r[i]$ to denote the $i$th state on run $r$, starting from $i = 0$. $r[i, \infty)$ is used to denote the sub-run of $r$ that starts at $i$. That is, $r[i, \infty) = r[i][r[i+1], \ldots]$. Given a set of states $Q$ and a transition relation $\rightarrow$, the set of all runs induced by $(Q, \rightarrow)$ is denoted by $\mathcal{R}(Q, \rightarrow)$; $\mathcal{R}(Q, \rightarrow)$ thus consists of all runs $r$ for which we have that: $\forall i \in \mathbb{N}: r[i] \rightarrow r[i+1]$. Finally, the set of time points $(r, m)$ given a set $\mathcal{R}$ of runs is defined by: $\text{Points}_r = \{(r, m) \mid r \in \mathcal{R}, m \in \mathbb{N}_0\}$.

**Definition 2 (Models for $\text{BDILTL}$).** A model for the language of $\text{BDILTL}$ is a tuple: $\mathcal{M} = (Q, \rightarrow, \mathcal{R}, (B_i)_{i \in \text{At}}, (D_i)_{i \in \text{At}}, (I_i)_{i \in \text{At}}, \pi)$ where

- $Q$ is a non-empty set of states,
- $\rightarrow \subseteq Q \times Q$ a serial (temporal) accessibility relation,
- $\mathcal{R} \subseteq \mathcal{R}(Q, \rightarrow)$ is a non-empty set of runs,
- $B_i \subseteq \text{Points}_Q \times \text{Points}_\mathcal{R}$ is a transitive, serial, and Euclidean belief accessibility relation,
- $D_i \subseteq \text{Points}_Q \times \text{Points}_\mathcal{R}$ is a desire accessibility relation,
- $I_i \subseteq \text{Points}_Q \times \text{Points}_\mathcal{R}$ is called an intention accessibility relation, and
- $\pi : Q \rightarrow \mathcal{P}(\Phi)$ a labelling or valuation function.

Models for $\text{BDILTL}$ include the usual restrictions on the type of accessibility relations in the definition of a model. We are also interested in some additional restrictions that may be imposed on models. For example, $B$ may also be reflexive, to obtain the usual semantics for knowledge, and we consider the additional constraint where $D$ is serial to exclude inconsistent desires. It is well-known that these constraints correspond with particular axiom schema labeled $K, T, D, 4, 5$. This gives rise to a family of BDI logics and we introduce some notation refer to different variants. We use $\text{BDILTL}$ to refer to $\text{BDILTL}^{K, T, D, 4, 5}$ and often write $\text{BDILTL}^{X,Y,Z}$ where we implicitly assume that $X, Y, Z \in L$.

It is usual to consider a range of additional constraints on models, which give, for example, rise to interaction axioms [9, 18]. For reasons of space, we consider only two of the more interesting interaction axioms. That is, we consider the constraint $D_i \subseteq B_i$ giving rise to the axiom $B_i \varphi \rightarrow D_i \varphi$ that is called realism and the constraint

$$\forall t \in \text{Points}_\mathcal{R} \exists t' \in \text{Points}_\mathcal{R} : D_it' \text{ and } tB_it'$$

giving rise to the axiom $D_it' \varphi \rightarrow \neg B_it \varphi$ that is called weak realism [18].

**Definition 3 (Semantics).**

Let $\mathcal{M}$ be a model with associated set $\text{Points}_\mathcal{R}$ and $(r, m) \in \text{Points}_{\mathcal{R}}$. Then the relation $\models$ is defined by:

$$\mathcal{M}, r, m \models \varphi \text{ iff } p \in \pi(r[m])$$

$$\mathcal{M}, r, m \models \neg \varphi \text{ iff } \mathcal{M}, r, m \not\models \varphi$$

$$\mathcal{M}, r, m \models \varphi \land \psi \text{ iff } \mathcal{M}, r, m \models \varphi \text{ and } \mathcal{M}, r, m \models \psi$$

$$\mathcal{M}, r, m \models \varphi \cup \psi \text{ iff } \mathcal{M}, r, m \models \varphi \text{ or } \mathcal{M}, r, m \models \psi$$

$$\mathcal{M}, r, m \models \varphi \cup \psi \text{ iff } \mathcal{M}, r, m, +1 \models \varphi$$

$$\mathcal{M}, r, m \models \varphi \land \psi \text{ iff } \mathcal{M}, r, k \models \psi \text{ and } \forall l \text{ with } m \leq l < k \text{ we have that } \mathcal{M}, r, l \models \varphi$$

$$\mathcal{M}, r, m \models B_i \varphi \text{ iff } \mathcal{M}, r', m' \models \varphi \text{ for all } (r', m') \text{ with } (r,m)B_i(r', m')$$

$$\mathcal{M}, r, m \models D_i \varphi \text{ iff } \mathcal{M}, r', m' \models \varphi \text{ for all } (r', m') \text{ with } (r,m)D_i(r', m')$$

$$\mathcal{M}, r, m \models I_i \varphi \text{ iff } \mathcal{M}, r', m' \models \varphi \text{ for all } (r', m') \text{ with } (r,m)I_i(r', m')$$

We say a formula $\varphi$ is satisfiable in $\mathcal{M}$ if there is a run $r \in \mathcal{R}$ and $m \in \mathbb{N}_0$ such that $\mathcal{M}, r, m \models \varphi$, and simply satisfiable if it is satisfiable in some model $\mathcal{M}$. $\varphi$ is said to be valid if $\mathcal{M}, r, m \models \varphi$ for all runs $r \in \mathcal{R}_M$ and $m \in \mathbb{N}_0$ in all models $\mathcal{M}$. We define the logic $\text{BDILTL}$ as the set of formulas that are valid on the class of $\text{BDILTL}$-models.
### 3.2 Fragments

We are interested in establishing lower complexity bounds for fragments of the logic $\text{BDI}_{\text{LTL}}$ that are still expressive enough to allow reasoning about mental states of other agents. We have reviewed relevant results in Section 2. Based on the summary overview provided there, there are just a few fragments of $\text{BDI}_{\text{LTL}}$ that may be in NP (or even have a lower complexity). A number of options to lower complexity are not that interesting since we want to be able to reason about the mental states of agents. Therefore, single agent fragments, or single proposition fragments are not interesting. Fragments that may be interesting clearly need to restrict the temporal depth (i.e. nesting of temporal operators), modal depth (i.e. depth of nesting of mental attitude operators), and may need to restrict the number of propositional atoms used.

By inspecting the tables for linear time logic and multi-agent knowledge/belief logics, to obtain fragments that possibly are in NP the following is clear:

- modal depth, i.e. nesting of $B$, $D$, and $I$ operators needs to be bounded, and
- no nesting of temporal operators is allowed at all if unbound number of propositional atoms are allowed, or temporal depth needs to be bounded.

This means that there are only two fragments of the language that we need to consider in the remainder when we are looking for fragments for which satisfiability is in NP: (1) the fragment with finitely many propositional atoms, limited temporal height, and bounded nesting of other modal operators representing mental attitudes, and (2) the fragment with no nesting of temporal operators and bounded nesting of other modal operators representing mental attitudes. Apart from the language, we also consider slight modifications of the semantics as discussed above as well as the interaction axioms below.

Formally, we use $\text{depth}^m(\varphi)$ to denote the modal depth of $\varphi$ with respect to modal operators $B_i$, $I_i$, and $D_i$. We define $\text{depth}^m(\rho) = 0$, $\text{depth}^m(\neg \varphi) = \text{depth}^m(\varphi)$, $\text{depth}^m(\bigodot \varphi) = \text{depth}^m(\bigvee \varphi)$, $\text{depth}^m(\bigodot \varphi) = \text{max}\{\text{depth}^m(\varphi), \text{depth}^m(\psi)\}$ for $\odot \in \{\land, \cup\}$, and $\text{depth}^m(\varphi) = \text{depth}^m(\varphi) + 1$. Similarly, we define the temporal depth $\text{depth}^t(\varphi)$ of $\varphi$. In this case the number of nested temporal operators are counted.

### 4. TABLEAU METHOD FOR BDI LOGIC

We will present a tableau-based method for the satisfiability problem of $\text{BDI}_{\text{LTL}}$. We also consider settings where mental attitudes interact such as the conditions of realism and weak realism introduced above. The method has been used by others as well and our approach builds upon the work of [23] which discusses the tableau method for temporal logic extended with either a belief or a knowledge operator. The extension we propose also uses ideas presented in [9, 13, 18]. Although a tableau algorithm for linear time and BDI-operators has been provided in [18] as well, the main concern of our paper, i.e. the complexity of $\text{BDI}_{\text{LTL}}$ and associated bounded fragments is not discussed in [18].

#### 4.1 Basic Definitions

We use $\text{sub}(\varphi)$ to denote the set of subformulas of $\varphi$. Formulas are classified as either $\alpha$- or $\beta$-formula (or none of these). Figure 1 shows which formulas are $\alpha$- and which formulas are $\beta$-formulas. We also refer to $\alpha^O$-formulas (see Figure 1) as $\alpha$-formulas; the reason for introducing this separate class of rules is that they are needed when the accessibility relation associated with $O_1$ is reflexive, a case that is treated differently from other properties. (Note, that some formulas match non of these cases, e.g. $\neg O_i \varphi$.) We note that for each $\alpha$-formula we have that $\alpha \iff \alpha_1 \land \alpha_2$ (resp. $\beta \iff O_1 \varphi$ and $O_2 \varphi$). A set $\Sigma$ of formulas is said to be $\alpha$-closed (resp. $\beta$, $\alpha^O$-closed), if for each $\alpha$-formula $\alpha$, formula (resp. $\alpha^O$-formula) we have $\{\alpha_1 \land \alpha_2 \subseteq \Sigma$ (resp. $\{\alpha_1 \land \alpha_2 \subseteq \Sigma \lor \alpha_2 \subseteq \Sigma \}$). A set $\Sigma$ of formulas is said to be fully expanded if for each $\varphi \in \Sigma$ and all subformulas $\psi \in \text{sub}(\varphi)$, $\psi \in \Sigma$ or $\neg \psi \in \Sigma$. A set of formulas is called blatantly inconsistent (b-inconsistent) for short if it contains $\bot$, $\neg \top$, or two complementary pairs of formulas $\varphi$ and $\neg \varphi$. If a set is not b-inconsistent it is b-consistent.

In the remainder of this paper, we use $O$ to refer to arbitrary BDI operators, i.e. $O \in \{B, D, I\}$, and $O$ to refer to the corresponding accessibility relation. We say that an operator $O$ is a $T$-operator if the associated accessibility relation $O$ is reflexive. Similarly, we say that $O$ is a $K$-operator if the relation is serial, etc. We also write $X \in \text{schema}(O)$ if $O$ is an $X$-operator, $X \in L$ and so on.

**Definition 4 (PC-tableau)**. We call a set $\Sigma$ of formulas a PC-tableau if $\Sigma$ is b-consistent, $\alpha$- and $\beta$-closed, and fully expanded. Moreover, we assume that it is $\alpha^O$-closed if $O$ is a $T$-operator.

A PC-tableau derived from $\Sigma'$ is a PC-tableau $\Sigma$ such that $\Sigma' \subseteq \Sigma$. The set of all PC-tableaux derived from $\Sigma'$ is denoted $\text{PC}(\Sigma')$. (Note that if $\Sigma'$ is b-inconsistent then $\text{PC}(\Sigma') = \emptyset$.)

As noted, the use of the rule $\alpha^O$ (see Figure 1) differs from others in that it is applied to all formulas $O \varphi$ iff $O$ is a $T$-operator; it is therefore easier to incorporate this rule into the definition of a PC-tableau. Note that for reflexive relations $O$ we actually have $\alpha^O \iff \alpha_1 \land \alpha_2$.

### 4.2 Tableau Construction

We now discuss the tableau-based method for showing satisfiability of the family of logics $\text{BDI}_{\text{LTL}}$. Each variant within this family of logics requires that some modifications are applied to the general and generic algorithm below. We begin with explaining the idea for the particular logic $\text{BDI}_{\text{LTL}}^{\text{K,D,KD}}$ and thereafter discuss the modifications that are needed for the other members of our family.

$\text{BDI}_{\text{LTL}}^{\text{K,D,KD}}$ pseudo-structure algorithm.

The tableau approach is based on the idea that tableaux can be used to construct models. Pseudo-structures have the important property that they can be extended to a model if
The algorithm specifies $S = (Q, \rightarrow, \{B_i\}_{i \in A_G}, \{D_i\}_{i \in A_S}, \{\bar{I}_i\}_{i \in A_T}, \bar{\pi})$ on input $\varphi_0$.

1. (Initialisation) For each $\Delta \in PC((\varphi_0))$ add a state $q$ with $\hat{\pi}(q) = \Delta$ to $\hat{Q}$.

2. Repeat until convergence:
   (a) (Modal transitions) For any $q \in \hat{Q}$, if $\nexists \psi \in \hat{\pi}(q)$ set
   
   $\exists q \in \hat{\pi}(q)$

   $\exists q \in \hat{\pi}(q)$

   $\exists q \in \hat{\pi}(q)$

   ($\psi$)

   If such a formula does not exist then define
   
   $\exists q \in \hat{\pi}(q)$

   $\exists q \in \hat{\pi}(q)$

   $\exists q \in \hat{\pi}(q)$

   such that $\hat{\pi}(q') = \Delta$ add the relation $q \rightarrow q'$. Otherwise,
   
   ($\psi$)

   create a node $q'$ with $\hat{\pi}(q') = \Delta$ and add relation $q \rightarrow q'$.

   (b) (Temporal transitions) For any $q \in \hat{Q}$, if $\nexists \psi \in \hat{\pi}(q)$ then for each $\Delta \in PC((\hat{\pi}(q)) \cap \hat{Q})$ if there is a state $q' \in \hat{Q}$ with $\hat{\pi}(q') = \Delta$ add the transition $q \rightarrow q'$ else add a new state $q'$ with $\hat{\pi}(q') = \Delta$ and add the transition $q \rightarrow q'$.

3. (Deletion) Delete a state $q \in \hat{Q}$ if one of the following conditions applies:
   (a) $\exists \psi \in \hat{\pi}(q)$ such that $\psi$ is $(S, q)$-temporally inconsistent.
   (b) $\exists \psi \in \hat{\pi}(q)$ such that $\psi = \nexists \chi \in \hat{\pi}(q)$.
   (c) $\exists \psi \in \hat{\pi}(q)$ such that $\psi = \nexists \chi \in \hat{\pi}(q)$.
   (d) $\exists \psi \in \hat{\pi}(q)$ such that $\psi = O \chi$ and there is no $q'$ with $q \rightarrow q'$.

   and only if the input formula is satisfiable. Accordingly, we present an algorithm that generates pseudo-structures.

**Definition 5.** A pseudo-structure is a tuple $S = (Q, \rightarrow, \{\bar{B}_i\}_{i \in A_G}, \{\bar{D}_i\}_{i \in A_S}, \{\bar{I}_i\}_{i \in A_T}, \bar{\pi})$ where $Q$ is a (possibly empty) set of states, and $\rightarrow$, $\bar{B}_i$, $\bar{D}_i$, and $\bar{I}_i$ are binary relations between states, and $\bar{\pi} : Q \rightarrow P(L)$ assigns sets of formulae to states.

The basic algorithm is called $BD_{\text{LTL}}^{I,Y,Z}$-pseudo-structure algorithm and is presented in Figure 2. If the algorithm returns a pseudo-structure and the input formula is satisfiable, a $BD_{\text{LTL}}^{I,Y,Z}$-model can be extracted from the structure that witnesses the truth of the formula. In Theorem 2 it is shown that the pseudo-structure contains a state $q$ whose label contains $\varphi$ if, and only if, the pseudo-structure can be extended to a $BD_{\text{LTL}}^{I,Y,Z}$-model satisfying $\varphi$.

The first step in the algorithm generates nodes each labeled with a PC-tableau derived from $\{\varphi\}$. Then, steps (2a) and (2b) are performed until none of these cases can be applied anymore. Step (2a) generates $\bar{O}$, transitions. Depending on the properties of $\bar{O}$, (referred to by procedure $\text{schema}(O)$) the procedure $\text{create_label}_X(\Sigma)$ is shown in Figure 3 creates the label of a (possibly new) node. Different logics require a different procedure. $\hat{\pi}(q) / O$ is defined as $\{\psi \mid \nexists \psi \in \hat{\pi}(q)\}$ and $\hat{\pi}(q) / O$, analogously.

Condition ($\star \star$) corresponds to the seriality condition of $\bar{O}$. In (2b) temporal successors are created. The idea is that if the current state contains a formula $\varphi$ there has to be a $\rightarrow$-related state satisfying $\varphi$. Finally, in step (3) the algorithm deletes states which are not consistent – one way or another. Of particular interest is step (3c) which removes nodes in which an eventuality formula cannot be satisfied anymore. This step involves the notion of temporally consistent formulas, which is defined next.

**Definition 6 (Temporally consistent).** Given a pseudo-structure $S$ and a state $q \in \hat{Q}$ a formula $\varphi$ is said to be $(S, q)$-temporally consistent iff $\varphi = \psi_1 \cup \psi_2$ then there is a state $q'$ reachable from $q$ via the transitive closure of $\rightarrow$ such that $\psi_2 \in \hat{\pi}(q')$. If $\varphi$ is not $(S, q)$-temporally consistent it is said to be $(S, q)$-temporally inconsistent.

In step (3d) states are deleted that are not consistent with the fact that an operator $O$ is a $KD$-operator, which requires a successor state in the corresponding models.

**Modifications: $BD_{\text{LTL}}^{I,Y,Z}$-pseudo-structure algorithms.**

Before we state our general result, we briefly consider what needs to be modified to cater for other logics than $BD_{\text{LTL}}^{I,Y,Z}$-pseudo-structure algorithm as follows. First, for operators and associated relations $\bar{O}$ that have other properties than seriality the labeling of nodes in ($\star$) needs to be modified. The required modifications are listed in Figure 3 for the different cases that we consider here.

Finally, for operators that are not $D$-operators, the cases that relate to the seriality of the accessibility relation in the algorithm need to be disregarded. This applies in particular to condition ($\star \star$) which should be ignored when dealing with such operators. Finally, also the deletion of states needs to be modified and only the cases 3(a)-3(c) should be executed while case 3(d) in Figure 2 needs to be ignored.

4.3 Soundness and Completeness

We now consider the soundness and completeness of the algorithm. The proofs of the results are fairly standard (cf. [23, 9, 13, 18]) and we focus on some of the basic ideas.

A pseudo-structure $S = (Q, \rightarrow, \{\bar{B}_i\}_{i \in A_G}, \{\bar{D}_i\}_{i \in A_S}, \{\bar{I}_i\}_{i \in A_T}, \bar{\pi})$ is said to be a $BD_{\text{LTL}}^{I,Y,Z}$-tableau for $\varphi$ if the following 8 conditions are satisfied: (1) There is a state $q \in \hat{Q}$ such that $\psi \in \hat{\pi}(q)$. (2) For each $q \in \hat{Q}, \hat{\pi}(q) \in PC(\hat{\pi}(q))$. (3) If $T$ is schema($O$) then if $O_1 \psi \in \hat{\pi}(q)$ then $\psi \in \hat{\pi}(q)$. (4) If $D \in$ schema($O$) then if $O_1 \psi \in \hat{\pi}(q)$ then there is a state $q'$ with $q \rightarrow q'$. (5) If $S$ is schema($O$) then if $O_1 \psi \in \hat{\pi}(q)$ then for all $q'$ with $q \rightarrow q'$, $O \psi \in \hat{\pi}(q')$. (6) If $S$ is schema($O$) then if $q \rightarrow q'$ and $q \rightarrow q''$ and $O \psi \in \hat{\pi}(q')$ then $O \psi \psi \in \hat{\pi}(q'')$. (7) If $O \psi \psi \in \hat{\pi}(q')$ then there is a $q' \in Q$ such that $q \rightarrow q'$. (8) If $O \psi \psi \in \hat{\pi}(q)$ then for all $q' \in Q$ with $q \rightarrow q'$ it holds that $\psi \in \hat{\pi}(q')$.

Conditions 3, 4, 5, and 6 correspond to reflexivity, seriality, transitivity, and Euclideanity, respectively. The following theorems are more or less standard.

**Theorem 1 (Tableau satisfiability).** A formula $\varphi$ is $BD_{\text{LTL}}^{I,Y,Z}$-satisfiable iff there is a $BD_{\text{LTL}}^{I,Y,Z}$-tableau for $\varphi$. 279
Proof sketch. ⇒: It is easily seen that one can define a tableau from a satisfying model. ⇐: The set of timelines \( R \) is obtained by unravelling the relation \( → \), enforcing the satisfaction of eventuality formulae (cf. [23] for details). The definition of the state-based \( \hat{O} \)-relations to point-based \( O \) accessibility relations is also done according to [23]: For example we set \((r, m)\hat{O}\langle r', m' \rangle \) if \( r(m)\hat{O}r'(m') \). Minor modification are necessary to ensure that \( O \) is a schema(\( O \))-operator (e.g. taking the reflexive transitive closure, etc.). □

Theorem 2 (Sound-, Completeness). The algorithm terminates on all inputs and \( \varphi \) is \( \text{BDI}^{XYZ} \)-satisfiable iff the \( \text{BDI}^{XYZ}_{\text{LTL}} \)-algorithm on input \( \varphi \) returns a \( \text{BDI}^{XYZ}_{\text{LTL}} \)-tableau for \( \varphi \) iff the structure returned by the algorithm contains a state \( q \) containing \( \varphi \).

Proof sketch. Termination of the algorithm is guaranteed as there are only finitely many different PC-tableaux and the algorithm does not create nodes twice. Soundness is proved following similar steps as in [23]: It is shown that if the algorithm returns a pseudo-structure for \( \varphi \) then it is actually a tableaux for \( \varphi \) (this is achieved by verifying the 8 conditions of a tableau). For the completeness one shows that if there is no state \( q \) in the returned structure, then \( \varphi \) is not satisfiable (cf.[23, Th.4]). The modal operators are treated independently. □

4.4 Interaction Axioms

Finally, we consider the interaction axioms. The realism axiom is given by \( B_i \varphi → D_i \varphi \). In order to extend our tableau method an additional alpha rule is introduced: \( \alpha = B_i \varphi \) and \( \alpha_1 = B_i \varphi \) and \( \alpha_2 = D_i \varphi \). The condition that we need to add to cover for this axiom is the requirement that a PC-tableau is also closed under this new rule (see Df. 4).

Similarly, for the weak realism axiom \( D_i \varphi → \neg B_i \neg \varphi \), a second new \( \alpha \)-rule is introduced: \( \alpha = D_i \varphi \) and \( \alpha_1 = D_i \varphi \) and \( \alpha_2 = \neg B_i \neg \varphi \), and the definition of a PC-tableau needs to be modified accordingly.

It is not difficult to see that the sound- and completeness results from Section 4.3 also hold with these extensions. The additional \( \alpha \)-rules for realism and weak realism give rise to the corresponding rules

9. If \( B_i \varphi \in \hat{\pi}(q) \) then \( D_i \varphi \in \hat{\pi}(q) \); and
10. if \( D_i \varphi \in \hat{\pi}(q) \) then \( \neg B_i \neg \varphi \in \hat{\pi}(q) \), respectively,

in the \( \text{BDI}^{XYZ}_{\text{LTL}} \)-tableau (see also [18, 23]). The corresponding model is constructed from such a tableaux in the same way as in the cases without interaction (cf. Theorem 1) and the completeness proof of Theorem 2 is done analogously (see e.g. [18, 9]).

5. COMPLEXITY OF SATISFIABILITY

In this section we consider the complexity of the \( \text{BDI}^{XYZ}_{\text{LTL}} \)-satisfiability problem. In [13] a tableau-based decision procedure has been used to prove \( \text{PSPACE} \) membership of the multi-agent logics \( K, T, S4, S5 \), and \( KD45 \). In [9] a \( \text{PSPACE} \) tableau algorithm for a \( BDI \) logic combining \( S4, K \), and \( KD \) operators has been presented and in [18, 23] tableau-based algorithms for linear-time and combinations of other modalities were given. However, the complexity of the latter algorithms has not been analyzed.

“Standard” \( \text{LTL} \)-tableau constructions have been shown implementable in \( \text{PSPACE} \) [22]. The algorithm presented here when executed with purely temporal formulae is essentially equivalent to that of [22]. The next result shows that the addition of another modal operators does not increase the complexity.

Theorem 3. The \( \text{BDI}^{XYZ}_{\text{LTL}} \)-satisfiability problem is \( \text{PSPACE} \)-complete for all \( X, Y, Z \in L \).

Proof sketch. The lower bound follows from \( \text{LTL} \)-satisfiability, cf. e.g. [5]. We sketch the upper bound. In the following we take \( d = \text{depth}^m(\varphi) \cdot \chi(1) \).

(I) Purely modal part (step 2(a) in our algorithm): In [13] it was shown that the length of sequences of subsequent states generated by the tableau algorithm is bounded by \( d \). (Note, that we abstracted from the calculation of PC-tableaux. The treatment is standard.) The “tree” consisting of all these polynomial length sequences is searched in a depth first search manner using only polynomial space. This procedure generalizes to multiple modal operators.

(II) Purely temporal part (step 2(b) in our algorithm): In [22] a \( \text{PSPACE} \)-tableau algorithm for \( \text{LTL} \) is presented. The main observation is that if an \( \text{LTL} \) formula is satisfiable then it is satisfiable on a path \( q_0q_1 \ldots q_m \) such that for some \( q_i, j \leq m \) with \( q_m \rightarrow q_i \) and \( m \leq 2^O(i) \). The following polynomial space algorithm implements this idea: Guess state \( q_i \) and guess valid subsequent successor states \( q \) (for at most \( 2^O(i) \) steps) until \( q = q_i \) for some state in which all eventualities are fulfilled (\( \varphi \) is satisfiable). In memory, only the counter, the current state and \( q_i \) are kept.

(III) We consider \( \text{BDI}_{\text{LTL}} \). As noted in [10] time and epistemic operators are independent from each other which allows for a combination of (I) and (II). From (I) we know that the number of consecutive epistemic steps is bounded by \( d \). Now, each time we are in step 2(a) we apply the depth first search strategy from (I) and each time we execute step 2(b) we try to build the infinite trace as in (II). The number of “temporal traces” is bounded by \( |\varphi| \cdot d \). Hence, one has to store at most \( |\varphi| \cdot d \) counters, current states, and the states guessed to indicate the entry point of a loop for the temporal part and \( |\varphi| \cdot d \) states constituting the current “epistemic path” which is kept in memory (possibly interrupted by a temporal path). (In addition to some other book keeping operations needed for the depth first search.) □

In a non-temporal setting, it was shown that adding various interaction axioms does not increase the complexity [9]. This is also the case in the temporal setting considered here. The result follows immediately since the interaction axioms do only require the application of some additional \( \alpha \)-rules as explained above.

Corollary 4. The \( \text{BDI}^{XYZ}_{\text{LTL}} \)-satisfiability problem assuming realism or weak realism is \( \text{PSPACE} \)-complete.

5.1 Boundd Temporal and Modal Depth

Here we consider fragments of \( \text{BDI}^{XYZ}_{\text{LTL}} \) with bounds on the temporal depth \( \text{depth}^i(\varphi) \) and modal depth \( \text{depth}^m(\varphi) \) of a formula \( \varphi \).

To be precise, we define the fragments of \( \text{BDI}^{XYZ}_{\text{LTL}} \) considered here using the notions of temporal and modal depth. We define \( L_{i,j} \) as the set of formulas \( \varphi \in L \) with \( \text{depth}^i(\varphi) \leq i \) and \( \text{depth}^m(\varphi) \leq j \).
The upper bound of the next result follows from Theorem 3 and the lower bound from [5] where the satisfiability problem for LTL with a temporal bound of \( \geq 2 \) is shown to be \text{PSPACE}-complete.

**Proposition 5** ([5]). Let \( i, j \in \mathbb{N} \) and \( i \geq 2 \). The \( \text{BDI}^{i,j} \)-satisfiability problem over the language \( L^{i,j} \) is \text{PSPACE}-complete. The same result holds over the class of models that satisfy (weak) realism.

The previous result is negative. However, the complexity improves if the temporal depth is at most 1.

**Theorem 6.** Let \( i \in \mathbb{N} \). The \( \text{BDI}^{i,j} \)-satisfiability problem over the language \( L^{i,j} \) is \text{NP}-complete. The same result holds over the class of models that satisfy (weak) realism.

**Proof Sketch.** In [5] it is shown that if an LTL formula with depth \( \ell(\varphi) \leq 1 \) is satisfiable then satisfiability can be witnessed by an initial polynomial length prefix of a path. This prefix can be non-deterministically guessed and verified in polynomial time. Moreover, as shown in [13, 9] the purely modal tableaux have \( |\varphi|^{O(1)} \) many nodes. Combining both results and inspecting the proof sketch of Theorem 3 shows that for the full logic the number of nodes in the tableau is also bounded by \( |\varphi|^{O(1)} \). (Here, it is important to note that there can be at most one alternation between epistemic and modal transitions along each path in the tableau.) Thus, we can guess a tableau of polynomial size and check whether it satisfies \( \varphi \).

Finally, we consider the case in which the temporal and modal depth are bounded and additionally only finitely many propositional symbols are available. We note that a finite set of propositions is often of less practical interest (e.g. settings requiring natural numbers usually require an unbounded number of propositional symbols). For the purely temporal fragment it has been proven that the problem can be checked in logarithmic deterministic space [5]. In [12], on the other hand, satisfiability of the purely modal fragment has been shown to be solvable in linear deterministic time. The proof of [5], however, can directly be used to show that \( \text{BDI}^{i,j} \)-satisfiability for formulae of \( L^{i,j} \), \( i, j \) fixed, can be checked in logarithmic deterministic space. The basic idea relies on the observation that there are only finitely many inequivalent formulae over \( L^{i,j} \). For each class of equivalent formulae we identify a “canonical formula”. Then, given a formula \( \varphi \) of which the satisfiability should be checked simple rewrite rules can be applied to determine the canonical representation \( \psi \) of \( \varphi \). If \( \psi \) does not correspond to the canonical representation of \( \bot \) it is satisfiable.

**Theorem 7.** Let \( i, j \in \mathbb{N} \). The \( \text{BDI}^{i,j} \)-satisfiability problem over \( L^{i,j} \) over a finite set of propositional atoms can be solved in deterministic logarithmic space. This is also true for the class of models that satisfy (weak) realism.

6. **REASONING ABOUT MENTAL STATES**

We have studied various fragments of the linear time BDI logic \( \text{BDI}_{\text{LTL}} \) and obtained results on the complexity of the corresponding satisfiability problems. Our motivation for examining these fragments has been that agents need to be able to reason about other agents’ mental states and logic seems one of the most suitable tools to do so. However, an agent also needs to be able to do so within reasonable amounts of space and time. We have shown that fragments exist of which the complexity can be reduced to \text{NP}. As argued above, as a first step towards a logic that can actually be used, these results are promising. Here we briefly consider informally whether these fragments are also satisfactory for the main task we had in mind, i.e. for the representation and reasoning with mental states of other agents.

In order to evaluate this, we briefly introduce and discuss some minimal criteria. In order to support reasoning about other agents’ mental states, we argue that the minimal requirement a logic needs is that the logic (i) is able to discriminate between informational attitudes such as beliefs and knowledge and motivational attitudes such as desires, goals, and intentions; (ii) facilitates reasoning about a finite number of nestings of mental attitudes; (iii) facilitates reasoning about any finite number of agents; and (iv) is able to discriminate between types of motivational states, and, ideally, would support reasoning about the class of deadline goals which subsumes achievement and maintenance goals.

Criterion (i) has motivated us to study fragments of \( \text{BDI}_{\text{LTL}} \). This is one of the more well-known types of agent logics and clearly distinguishes between informational and motivational states as parts of an agent’s state.

Criterion (ii) is in part motivated by results from cognitive science which inform us that a limited depth of mental operators seems sufficient for reasoning about mental states as humans are not able to nest such operators to a depth of more than \( 3 \) [7]. On the other hand, in the context of agent communication and reasoning about speech acts, one finds that one quickly needs at least three levels of nesting (see e.g. the example of a decision rule to inform another agent below). Given these basic results about depth of nesting of mental attitude operators, it seems reasonable to bound the depth of such operators. The \( \text{BDI}_{\text{LTL}} \) fragments that we showed to be in \text{NP} clearly support such limited nesting.

Criterion (iii) is an obvious criterion given that we are motivated by logics that allow agents to reason about other agents’ mental state. This motivated us to introduce the multi-agent variant of BDI logic. From a semantic and a complexity perspective this requirement poses no problems.

Criterion (iv) most clearly distinguishes our work from that of others, in particular [9], which studies a multi-agent logic called TeamLog that does not incorporate time. Being able to support some form of reasoning about time, however, greatly increases the expressivity and in particular allows to distinguish between various kinds of goals. For example, using a single \( U \) operator we are already able to represent deadline goals. Moreover, it is clear that achievement goals can be represented by \( \Diamond \varphi \) and maintenance goals by \( \Box \varphi \). The fragments we showed to be in \text{NP} support making these distinctions. However, only the fragment with finitely many atoms supports nesting of temporal operators (Th. 7). The fragment that allows for infinitely many atoms (Th. 6) thus does not allow reasoning about e.g. persistence goals \( \Diamond \varphi \). It would be interesting to investigate if that fragment could be extended with such specific combinations (while not allowing nesting of arbitrary temporal operators).

Clearly, group attitudes such as common knowledge and common or joint intentions cannot be defined using the bounded fragments we discussed. Introducing these concepts immediately blows up complexity (e.g. [9, 13]). Of course, we can define more basic notions such as “everybody in a group
believes ϕ”, i.e. $E\text{BD}(\phi) \iff \bigwedge_{i \in G} B_i \phi$. Even without such stronger notions, however, agents can coordinate their behavior. The idea would be that agents can incorporate reasoning based on a $\text{BDI}_{\text{TL}}$ fragment into their decision making algorithms. This would already allow for action choices based on decision rules of the form: (i) if $B_i L_j \phi$ then do(a), (ii) if $B_i B_j \phi$ then do(a), and (iii) if $B_i D_j (K_j \phi \lor K_j \neg \phi) \land B_i \phi$ then inform(ϕ).

7. CONCLUSION AND FUTURE WORK

We have discussed the issue of reasoning about mental states of other agents and argued that the BDI logic $\text{BDI}_{\text{TL}}$ offers a suitable tool to do so. We have studied several fragments of $\text{BDI}_{\text{TL}}$ and showed complexity of the satisfiability problem for these fragments to be in $\text{NP}$. We also introduced a very generic tableau method to do so.

From a complexity point of view there are many ways to continue the search for practical and useful fragments of $\text{BDI}_{\text{TL}}$. For example, in [6] it is shown that the satisfiability problem for a special semantics for temporal logic with knowledge called $\text{XL5}$ is $\text{NP}$-hard and it is interesting to study whether similar techniques can be applied to $\text{BDI}_{\text{TL}}$.
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ABSTRACT

Scenarios in current design methodologies, provide a natural way for the users to identify the inputs and outputs of the system revolving around a particular interaction process. A scenario typically consists of a sequence of steps which captures a particular run of the system and satisfies some aspect of the requirements. In this work we add additional structure to the scenarios used in the Prometheus agent development methodology. This additional structure then facilitates both traceability and automated testing. We describe our process for mapping the scenarios and their steps to the initial detailed design, where we then maintain the traceability as the design develops. The structured action lists that we define for both scenarios and their variations provides the basis for facilitating automated testing of system behavior. We describe how we use the newly defined structure within the scenarios to facilitate testing, describing how we automate test case generation, execution and analysis.

Categories and Subject Descriptors
D.2.5 [Software]: Software Engineering

General Terms
Design, Reliability, Verification

Keywords
Agent Oriented Software Engineering, Requirements Testing

1. INTRODUCTION

Agent Oriented Software Engineering (and the related agent development platforms or languages) is an approach to building complex systems which has been shown to be very efficient (on average 350% faster development time) compared to standard Java development [1]. Many of the agent system development methodologies (e.g. Tropos [4], Prometheus [8], Roadmap [9]) use some kind of scenario or use case development in the initial stages of agent system specification and design as a way of exploring and developing the specification of a software system.
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In this work we extend the scenarios used in the Prometheus methodology to provide a more precise and better structured scenario specification, which can then be used for the important aspects of traceability and requirements testing.

Scenarios provide a natural way for end users or clients to understand the system that is being specified/designed. As such they are a very useful tool for fleshing out what is expected of a system. By making them more precise and structured they can also play an important role in understanding the implementation, and ensuring that things specified in scenarios are in fact implemented. They are then also a natural candidate for a model based approach to requirements testing.

The scenarios used within Prometheus are already more structured than standard object-oriented use cases, in that the steps of a scenario are specified objects within the design: percepts, actions, goals and sub-scenarios. This allows reasoning about the relationship of scenarios to other design entities - for example it is possible to ensure that the set of scenarios “covers” the system goals. In this work we show how the goals within scenarios (and their sub-scenarios) can be mapped down to structures of events and plans that are then mapped to code. This provides traceability from specification, through code, to design.

The Prometheus scenarios allow for specification of alternatives to the sequence described. However, the alternatives are described only in natural language. It would of course be possible to develop alternatives as fully specified scenarios. However there is a balance between specifying sufficient for a good understanding of the system, versus burying the reader in unnecessary detail which can make it harder to understand the system essentials. In this work we slightly extend the notion of scenario alternatives, to require the specification of actions that would be generated from each alternative. This then provides us with a model which we can use as a basis for requirements testing. Essentially we can test the system by providing the trigger for each scenario (in various situations), and then ensuring that the actions generated are consistent with either the main scenario, or one of the alternatives specified.

In the following sections we first describe the existing representation of scenarios in Prometheus, and then describe our extensions, including the consistency checking that these allow us to accomplish. Secondly we show how we use sce-

1Coverage of the system goals by a scenario involves a cut through the goal hierarchy so that each goal is “covered” either by having an ancestor that is in the cut, or by having all of its children in the cut.
narios (in particular the goals within scenario steps) to generate skeleton designs which we then annotate in order to maintain traceability back to the scenario descriptors. Finally we describe how these scenario specifications are used to provide the oracle for testing when scenario triggers are inserted into the system that has been initialized to different configurations. We then conclude with a summary of what has been accomplished, and a brief discussion of the future directions for this work.

2. SCENARIO SPECIFICATION

In this section we provide a specification for scenarios, by extending the current representation in the Prometheus methodology.

The Prometheus methodology supports the complete development of agent systems from specification, design, implementation and testing/debugging [8]. It consists of three key phases that guide the developer with a well defined set of artifacts and process: System specification is where the system interface is specified in terms of inputs (percepts), outputs (actions), the actors, scenarios (akin to use cases in traditional Object-Oriented design) and the functionality is identified via goals and roles of the system; Architectural design where the internals of the system are specified in terms of agents and communication protocols between them; and detailed design where each agents internals are detailed to a level that can be readily implemented in a BDI based agent platforms such as JACK².³. The methodology is supported by the Prometheus Design Tool (PDT) [7].

A scenario captures a particular run of the system that typically covers a subset of the requirements. In other words, scenarios are a way of describing and extending the understanding of the requirements at the specification phase. In Prometheus a scenario is defined as a sequence of steps that is initiated by a trigger such as a percept, an internal event of the agent or time. Possible steps in a scenario are achieving a goal, performing an action³, receiving a percept, performing another (sub) scenario or other step types not covered by the above (for example, awaiting a response). For example, in building an on-line bookstore application, two possible scenarios that need to be covered are, a user placing a new order and querying about a delay in the delivery of an order. Prometheus also allows for a textual description of scenario variations. For example in the book ordering scenario shown in figure 1 there may be a scenario variation described, stating that if there is insufficient stock, then the user is notified that the book is out of stock and the system will engage in a process to order more stock.

2.1 Extended Scenario Specification

At present these scenarios are used only for requirements elicitation and not as a basis for generating system tests. We extend the current definition of scenarios with a structure and detail that allows us to propagate the scenario information to the implementation constructs through the detailed design process of Prometheus and use them in generating scenario based system test cases. Using the new structure of the scenario, we are also able to assist the developer in checking the consistency of scenarios when sub-scenarios are used.

All the percepts consumed and actions produced by an agent system need to be attached to one or more scenarios. We also require that a scenario lists all the actions that are generated by the system as part of the execution that is covered by the scenario. Figure 1 is an example of a possible sequence of steps for the book order scenario for an on-line book store, and the steps of its sub-scenario step is shown in Figure 2.

We make three different extensions to the scenario definition in Prometheus. Firstly we define a scenario IO-sequence list to capture allowable sequences of percepts and actions for a scenario and its variations. Secondly, we add a parameter based test descriptor that identifies relevant variables for the scenario; and thirdly we add traceability links that propagate scenario information into the detailed design. Each of these extensions are explained below.

Scenario IO-sequence list

We wish to be able to use the scenarios as a basis for an initial form of system testing, that focuses on the percepts coming into the system, and the actions coming out. To assist with this we add an additional structured field to a scenario, which we call the scenario IO-sequence list. This list captures all valid sequences of percepts and actions for the particular scenario. We note that each default version of the scenario, as well as each variation, may have multiple allowable IO-sequences as there may be parallelism or non-determinism allowed in some of the orderings. Each valid ordering is specified as a separate IO-sequence in the list. Percepts and actions arising from sub-scenarios must also be represented in each IO-sequence. Figure 3 illustrates the IO-sequence list for the BookOrder scenario.

An initial IO-sequence list, with a single sequence, can be generated by extracting out the percepts and actions as iden-
Figure 3: Book Order Scenario default IO-Sequence

tified in the scenario and its specified sub-scenarios such as in Figure 3. However the designer must add to this list with alternative valid sequences. In addition the IO-sequence list must be specified for scenario variations as we now describe.

The original version of Prometheus scenario descriptors has only one Variation field as it is a free text field that can explain multiple variations. In our extension we allow multiple Variation fields, in order to capture separately each logical variation, along with its structured IO-sequence list. Figure 4 shows possible variations for the BookOrder scenario. Variation 1 is for when a book is out of stock. It produces two actions, a notification to the user that the book is out of stock and an order for more stock to the supplier. The two actions may be produced in any order hence there are two possible IO-sequences as shown in the figure.

Figure 4: Example Scenario Variations

When reusing a scenario as a sub-scenario, the developer must consider the alternate scenarios of the sub-scenario in defining the parent level alternate scenarios. Consistency checking can be done by PDT to ensure that the sub-scenario IO-sequences used in the parent scenario, are legitimate sub-scenario sequences. However it is not necessarily the case that all IO-sequences of the sub-scenario will be reflected in the parent scenario or its variations. Nevertheless it is useful to have the tool alert the user to cases where all the sub-scenario variations are not covered in the parent scenario.

Scenario test descriptor

We also add a test descriptor to the scenario design descriptor in order to specify information relevant for testing. This is following the principle of test descriptors used for unit testing in the work of Zhang et al. [12, 11]. The test descriptor is defined based on a set of scenario variables, which are parameters identified as important for the particular scenario and initialization procedures which must be executed prior to triggering the scenario execution.

The scenario variables are described in terms of their type and domain-range, as in Zhang et al. [12]. We also allow a similar specification of relevant relationships between variables as in that work (for example, the number of books ordered is less than the stock available). The test descriptor must also provide the mapping to the implementation.

Figure 5: Book Order Scenario Test Descriptor

In the book ordering scenario, an example variable that would be important is the variable that captures the number of books in stock, stock_quantity. Figure 5 shows how this variable is specified as part of the test descriptor, with type int and domain range ≥ 0. It also specifies that the variable belongs at the agent-level (opposed to system-level for example) to the SalesManager agent class and mapped to the variable orderBookStock which is of variable type simple. The type of the variable determines how the variable is assigned values at run time. We refer the reader to [12] for further details on this matter.

The initialization procedures are also specified as in Zhang et al. [12]. For example, in Figure 5, a static method initDB, which is part of the agent class salesManager is specified to initialize connections to the stock databases which is used during the execution of the scenario.

It is intended that test descriptors are filled out after implementation, although some aspects of important variables may be identified during scenario specification. It is clear at the stage of scenario development that stock_quantity is important for the above scenario. However details of the valid range may well be specified after implementation - we may for example choose to have negative numbers indicating number of pending orders for which there is no available stock, or we may choose to have valid values lie between zero and some maximum. The details must be filled in prior to testing, in order to ensure that test cases are generated with all equivalence classes of values for this variable.

Traceability links

Our third modification to scenarios is to introduce links between scenarios and other entities. In the current Prometheus Design Tool (PDT), the design model contains a list of relationship links between entities for traceability. We introduce the following relationship links to ensure traceability of scenarios:

scenario-goal: A link is created between the scenario and the goal that represents the scenario. A link each is also created between the scenario and the goals that are steps of the scenario. These links are used, for example, when a goal is attempted to be deleted, if the goal is part of a scenario.
the user is notified of this and prompted to reconsider the deletion or to also delete the goal-step from the scenario. Similarly, when a goal-step is deleted from a scenario the user is asked if the goal representing that goal-step is also to be deleted from the model.

scenario-percept, scenario-action: A link each is created between the scenario and its action and percept steps. This link is used when a percept or action is deleted to prompt the user to also delete the respective scenario step, or reconsider the deletion. When an action or percept is deleted from a scenario, if it is not part of any other scenario then the user is asked if it is to be deleted from the model as well.

goal-event: When a goal is mapped to an event following a process described in the following section, a relationship link is created between the goal and the corresponding event and the goal is annotated with the event that represents it. We note that this is a new field of the goal entity type that we introduce in PDT as it necessary for traceability as follows. If the event of the goal-event link is deleted then the user is notified that the event is associated with the goal and requested to specify an alternative event that represents the goal. If the user provides such an event then the link is modified and the goal is annotated accordingly.

When a goal is deleted, if there is a link to an event (this will be true for all goals assigned to an agent via roles) then the user is prompted to check if the event is also to be deleted.

The goal-event link also enables the consistency check of ensuring the scenario and its goal-steps are mapped to an event.

3. FROM SCENARIOS TO IMPLEMENTATION

In this section we describe how scenarios are mapped from design to implementation in the Prometheus Design Tool (PDT) for the purpose of traceability. We note that we only describe the process and rules for propagation relevant to scenarios and any new techniques that we introduce. We refer the reader to [8] for details on the other aspects. In order to better illustrate the process we use the example of an electronic bookstore similar to that used in [8] with a single scenario of a user ordering a book as illustrated in the previous section, for simplicity.

System Specification In the current methodology, Scenarios are created in the System Specification stage. They are first identified in the Analysis Overview Diagram, where the actors\(^6\), actions and percepts are specified. Each percept, action and actor is associated with a scenario that responds to the percept, produces the action and interacts with the actor (see Figure 6).

These scenarios are then detailed in the Scenarios descriptor where the trigger and steps of each scenario are identified (Figure 1 details the BookOrder Scenario). Further, as described in the previous section, the IO-sequence lists for the default case and any variations are specified. The scenarios

5We note that here we only outline the reasoning around scenarios as these are the additions we propose. There are however, many other rules such as when a goal is deleted, the user is prompted to check if all its sub-goals are also to be deleted and so on.

6Entities external to the system that interact with it.

and their steps (including the actions and percepts that are part of the IO-sequence lists of variations) are propagated to the level of implementation as follows.

When a scenario is created a corresponding Goal (scenario goal) is automatically created and added to the Goal diagram. This is to ensure that the system has a goal to fulfill the scenario. The Goal Diagram captures the goals of the system. These goals may be further decomposed into subgoals which maybe an “AND” or “OR” decomposition, where “AND” requires all subgoals be satisfied for the goal to be successful and “OR” requires at least one of them to be satisfied. (See Figure 7.)

5\(^{5}\)
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This recursive definition ensures a “coverage cut” through the goal hierarchy, where all the goals in the cut are associated with some role and some scenario. Figure 8 is an example of role assignment for the bookstore example.

Figure 8: Roles Diagram

We also note that, when a goal is assigned to a role, the subgoals of that goal are by default assigned to the same role, unless they are explicitly assigned to another role.

Architectural Design In the Architectural Design stage, the roles are associated with agents in the Agent-Roles Diagram (see Figure 9). Consequently, the scenario goals and the steps of the scenarios are associated with agents. Note that if a goal is an abstract goal, it is associated with its sub-goals and therefore the agents that the sub-goals belong to.

Figure 9: Agent-Role Diagram

The System Overview Diagram illustrates the agents and the percepts that the agent responds to and the actions it produces (see Figure 10).

Figure 10: System Overview Diagram

Detailed Design

The actions and percepts associated with each agent are propagated into the Agent Overview diagram where the designer then develops plans to handle the percepts and produce the actions.

Currently in PDT goals are not propagated into the Detailed Design, however, the designer may annotate the plans to indicate which goal it satisfies. We extend PDT to automatically propagate goals into the Agent Overview Diagram as described below. The aim is to guide the designer in developing plans to satisfy its goals using the goal hierarchies in the Goal diagram in such a way that it follows the BDI principles of allowing a choice of plans to achieve a particular goal. This also allows goals to be traceable throughout the design and consequently scenarios, which are mapped to goals, to also be traceable.

For each (top-level) goal associated with an agent (which is automatically determined from the Agent-Role Diagram, and stored in the agent descriptor), depending on the goal decomposition attained from the Goal Diagram, corresponding (empty skeleton) plan and event structures are created in the Agent Overview Diagram as follows:

- If the goal has no decomposition then a plan is created to handle the goal-event. The designer may add further plans which represent the different ways of achieving the goal.

- If the goal has “AND” decomposed subgoals (e.g. G has G1, G2 and G3 in Figure 11(a)), a plan is created to handle the goal-event (e.g. P in Figure 11) which posts the subgoals as follows:
  
- If the subgoal is associated with the same agent, a corresponding (subgoal) event is posted by the plan, and a plan that handles that event is created (e.g. event e1, and plan P1 in Figure 11(b)). The designer may add further plans to handle the event, if there is more than one way of achieving the subgoal.

- If the subgoal is associated with another agent, then a message is created as outgoing from the plan (e.g. M1 in Figure 11(b)) and the message is propagated into the Agent Overview Diagram of the other agent.

- If the goal has “OR” decomposed subgoals (e.g. G2 has G4 and G5 in Figure 11(a)) then a plan is created for each
subgoal so that the designer may encode the choice between the subgoals as context conditions of the plans (e.g. P3 and P4 in Figure 11(b)). This supports the BDI principles in programming agents.

For each subgoal that is part of the same agent, an event is posted by the subgoal plan, and a plan that handles the event is created (e.g. e4 and P5 in Figure 11(b)). The reason for posting an event to handle the goal rather than handling the goal as part of the plan that posts it, is to allow the designer to add alternate ways of achieving the subgoal if any.

For each subgoal that is part of another agent, a message is created as outgoing from the plan (e.g. M2 in Figure 11(b)) and propagated into the AgentOverview Diagram of the other agent.

A similar process is applied recursively down the tree until all the goals are either mapped to an event and at least one plan that handles that event, or a message that is delegated to another agent. Figure 12 shows the AgentOverview Diagram for the SalesManager agent which incorporates the propagation process described.

![Agent Overview Diagram: SalesManager](image)

**Figure 12: Agent Overview Diagram: SalesManager**

**Consistency Cross-Check for Scenarios:**

PDT provides a *consistency check* feature that checks the model against a set of rules and alerts the user if any rule is violated. The following rules ensures that Scenarios and all their steps are mapped to the detailed design which is used to generate the code for the system (PDT provides an automated code generation feature that generates skeleton code in the JACK agent language). For a given scenario:

- All action and percept steps are associated with at least one plan. This includes the actions specified as alternative outputs of the scenario.
- The scenario goal and all its subgoals (as specified in the Goal Diagram) are associated with a role. A goal is associated with a role if one of the following is satisfied:
  - the goal is assigned to a role.
  - all its subgoals are associated with a role: note this is recursive and that different subgoals may be associated with different roles.
  - the goal’s parent goal is assigned to a role: by default a goal is assigned to the same role as its parent unless explicitly assigned to another.
- All goals that are part of the scenario and assigned to a role are mapped to an event and the event is handled by at least one plan (this is automated via the propagation process described above, however, the check is to ensure that changes made by the designer does not violate it)
- If a perceptr is a trigger to the scenario then it must be associated with the same role associated with the scenario goal or, if the scenario goal is abstract, the role associated with the first non-abstract goal-step.
- Each (sub)scenario step also satisfies the above.

4. **TEST FRAMEWORK**

One of the motivations for the greater structure in the scenario descriptors is to be able to do testing of scenarios as part of requirements or acceptance testing. At this level we want to initiate a particular interaction (scenario) in a wide range of different situations with respect to input variations, and ensure that the system behavior is as expected. “As expected” in this context is defined precisely by the sequences of actions and percepts defined in the IO-sequence lists for the scenario, including its variations. Testing then requires that the environment exists, and perhaps is initialized (e.g. stock levels of books established), the trigger is provided to start off the scenario, and the ensuing sequence of actions and percepts are recorded.

The following analysis may be performed from the recorded sequence of percepts and actions:

- If the sequence matches one of that in the IO-sequence lists for the scenario and its variations, then the test succeeds.
- If a sequence is observed which has not been specified, then a trace of the program, using a tool within the implementation platform, can help in identifying where the sequence has diverged from what was expected. It may also be the case that the unexpected sequence is valid and wasn’t identified by the developer in the design, in which case the scenario specification be revised to include the IO-sequence as a variation to the scenario.
- The IO-sequences observed by the different successful test cases are noted. If there are some specified IO-sequences that are not observed, then the tester is notified of this. This could be due to (a) insufficient test cases to cover all possibilities, (b) a fault in the implementation (for example, no plan produces an action that is part of the sequence), or (c) a fault in the IO-sequence specification (for example, the sequence is not achievable).

It is often the case that it is not practical to test the system “in situ”. In this case we need some kind of mechanism to collect the actions and provide the percepts. To achieve this we propose the use of an agent based simulation platform such as Repast [6]. These simulation platforms already provide a sound and well-adopted infrastructure for simulating complex environments such as those that agent systems typically operate in.

We leverage these concepts to provide the basic infrastructure necessary for testing scenarios which we now describe.
The simulator acts as an environment for generating percepts and consuming actions. In other work we have integrated a BDI agent platform (JACK) with an agent based simulation platform (Repast) via percepts and actions with message passing that synchronises the two systems. In the integrated model, each BDI agent that interacts with the simulation environment has a corresponding simulation agent that acts as a sensor-actuator for sending percepts from the environment to the BDI agent and executing actions of the BDI agent within the simulated environment (See Figure 13). While it is possible to achieve the same with a single simulation agent, having individual simulation agents provide an independent thread of execution for each agent and also simplifies the implementation.

![Diagram](image)

**Figure 13: Interaction with the Sim environment**

For the purpose of testing the system, we introduce a BDI Test Agent (BDI-TA) and a Simulator Test Agent (SIM-TA), to set up and execute the test cases. Whilst the BDI-TA will be able to directly access and set-up any system level information, in order to set-up information that is internal to an agent, each agent is required to have a HandleTestData plan which is triggered by a TestData message sent by the BDI-TA.

An overview of the testing process is as follows:

- The SIM-TA sends the relevant test data, such as the initial values for the test variables and initialization procedures to the BDI-TA via a StartTest percept which is handled by the HandleStartTest plan in the BDI-TA. This marks the start of a test case execution. The test descriptor for the scenario to be tested is used to determine the appropriate information that needs to be initialized.

- The BDI-TA sets up any system level information and runs initialization procedures and sends a TestData message to the relevant agents for setting up agent internal beliefs or variables. For example, in testing the BookOrder scenario, the value for the variable stock_quantity and the initDB initialization procedure will be established by the SalesManager agent (refer Figure 5). When all initializations are complete, the BDI-TA informs the SIM-TA of this by sending the action StartSimulation.

- The SIM-TA also provides the simulator agents that may generate percepts during the scenario execution with information to be contained in the percept, which corresponds to a particular test case. It is possible to identify which agent handles the triggering percept for the particular scenario from the design specification using the traceability links as described in section 2.1. For example, in the BookOrder scenario the data required by the SalesManager agent to populate the BookOrderPercept such accessor_details will be provided by the SIM-TA. These state variable initialization is achieved by calling the appropriate “set methods” of the simulation agents.

- Once the above set-up process is complete (including receiving the action StartSimulation from BDI-TA) the SIM-TA starts the execution of the rest of the simulation agents. For example in the BookOrder scenario, this will make the SalesManager simulation agent send the BookOrderPercept to the SalesManager BDI agent. Once the system execution starts the SIM-TA does not interact with any of the agents in the system as part of the usual execution, but simply records actions generated and percepts received.

- Any action produced by an agent is executed via its corresponding simulator agent, which simulates the effects of the action on the environment. Which may in turn produce percepts. For example, the PaymentManager agent produces the PaymentRequest action, which when executed in the simulator generates the PaymentDetailsPercept which is delivered back to it.

- Apart from action triggered percepts, the scenario may also require percepts at particular time intervals, or when a particular state of the environment is true. Simulator agents execute routines at every simulation cycle. Therefore, the tester/developer should encode the routines for producing these percepts within the corresponding simulator agents. It might also be the case that not sending an intermediate percept is part of a test case that tests the behavior of the system when the percept is not received (does the system fail gracefully?).

- The test case execution ends when a pre-defined timeout is reached for the complete scenario execution. It could also end if a pre-defined timeout for a particular action is not met.

- All the actions and percepts generated during the execution of a particular test case is recorded. The data for all test case executions for a particular scenario is gathered and later analyzed.

Note that we currently only support the testing of a single scenario at a time. We assume the execution of the scenario under test in isolation where interacting scenarios are not considered. Testing interacting scenarios is part of the future work.

In order to assist the developer in the above process the following automated code generation can be performed:

- Using the design specification it is possible to obtain the percepts and actions relevant to a particular agent. The code stubs for executing these actions and generating the percepts are created in the corresponding simulator agent which the developer can then fill-in.
When generating test cases, the initialization procedures and variables are extracted from the test descriptor of the scenario and presented to the user as a test specification. The user can then set the values of the variables that form the different test cases.

The code stubs of the SIM-TA, BDI-TA and the HandleTestData plan for each agent are created.

The specification of the variables that influence a scenario in the test descriptor of that scenario allows automated test case generation, using the domain range for the variables and any comparative relationships specified. Such an approach is already fully implemented in PDT for the unit testing framework of Zhang et al. [12].

5. DISCUSSION/CONCLUSION

In this paper we have extended the specification of scenarios in Prometheus methodology to include information that allows (a) a structured specification of the variations of a given scenario in terms of percept and action sequences; (b) traceability of the scenario throughout the various design stages; and (c) the scenario to be tested for the expected outcomes in terms of the specified percept and action sequences. We then provide a detailed process for mapping scenarios to implementation, using the Prometheus Design Tool, automatically propagating information where possible. Finally, we provide an approach for testing the scenarios, using an agent based simulation platform.

Given the nature of an agent system behavior, which includes asynchronous handling of percepts from the environment and simultaneous execution of multiple intentions (plans), it is not trivial to use standard test automation frameworks for testing agent systems. Moreover, existing scripting based automation tools [3] require extensive set up to simulate a complex environment that an agent system operates in. Therefore, we use an agent simulation platform such as Repast for simulating the environment for the agent system and enabling the test case execution for scenarios.

While formal verification is one approach that can be used for validating requirements (such as the Z specification), these methods require additional knowledge in the developers part to apply them and are also not well supported by practical agent implementation platforms (such as JACK) based on mainstream programming languages (such as Java). Hence, even if the design model is verified, the implementation should still be tested via a practical approach as proposed in this work.

The testing approach developed compliments other work on testing agent systems such as the unit testing framework of Zhang et. al. [12] which we build upon, the goal-oriented testing approach of the eCAT tool [5] which is based on the goal models associated with the Tropos methodology [4], the JAT framework [2] for testing agents developed in the JADE platform [7] that specifies a fault model based on general agent features and provides skeleton code for testers to manually develop test cases and the SUNIT framework based on the SEAGENT model [10].

One of the limitations of the current approach is that it tests a given scenario in isolation. This simplification has helped us focus on building a framework for using scenarios for system testing. However, in a “live” agent system simultaneous scenarios are in execution giving rise to action-percept sequences influenced by each other. More work is required in supporting the test developer and extending the simulation environment to be able to support interacting scenarios.

To our knowledge this is the first work that explores the use of an agent simulation platform as a test automation tool to test an agent system. We intend to explore this further in two directions. Firstly, we intend on evaluating our framework by testing several agent systems from different application domains in order to gain further insight into the effectiveness of our approach. Secondly, we plan to extend the PDT design interfaces to allow developers to graphically define the simulation agent details, providing a unified interface for designing system(BDI) and test(SIM) agents.
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ABSTRACT
The introduction of affect or emotion modeling into software opens up new possibilities for improving user experience. Yet, current techniques for building affective applications are limited, with the treatment of affect in essence handcrafted in each application. The multiagent middleware Koko attempts to reduce the burden of incorporating affect modeling into applications. However, Koko can be effective only if the models it needs to function are suitably constructed.

We propose Kokomo, a methodology that employs expressive communicative acts as an organizing principle for affective applications. Kokomo specifies the steps needed to create an affective application in Koko. A key motivation is that Kokomo would facilitate the construction of an affective application by engineers who may lack a prior background in affective modeling.

We empirically evaluate Kokomo’s utility through a developer study. The results are positive and demonstrate that the developers who used Kokomo were able to develop an affective application in less time, with fewer lines of code, and with a reduced perception of difficulty than developers who worked without Kokomo.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Design—Methodologies; I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—Multiagent systems

General Terms
Design, Experimentation, Human Factors

Keywords
Software engineering, Affective computing, Computational architectures for learning

1. INTRODUCTION
The term affect is used in psychology to refer to feelings or emotions. The term is also used more narrowly to describe an expressed or observed emotional response of a human to some relevant event. Expressed responses can be most easily demonstrated in a 3D virtual environment where virtual characters use gestures and dialog to emulate human emotional responses [7]. In contrast, we concentrate on the observation aspects of affective computing. In particular, we focus on enabling software developers to use affective computing techniques in order to create a superior user experience.

We take as our point of departure the Koko middleware developed by Sollenberger and Singh [17, 19]. Koko is a service-oriented middleware that observes and maintains a predictive model of a user’s affective state, and thus relieves application developers from the challenge of maintaining such a model. However, Koko needs to be suitably configured so as to work effectively.

We propose a methodology called Kokomo that steps an application developer through a process for configuring Koko and incorporating it into an application. Interestingly, Kokomo is based on the notion of expressives, an important but little-known (especially in the agents community) class of communicative acts.

Further, we conducted a developer study to determine the actual and perceived benefits of Koko and Kokomo to application developers. Our hypothesis is simple: developers who use Koko and Kokomo can more easily construct an affective application than those who do not, while at the same time not diminishing the quality of their application. The study consisted of the same application assigned to groups of developers employing Kokomo (with Koko), Koko alone, and neither (just traditional techniques).

Our evaluation measured the ease of constructing an application both subjectively and objectively. We collected subjective developer feedback on their perceived difficulty via surveys which we obtained throughout the duration of the study. The feedback indicates a lower perception of difficulty for the affective portions of the assignment when using Kokomo than without it. Analysis of objective difficulty measures (code metrics and effort analysis) shows that Kokomo yields the best results on nearly every measure of code complexity and effort. However, the results were not uniformly strong for developers employing Koko alone (we revisit this point in Section 6).

It is important to note, that this work does not introduce any new theories or paradigms for the field of affective computing, but rather seeks to employ existing affective theories in a compelling new way. The main contributions of this work are focused on software engineering as we seek to expand the scope of agent-oriented methodologies into the realms of expressive communication and affective agents.
Additionally, unlike many agent-oriented methodologies, we have subjected our methodology to an empirical evaluation in the form of a developer study where the developers are not the authors of the methodology.

2. BACKGROUND

Smith and Lazarus [16] are credited with developing a theory of emotions, called appraisal theory, which has become the baseline model for affect in computational systems. As Figure 1 shows, an appraisal (for our purposes, an expression of affect) arises from how a user interprets or construes an event in the environment.

2.1 Koko

Koko is a multiagent and service-oriented middleware, which enables the prediction of a user’s affective state [17]. Koko is not an affect model, but a platform within which (existing and future) models of affect can operate.

Koko provides an ontology of emotions and an ontology of the primitives for describing an application’s state. A developer uses these ontologies to configure Koko by specifying (1) which emotions to model and (2) the relevant components of the application’s state. From the configuration, Koko generates a model specific to the application. At runtime Koko receives inputs, described using the configured primitives, from the sensors and the application.

Koko follows the cognitive-based user affect modeling (CB-AUM) approach [8]. Koko supports one model per application for each user and exposes these models to applications using a formal set of interfaces [17]. A CB-AUM model relies heavily on machine learning techniques. Koko includes a repository for CB-AUM models from which a developer may choose the most appropriate model for a new application. The basic flow of such a model can be conceptualized in the following steps.

1. Seed the model with information about the user’s environment. This seeding is based on the application-specific configuration.

2. Provide training data. Either the user or someone observing the user must record the user’s emotional state in conjunction with data from the application or the sensors, preferably both. This is simplest if the application itself is appropriately instrumented, e.g., to query the user for their emotions. The data can optionally be acquired offline.

3. Learn a model from the training data. Koko does this using the Weka toolkit. In general, user affect modeling [8] makes heavy use of various machine learning techniques to adapt to the behavior patterns of individual users.

4. Provide probabilistic predictions regarding the user’s affective state, represented in Koko as an affect vector, as described above.

Additionally, Koko is designed to support affective interactions among the user agents. The traditional Koko runtime is deployed in a cloud environment where there is one Koko agent per end user regardless of how many different Koko based applications are associated with the user. These agents are equipped to share affective information with other agents in the user’s social circle, even across application boundaries.
2.2 Koko-ASM

Koko-ASM is a methodology for configuring a social (multiagent) affective application using Koko [18]. The configuration process of Koko is important because the affect models contained in Koko are dependent on the quality of information they receive from the application. The purpose of the methodology is to guide the application developer through Koko’s configuration process in an intuitive manner.

Instead of simply listing the requirements for Koko’s configuration, Koko-ASM uses the concept of agent interaction to guide the developer through the process. The methodology makes use of speech act theory [15] as a means of modeling communication between agents in a social environment. The primary focus of the methodology is to identify the communicative actions among agents and then through a series of steps decompose those interactions into the artifacts needed to configure Koko.

3. KOKOMO

We now describe Kokomo, our proposed configuration methodology for Koko. Kokomo addresses the same goal as Koko-ASM, namely, to guide the application developer to configure Koko for an application. Koko-ASM and Kokomo share some commonalities: both are based on agents, both use the concept of agent roles, and both employ speech act theory.

However, Kokomo has some critical and fundamental differences in terms of how it achieves its goal. First, although Koko is designed to operate in environments ranging from those that are highly social to those containing only a single agent, Koko-ASM only considers applications that involve a high degree of interaction among Koko’s user agents. Kokomo, in contrast, is broader in its scope and applies to all settings where Koko can be used. Second, Kokomo expands its treatment of agents beyond a Koko user agent (standing in for a user) to include both Koko user agents and virtual AI-controlled entities (e.g., virtual character). The third and final difference is that no two steps are equivalent across the methodologies. In fact, Kokomo adds two additional steps to provide more granular guidance for developers.

Upon completion of a design exercise with Kokomo, a developer will have identified or constructed all the artifacts needed to configure Koko for an application. Table 1 lists the steps used to create an affective application with Koko. The documentation below highlights the key concepts of Steps 1–5, which are the primary steps in Kokomo.

Step 1 requires the developer to identify the set of roles an agent may assume in the context of the application. Examples of such roles include teacher, student, coworker, enemy, and rival. A single agent can assume multiple roles and a role can be restricted to apply to the agent only if certain criteria are met. For example, the role of coworker may only apply if the two agents communicating work for the same organization.

Step 2 requires the developer to describe the expressive messages or expressions exchanged between various roles [15]. Searle defines expressives as communicative acts that enable a speaker to express their attitudes and emotions toward a proposition. Examples include statements like “Congratulations on winning the prize!” where the attitude and emotion is congratulatory and the proposition is winning the prize. Formally, the structure of an expressive is

\(<sender, receiver, type, proposition>\)

The type of the expressive refers to the attitude and emotion of the expressive and the proposition to its content, including the relevant events. The sender and receiver are selected from the set of roles defined in Step 1. The developer then formulates the expresses that can be exchanged among agents assuming those roles. In the case that both the selected roles can only be assumed by artificially intelligent agents then formulate expresses only for communicative acts that are observable by a user agent. The result is a set of all valid expressive messages allowed by the application.

Step 3 requires the developer to select a set of emotions to be modeled from Koko’s emotion ontology. The selected emotions are based on the expressive identified in the previous step. To compute the set of emotions, we evaluate each expressive involving a user agent and select the most relevant emotions from the ontology for that particular expressive. The selected emotions are then added to the set of emotions required by the application. This process is repeated for every expressive and the resulting emotion set is the output of this step.

### Table 1: The main steps of Kokomo.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Artifacts Produced</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Define the set of possible roles an agent may assume</td>
<td>Agent Roles</td>
</tr>
<tr>
<td>2</td>
<td>Describe the expressives exchanged between roles</td>
<td>Expressive Messages</td>
</tr>
<tr>
<td>3</td>
<td>Derive the modeled emotions from the expressives</td>
<td>Emotions</td>
</tr>
<tr>
<td>4</td>
<td>Describe a set of nonexpressive application events</td>
<td>Application Events</td>
</tr>
<tr>
<td>5</td>
<td>Construct the appropriate event definitions</td>
<td>Event Definitions</td>
</tr>
<tr>
<td>6</td>
<td>Select the sensors to be included in the model</td>
<td>Sensor Identifiers</td>
</tr>
<tr>
<td>7</td>
<td>Select the affect model from Koko’s repository</td>
<td>Model Identifier</td>
</tr>
<tr>
<td>8</td>
<td>Register with Koko’s runtime environment</td>
<td>Source Code</td>
</tr>
</tbody>
</table>

![Figure 3: Expressive message hierarchy.](image-url)
applications. The recommended approach to selecting an emotion is to structure Elliott’s set of emotions [4] as a tree (Figure 3). Each leaf of the tree represents two emotions, one that carries a positive connotation and the other a negative connotation. Given an expressive, you start at the top of the tree and use its type and proposition to filter down through the appropriate branches until you are left with only the applicable emotions. For example, say that you have a message with a type of excited and a proposition equal to “I won the game.” Now using the tree you determine that winning the game is an action the user would have taken and that excited has a positive connotation, so the applicable emotion must therefore be pride. In general, the sender and receiver would have different interpretations of the same event. For example, if the recipient of the above message is the agent who lost the game, then the emotions that are relevant to the recipient would be admiration or reproach depending on their perception of the winner.

If the proposition of the expressive message is composite or even ambiguous as to whether or not the type applies to an event, action, or object, then more than one path of the tree may apply. Such is the case when an agent conveys its mood via an expressive message. Mood is an aggregation of emotions and therefore does not have a unique causal attribution. For example, an expressive might convey that an agent is generally happy or sad without being happy or sad at something. Therefore, we do not select any specific emotion when evaluating an expressive pertaining to mood as the emotions that comprise the mood are captured when evaluating the other expressives. In other words, mood is not treated directly upon the reception of an expressive.

**Step 4** requires the developer to describe a set of nonexpressive events in their application. A nonexpressive application event occurs when the user has an interaction with the application that may affect their emotions. In particular, we are interested in the emotions selected in Step 3. The nonexpressive aspect of these events is that they are not a direct result of interaction between two users, but rather of the user with their environment.

A developer could encode the entire state of the application as a set of events, but this is not necessary as we are only interested in the parts of the application that may affect the emotions we have selected. For example, the time the user has spent on a current task would likely influence their emotional status, whereas the time until the application needs to clear its caches or garbage collect its data structures is likely irrelevant.

We guide developers by helping them think about the interactions (direct and indirect) a user can have with their application and how those interactions relate to the set of emotions defined in Step 3. For example, if the application monitored phone calls and the user had not sent or received a call all day then that may affect the user’s emotional state. Further, after identifying an event we must quantify it. In the previous example, the quantification could be the time since the last call was received.

**Step 5** requires the developer to construct the appropriate event definitions using Koko’s event ontology. The events described are a combination of the expressives in Step 2 and nonexpressive application events identified in Step 4. Each expressive identified in Step 2 is modeled as two event definitions, one for sending and another for receipt. The decomposition of a message into two events is essential because we cannot make the assumption that the receiving agent will read the message immediately following its receipt and we must accommodate for its autonomy.

**Step 6** and **Step 7** both have trivial explanations. Koko maintains a listing of both the available sensors and affect models, which are accessible by their unique identifiers. The developer must simply select the appropriate sensor and affect model identifiers.

**Step 8** completes the methodology by providing the developer with details on how to register their application within Koko’s runtime environment. Given the artifacts gathered from the previous steps we can configure the application via the interfaces defined by the Koko middleware. Upon success, the Koko registration interface returns an applicationID, which acts as the identifier for the application.

The developer uses the applicationID in all subsequent interactions with the Koko runtime, such as sending information about the user to Koko or querying for the user’s current affective state.

## 4. APPLICATION FOR OUR STUDY

Our study involves the development of a math tutoring application for high-school students. This application centers around a dynamic lesson planning agent called the virtual teaching assistant (vTA). The goal of the vTA is to sharpen the user’s mathematical skills in a variety of areas, such as probability and geometry. The target audience is students preparing for the standardized end-of-grade tests that are given to US students at the conclusion of the 8th and 12th grades.

This application satisfies three essential criteria. First, it is simple enough to implement in a short period of time, yet complex and open enough that multiple solutions are possible. Second, the application can be compartmentalized into discrete units, thereby enabling us to compare individual components across all developers. Third, the education domain lends itself to affective interactions, where the role of affect in learning is well documented [14].

Let us further explain the role of affect in the learning process. The primary motivation comes from Csikszentmihalyi’s theory of flow [2]. In highly simplified terms, the ideas is that individuals learn best in situations where they are neither bored (because the challenge appears trivial) nor frustrated (because the challenge appears impossible), but instead in an intermediary state called the flow channel. This concept has successfully (from an education standpoint) been applied in virtual learning environments [11].

### 4.1 Application Details

Figure 4 describes our application. At all times the user interface is under the control of either the virtual teaching assistant (vTA) or the testing algorithm. The remaining boxes represent the various services that are available to be used by either the vTA or the testing algorithm.

The expected application usage is as follows. A user can elect to start a tutoring session from a welcome screen. A tutoring session is comprised of 15 mathematical problems where the first ten problems are selected by the vTA and the remaining five by a testing algorithm. The goal of the vTA is to select the ten best training problems in order to prepare the user for the test. The vTA has at its disposal a database of all possible questions as well as a set of physical sensors that can provide information on the user’s current state.
Using those sensors and by collecting other data such as the user’s history, environment, and current affective state, the vTA crafts a customized dynamic lesson plan for each user. The application presents the user with a series of problems (defined by the plan), who is then tested via the testing algorithm as a means of evaluating the effectiveness of the vTA’s plan.

Each developer is provided working code for all components of the application with the exception of the vTA. In this manner, we reduce nonaffect-related variability in the solutions and in our measurements of quality and effort, and force our developers to focus on the logic of the application. Using the theory of flow as motivation, the developers are responsible for designing and implementing their own customized vTA.

Now we describe each component of the application from the developer’s perspective. Some components are used by the vTA and others serve as an outlet for information produced by the vTA.

**Problem Set (Question Database)**

The problem set is a subset of a question bank that is maintained by the National Center for Educational Statistics (http://nces.ed.gov). We extracted all multiple choice mathematics questions asked to 5th through 12th grade students based on data collected by the National Assessment of Educational Progress.

Each problem in the dataset contains an ID, question, grade level (targeted), content area (properties and operations, geometry, analysis and probability, or algebra), difficulty (percentage of students who correctly answered the question on national standardized tests), and answer. The questions are text based, some with a greyscale illustration, and include five multiple choice options as answers.

A developer can retrieve a set of questions based on any permutation of the problem components in a manner analogous to SQL queries, with which our intended developers are familiar. Or, a developer can request a randomly selected problem that meets specified criteria, e.g., a random geometry problem that fewer than 20% of students answered correctly.

**User Interface**

As Figure 4 shows, the vTA controls the user interface (UI). The developer determines the UI via predefined control points, which help limit developer effort and provide uniformity across implementations. Figure 5 shows the two primary screens of the four screens in the UI. Using these basic screens the vTA may configure the user experience with the following four actions.

**Pre-Session Questionnaire.** Just before a training session begins, the vTA may present the user with a set of up to three questions, and use the answers received to initialize the lesson plan for the user.

**Ask Question.** After initialization, the UI requests a question from the vTA, who responds with the ID of a question, which the UI displays on the screen.

**Record Result.** The UI conveys the user’s answer to the vTA and shows the user the correct answer.

**Post-Question Feedback.** After each question, the vTA can optionally ask the user one multiple choice affect-related question, which can provide the vTA with better insight into the user’s current affective state.
available national statistics. However, allowing such extensive approaches would have introduced too many variables into the evaluation. To reduce the variability, we instructed all developers to consider only three categories of information (exam, environmental, and emotional data) in their reasoning algorithms to formulate a lesson plan.

Exam data is any data that can be computed from the user’s past performance. It is up to the developer how complex the analysis of the exam data is, but they must at least consider the previous question and the overall performance of the user on the previous exam.

Environmental data is any data gathered from a physical sensor. For instance, by using the microphone on the device a developer could monitor how well the user performed in noisy environments. The developers must integrate data from at least one sensor into the reasoning logic of their vTA.

Emotional data is qualitative feedback from the user on their current status, which can be obtained after each math question as a means to determine how the user felt about the last question. A developer would use this feedback along with the theory of flow as a basis for updating the lesson plan. Developers are required to use such feedback to influence the next question as well as store the feedback for future analysis when selecting questions.

The developer must construct a reasoning algorithm that uses the data to generate a lesson plan. In addition to writing the algorithm, each developer was required to provide written documentation detailing how the algorithm functioned.

Testing Algorithm

The testing algorithm selects the five questions used to evaluate the user at the end of each training session. The algorithm considers the question category, difficulty, and recurrence, and asks no more than two questions from any category. Therefore, since there are only four categories, the test always covers a minimum of three categories. The algorithm also ensures that the national average for correctly answering at least one question is above 70% correct (easy) and one is below 30% (hard). Finally, the algorithm ensures that no question is repeated in the next three exams for the user.

The details of this algorithm were provided to the developers so they were aware of the testing strategy. Further, we store each user’s past performance on exams and make it available to the vTA.

5. EVALUATION

We selected 30 students to participate in the developer study. Each developer had experience programming in Java, and had no prior experience in affective computing. The developers were paired into teams of two and given basic programming assignments in order to evaluate their programming abilities. The assignments were evaluated by a third-party reviewer who ranked each team based on its programming proficiency.

Additionally, each developer was given a survey asking them to rate their software engineering experience and describe projects they had worked on. Over 97% of the developers had a minimum of two years experience programming in Java, but for 88% of developers the initial programming assignments were their first exposure to programming in the Android operating system.

Using the results of the developer surveys and the programming assignments, we ranked each developer with respect to their peers. Using those rankings, we then divided the teams into three groups so as to equalize the estimated programming ability across the groups. Each team within a group was assigned a variation of the same task. The control group did not have access to Kokomo or Kokomo, one of experimental groups had access to Koko, and the second experimental groups had access to Koko and Kokomo.

All groups are given identical instructions regarding vTA. The Koko and Kokomo groups were additionally provided instructions for using Koko and Kokomo, respectively. Each team was given four weeks in which to complete the assignment. They had to design and develop the vTA agent using either the components provided (e.g., question database and user interface) or any API provided by the Android SDK.

We conducted a baseline quality check for each application. This check ensured that all applications ran appropriately and did not omit any of the features in the required feature set. This test was done in order to strengthen our claim that the introduction of Koko and Kokomo does not diminish the quality of the application. All applications from all three groups passed the baseline check. In fact, we observed that applications using Koko and Kokomo had additional features, in particular, affective features that were not present in the control groups applications. However, our statistical measures disregard such extra features.

Each team was evaluated in the same manner regardless of its group. We evaluated the study in both objective and subjective ways. The objective portion involved measuring the time spent by each developer and various measurements on the source code. The subjective portion was based on periodic surveys of the developers to measure their perceptions regarding their feelings on the complexity of each aspect of the project and the utility of the tools provided.

In-study surveys. These were completed by each developer every time they worked on the project. A minimum of one survey was required for each day (and within one day) the developer worked on the project. The survey collected information such as the time spent on each component of the application as well as their perceptions and comments on difficulty.

Post-study surveys. There were completed by each developer at the end of the development cycle to describe their perception of the entire project. Additionally, this survey was used as a mechanism for developers to recommend improvements to the project and the tools.

The remainder of this section focuses on the evaluation of our hypothesis. Our hypothesis stated that developers who use Kokomo can more easily construct affective application than those who do not, while at the same time not diminishing the quality of their application. The following two sections evaluate the objective and subjective metrics respectively. Finally, after viewing each category of metrics independently we take a holistic view of the results to determine if our claim is satisfied.

5.1 Objective Results

Measuring the complexity of a project based on the resulting source code is nontrivial because there are no definitive
measures of complexity. Complexity can relate to the size of the code base and also to less measurable notions such as extensibility and maintainability. Here we adopt some well-known metrics from software engineering [5, 13], and use them to analyze each project independently. Finally, we compare the metrics across all three developer groups. Figure 6 highlights the results for four of the most well-known metrics. In all cases except Figure 6(d), the lower value indicates a better result.

Figure 6: Software metrics from our study.

(a) Cyclomatic Complexity  (b) Number of Levels
(c) Number of Statements  (d) Number of Methods

**CC** McCabe’s Cyclomatic complexity [9] indicates the number of “linear” segments in a method (i.e., sections of code with no branches) and therefore helps determine the number of tests required to obtain complete coverage. It also indicates the psychological complexity of a method.

**NoLm** The number of levels per method reflects the number of logical branches each method has on average. NoLm is a key factor in determining code readability, and is also used to determine how well the code adheres to object oriented design patterns.

**NoS** The number of statements in the project is a common measure of the amount of time spent developing and the general maintainability of the code.

**NoM** The number of methods in the project reflects increasing modularity and readability of the code (for a fixed NoS value).

We had the developers log the time they spent on each portion of the assignment. Figure 7 gives an overview of the time spent on the project as a whole as well as its affective components specifically. It is important to note that though the total project time did not drastically decrease with Kokomo, the percentage of time spent on affect fell sharply. Additionally, the drastic reduction of time and minimal variance for Kokomo in Figure 7(c) illustrate the benefit of the methodology.

**5.2 Subjective Results**

Several survey questions asked the developer to either rank components against one another or rate the individual components on a difficulty scale. Table 2 shows the average difficulty rankings given by each development group for the five key components of the project. You can see that the introduction of both Koko and Kokomo reduced the developer’s perception of difficulty for the affective aspects of the project.

Table 2: Difficulty ranking of project components.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Control</th>
<th>Koko</th>
<th>Kokomo</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Easiest)</td>
<td>Heuristic</td>
<td>Heuristic</td>
<td>Affect</td>
</tr>
<tr>
<td>2</td>
<td>Programming</td>
<td>Affect</td>
<td>Heuristic</td>
</tr>
<tr>
<td>3</td>
<td>Exam</td>
<td>Programming</td>
<td>Environment</td>
</tr>
<tr>
<td>4</td>
<td>Affect</td>
<td>Environment</td>
<td>Programming</td>
</tr>
<tr>
<td>5 (Hardest)</td>
<td>Environment</td>
<td>Exam</td>
<td>Exam</td>
</tr>
</tbody>
</table>

Further, we asked developers to individually rate each component of the assignment on a difficulty scale of 1 (least) to 5 (most). As shown in Figure 8(a), 90% of the developers using Kokomo rated the difficulty of the affective component as a 1 or 2. However, 70% of the control development group gave the same component a rating of 3 or higher. Finally, Figure 8(b) shows how developers rated the benefit obtained from the Koko tools on a benefit scale of 1 (none) to 5 (high). Of the developers using Kokomo, 70% perceived Koko to offer a high benefit to them (a rating of 4 or 5) whereas only 40% of those without Kokomo gave a similar rating.

Figure 8: Subjective developer distributions.

(a) Affective Difficulty Ranking  (b) Koko’s Perceived Benefit

**5.3 Conclusions**

Using both objective and subjective data, we have empirically shown that the introduction of Kokomo results in both
perceived and tangible benefits for developers. With respect to software metrics the applications written using Kokomo had either equivalent or better results than those written without Kokomo. The use of Kokomo resulted in significant time savings and also significantly reduced the time variance for constructing the affective component. The reduction of the time variance is important in that it enables developers to more accurately budget their time. More accurate time estimates in turn enable them to better scope the cost of incorporating affect into an application.

Further, in all cases where developers were asked their perceptions of the project those using Kokomo had a more positive perception than those who did not. This positive perception of Kokomo combined with the tangible benefits make a compelling case for its practical adoption by software developers.

6. DISCUSSION

The most perplexing result of our study was that the data showed that the introduction of Koko without Kokomo did not result in a marked improvement. Upon evaluating the source code and developer surveys, we realized that several developers who were only given Koko were not able to completely grasp the affect modeling concepts that underlie Koko. As a result, they were unsure of how to configure the Koko middleware. Whereas the above observations strengthen the case for Kokomo’s usefulness, we plan to improve our documentation regarding Koko for future studies and deployment.

Existing agent-oriented software engineering methodologies specify messages at a high level and therefore are not granular enough to support the expressive communication employed by Kokomo [3]. Further, Kokomo’s applicability has a much narrower scope than these methodologies since it is restricted to affective applications that may or may not employ multiagent systems in their implementation. These distinctions are simply the result of a difference in focus. It is quite possible, given the narrow scope of Kokomo, that it could be integrated with broader methodologies in order to leverage their existing processes and tools. For example, many methodologies have detailed processes by which they help developers identify all possible messages that are exchanged among agents. Kokomo would benefit by integrating such processes, thereby making it easier to identify the expressive messages.

Further, model-driven development methodologies, such as INGENIAS [6] or ASEME [20], are relevant. Kokomo could benefit from such methodologies by using a specific agent modeling description language to describe the expressive interactions among agents. Such a model could be used to produce the source code needed to configure the Koko runtime automatically. This would reduce the amount of time spent translating the expressive messages into a format understood by Koko and would also facilitate improved agility in developing such as in changing the agent interaction model without having to rewrite the source code.

Koko is a multiagent middleware supporting affective interaction among agents, but this study involved only a single agent. This choice was intentional in that it enabled us to demonstrate that unlike Koko-ASM, the Kokomo methodology could be used in single agent environments. In the future, we plan to demonstrate the utility of Kokomo in multiagent settings by using it in social applications that take full advantage of Koko’s social design.
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ABSTRACT

Many multi-agent system applications involve software agents that reason about the behavior of other agents with which they interact in cooperation or competition. In order to design and develop those systems, the employed programming languages should provide tools to facilitate the implementation of agents that can perform such reasoning. This paper focuses on BDI-based programming languages and proposes a nonmonotonic reasoning mechanism that can be incorporated into agents, allowing them to reason about observed behavior to infer others’ beliefs or goals. In particular, it is suggested that the behavior-generating rules of agents are translated into a nonmonotonic logic programming framework. A formal analysis of the presented approach is provided and it is shown that it has desirable properties.
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1. INTRODUCTION

A fundamental principle of multi-agent systems is that they involve multiple agents, often situated in a (virtual) environment where they interact in cooperation or competition. For implementation of individual software agents in a multi-agent system there exists a range of agent programming languages, such as 2APL, GOAL, Jadex and Jason [5, 9], most of which find their roots in the Belief-Desire-Intention (BDI) paradigm of agency [8, 19]. If such agents have the ability to perceive and interpret the behavior of others, then the principle of mental state ascription comes into focus as a possible explanatory abstraction for reasoning about that behavior. This principle has solid theoretical foundations in terms of the intentional stance [10], which is encountered throughout A.I. literature in various guises [6, 7, 13, 21, 4]. However, there exist few principled instantiations specific to BDI-based agent programming of explanatory reasoning about the behavior of other agents. This paper presents such an instantiation, a possible application of which is in computer games where virtual characters are to exhibit believable interaction with other virtual characters. Multiple requirements for character believability (as found by Loyall [17]) are fulfilled by BDI-based software agents (e.g. proactiveness, resource-bounded agency, adaptivity), and some of those which are not (particularly those concerning social interaction) can be met using our approach. This is desirable as it has been shown that characters’ believability (and players’ enjoyment) increases if characters appear to incorporate mental state ascription into their decision-making [16], and specifically for role-playing games user feedback furthermore indicates that players consider characters to be deficient in this regard [1].

Because the work which is the foundation of this paper is logic-based, and because most agent programming languages utilize logic programming, it is natural that the implementation presented in this paper is a logic program. And since explanatory reasoning is in general defeasible, answer set programming [12] is employed as it is the state-of-the-art programming paradigm for nonmonotonic reasoning. Most systems for answer set programming share their syntax with Prolog, a language which is incorporated into several current agent programming languages (e.g. [9]), making integration of answer set programming natural from a syntactic point of view. In select cases this integration already exists [18].

The work presented in this paper is based on our earlier work on explanatory ascription of mental states to software agents [21], and is presented in the following steps: first, the theoretical underpinnings are briefly explained in Section 2; second, this existing work is formalized in classical logic to lay the foundation for our implementation (Section 3); and third, this implementation is presented and analyzed (Sections 4–6). Sections 7 and 8 conclude with a reflection on related work and our own, respectively.

2. PRELIMINARIES

In this section our work on mental state abduction [21] is restated, in relation to an agent programming language that
contains constructs shared by most state-of-the-art agent programming languages (cf. [5, 9]).

2.1 Agent Programming

This section describes the agent programming language APL used in this paper. The behavior of agents is generated by goal achievement rules of the form \( n : \gamma \leftarrow \beta | \pi \), stating that the rule with identifier \( n \) is suitable for achieving goal \( \gamma \) if \( \beta \) is believed, in which case the plan \( \pi \) can be selected by the agent. The BNF grammar of rules is given below, where it should be noted that it concerns ground programs (i.e. without variables), which suffices for our purposes.

\[
\begin{align*}
\langle \text{library} \rangle & ::= \langle \text{pprule} \rangle + \ldots \\
\langle \text{pprule} \rangle & ::= (n)\langle = \rangle \langle ? \rangle \langle gq \rangle \langle < \rangle \langle q \rangle \langle \rightarrow \rangle \langle \langle \text{plan} \rangle \rangle \\
\langle gq \rangle & ::= \langle \text{atom} \rangle | \langle gq \rangle \langle \& \rangle \langle gq \rangle | \langle gq \rangle \langle \or \rangle \langle gq \rangle \\
\langle q \rangle & ::= \langle \text{literal} \rangle | \langle q \rangle \langle \& \rangle \langle q \rangle | \langle q \rangle \langle \or \rangle \langle q \rangle \\
\langle \text{literal} \rangle & ::= \langle \text{not} \rangle (\langle \text{atom} \rangle) \\
\langle \text{plan} \rangle & ::= \langle \text{test} \rangle \langle \text{seq} \rangle \langle \text{cond} \rangle \langle \text{iter} \rangle \\
\langle \text{test} \rangle & ::= \langle \text{or} \rangle (\langle \text{test} \rangle) \langle \or \rangle (\langle \text{test} \rangle) \\
\langle \text{seq} \rangle & ::= \langle \langle \text{plan} \rangle \rangle \langle \; \rangle \langle \langle \text{plan} \rangle \rangle \\
\langle \text{cond} \rangle & ::= \langle \text{if} \rangle (\langle \text{test} \rangle) \langle \text{then} \rangle (\langle \text{plan} \rangle) \langle \text{else} \rangle (\langle \text{plan} \rangle) \\
\langle \text{iter} \rangle & ::= \langle \text{while} \rangle (\langle \text{test} \rangle) \langle \text{do} \rangle (\langle \text{plan} \rangle)
\end{align*}
\]

The semantics of rule interpretation are omitted for space conservation and also because the above is a theoretical agent programming language. Nevertheless, this language is subsumed by some existing agent programming languages and is strongly related to others, such that a substantiated discussion of rule interpretation can be given.

In most agent programming languages interpretation of rules occurs as part of a deliberation cycle (or ‘sense-reason-act’ cycle), in which the applicability of rules is considered in relation to the configuration of the agent (i.e. its beliefs, goals, intentions, etc.). An agent has a library of rules at its disposition, and if a rule is applicable then it can be fired such that the accompanying plan is adopted by the agent and becomes the agent’s active plan. A plan describes behavior, composing primitive and test actions by means of standard programming constructs (sequence, choice, iteration). It is assumed with regard to rule interpretation that 1) the agent executes the actions of its active plan until this plan is finished or dropped (in which case it is not active anymore); 2) the agent executes actions sequentially (i.e. not concurrently); and 3) the agent has at most a single active plan (i.e. no interleaving of actions from different plans).

2.2 Mental State Abstraction

Mental state abduction [21] computes a set of explanations for a software agent’s observed behavior, based on knowledge of its rules. It employs the abductive scheme \( \{ \phi \rightarrow \psi, \psi \} \models \phi \), which is further clarified in Section 3.1, in inferring beliefs and goals in relation to rules, plans and observed behavior. In order to do so a relation is established between observed actions and plans, and for this purpose a propositional language and a process language [3] are defined here that allow us to formally describe the rules of the agent program. Those languages are assumed to have a common ground with the agent program; specifically they have shared sets of atomic actions Act and propositions Atom, respectively. The propositional language \( L_0 \) and process language \( L_1 \) are then defined through \( \phi \in L_0 \) and the typical element \( \pi \in L_1 \), as follows, \( p \in \text{Atom} \) and \( \alpha \in \text{Act} \).

\[
\phi ::= p \mid \neg \phi | \phi_1 \lor \phi_2 \\
\pi ::= \alpha | \text{B} ? \text{G} ? | \text{p} \; \pi_1; \pi_2 | \pi_1 + \pi_2 | \pi^* \]

The operator \( ? \) defines (unobservable) test actions which can be composed by sequential composition, non-deterministic choice, and iteration (;, +, and *, respectively), along with observable actions \( \alpha \in \text{Act} \).

It is here assumed that for APL programming rules of the form \( n : \gamma \leftarrow \beta | \pi \) holds that \( n \geq 1 \), \( \gamma, \beta \in L_0 \) and \( \pi \in L_1 \). Just like in [21], we treat such rules as implications for the purpose of abduction. The preconditions \( \gamma, \beta \) of a rule \( n : \gamma \leftarrow \beta | \pi \) are considered abducible, and can be abduced if observed actions are related to \( \pi \). To relate primitive actions to a plan, observable sequences which are generated by this plan are considered. Given \( \alpha \in \text{Act} \) the language of observables \( \mathcal{L}_\Delta \) is defined through its typical element \( \delta ::= \alpha \mid \text{B} \delta \text{G} ? \) to consist of sequences of actions, such that the function \( OS : \mathcal{L}_\Pi \rightarrow \varphi (\mathcal{L}_\Delta) \) translates complex expressions (which may involve tests and looping or branching constructs) to sets of observable sequences, as follows.

\[
\begin{align*}
OS(\alpha) & = \{ \alpha \} \\
OS(\text{B} ? \text{G} ?) & = 0 \\
OS(\text{G} ?) & = 0 \\
OS(\pi_1; \pi_2) & = OS(\pi_1) \cdot OS(\pi_2) \\
OS(\pi_1 + \pi_2) & = OS(\pi_1) \cup OS(\pi_2) \\
OS(\pi^*) & = \bigcup_{n \in \mathbb{N}} OS(\pi^n), \text{ where } \pi^0 = \text{skip} \& \pi^{n+1} = \pi; \pi^n
\end{align*}
\]

The composition operator \( \cdot : \varphi (\mathcal{L}_\Delta) \times \varphi (\mathcal{L}_\Delta) \rightarrow \varphi (\mathcal{L}_\Delta) \) takes arguments \( \Delta_1, \Delta_2 \subseteq \mathcal{L}_\Delta \) and maps them to \( \{ \delta_1 \delta_2 | \delta_1 \in \Delta_1, \delta_2 \in \Delta_2 \} \) if \( \Delta_1 \neq \emptyset \& \Delta_2 \neq \emptyset, \text{ to } \Delta_1 \text{ if } \Delta_2 = \emptyset, \text{ to } \Delta_2 \text{ if } \Delta_1 = \emptyset, \text{ or to } \emptyset \) otherwise. Note that \( OS(\text{skip}) = 0 \).

In this paper we focus on the case of complete observation, in which all actions of an agent are observed. The relation characterizing this condition is the prefix relation on observable sequences \( \preceq = \{ (\delta, \delta') | \delta, \delta' \in \mathcal{L}_\Delta \} \), because if all actions are observed then an observed sequence must be the prefix of the observable sequence of some plan. Mental state abduction under the assumption of complete observation is then functionally implemented by \text{msa}_R, defined as follows, based on a set \( \mathcal{R} \) of APL rules.

\[
\text{msa}_R(\delta) = \{ (\gamma, \beta) | \exists (n : \gamma \leftarrow \beta | \pi) \in \mathcal{R} \exists \delta' \in OS(\pi) : \delta \preceq \delta' \}
\]

In the next section mental state abduction is cast in the mold of classical abduction, which is introduced in Section 3.1.

3. MENTAL STATE ABDUCTION VIEWED AS CLASSICAL ABDUCTION

This section presents an account of mental state abduction in terms of classical logical abduction, focusing on the relating between rule application on the one hand, and action sequences and the agent’s mental state on the other.

3.1 Classical Abduction

Abduction in classical logic is typically considered in the context of explanation [2]. Given a logical theory \( \Theta \) and an observed fact \( O \), under certain conditions a hypothesis \( H \) can be abduced which explains the observation. The fact
that \( H \) is abduced as explanation for \( O \) with respect to \( \Theta \) is denoted \( \Theta \mid O \approx H \), and defined as follows in terms of classical entailment \( \models \): i.e. all facts logically following from \( \Phi \).

\[
\Theta \mid O \models H \text{ iff } \Theta \cup H \models O \wedge H \not\models \Theta \cup H \not\models \bot \wedge \neg \exists H' : \text{cl}(H') \subset \text{cl}(H) \wedge \Theta \cup H' \models O
\]

The definition of \( \models \) varies per context, but the above is often encountered [2]. Note that the last clause expresses the minimality of \( H \): there should not exist a hypothesis \( H' \) such that the consequent closure of \( H' \) is a strict subset of that of \( H \), where \( H' \) also accounts for \( O \). Also note that the term ‘theory’ is used without requiring closure under \( \text{cl} \).

An example of abductive explanation is regularly found in literature [2, 15] goes as follows. Let \( \Theta = \{ r \rightarrow w, s \rightarrow w \} \) be a logical theory stating that the grass is wet \( (w) \) both if it rains \( (r) \) and if the sprinklers are on \( (s) \). The grass being wet as such is not accounted for by the theory (i.e. \( \Theta \not\models w \)) but it would be accounted for if it were the case that it rains or that the sprinklers are on, i.e. \( \Theta \cup \{ r \} \cup \{ s \} \models s \). Note, though, that \( \Theta \cup \{ s \} \not\models r \cup s \) under the above definition of \( \models \), because the hypothesis \( r \cup s \) is not minimal. Also note that \( \models \) is nonmonotonic: if it is learned at some point that it rains, such that if \( \Theta' = \Theta \cup \{ r \} \), then it is evident that \( \Theta, \{ w \} \models s \) and \( \Theta \subseteq \Theta' \), but \( \Theta', \{ w \} \not\models s \).

### 3.2 Translating Rules

As stated earlier, we (informally) treat APL rules of the form \( n : \gamma \leftarrow \beta \mid \pi \) as implications \( \gamma, \beta \Rightarrow \pi \) for the sake of employing the classical abductive syllogism. However, this is formally not correct because it need not hold that the agent selects plan \( \pi \) if it has goal \( \gamma \) and belief \( \beta \). The reason for this lies in the fact that rules cannot be fired if the agent has an active plan, even if they are in principle applicable. A more precise implicative treatment of rules of the above form is therefore \( 'n \Rightarrow \gamma, \beta, \pi' \), to be interpreted as stating that the application of the rule implies that the agent has a particular mental state and has selected a particular plan. Thus, ‘mental state abduction’ is better viewed as ‘applied rule abduction’, where the abduced rule implies a particular mental state. A logical description of rules can then be provided that allows for treating mental state abduction as a case of classical abduction, which is done in the present section by formulating a logical theory that describes rule application by the agent in relation to its mental state and behavior. It is noteworthy in this respect that a single rule is accompanied by a single plan, but that a single plan can give rise to multiple observable sequences. Specifically, if a plan gives rise to multiple observable sequences then it also gives rise to multiple computation sequences [14] (although not necessarily vice versa). Let \( CS : \mathcal{L}_n \rightarrow \text{cl}(\mathcal{L}_n) \) be the function that computes computation sequences of plans, and be defined like the function \( OS \) except for

\[
CS(\mathcal{B} \phi?) = \{ \mathcal{B} \phi? \} \\
CS(\mathcal{G} \phi?) = \{ \mathcal{G} \phi? \}
\]

For technical simplicity, and without loss of generality, it is assumed that individual actions in computation sequences are separated by sequential composition (i.e. the symbol ‘\( \cdot \)’) and are therefore in the language \( \mathcal{L}_n \). The translation from APL program to logic uses the following predicates:

- \( \tau(n, c) \): The agent has applied rule with number \( n \) and performs the computation sequence identified by \( c \).
- \( b(\psi) \): The agent’s belief base entails \( \psi \).
- \( g(\psi) \): The agent’s goal base entails \( \psi \).

It is assumed that the background theory \( \Theta \) is a subset of ground predicate logic, and that the predicates \( b/1 \) and \( g/1 \) take as argument the result of a function \( \tau \) defined as follows, where atoms of the set \( \text{Atom} \) are available as constants.

\[
\begin{align*}
\tau(p) = p, \text{ if and only if } p \in \text{Atom} \\
\tau(\neg \phi) = \text{neg}(\tau(\phi)) \\
\tau(\phi \lor \phi') = \text{disj}(\tau(\phi), \tau(\phi')) \\
\tau(\phi \land \phi') = \text{conj}(\tau(\phi), \tau(\phi'))
\end{align*}
\]

The function \( \tau \) thus maps (ground) APL terms from a logical form to a functional representation, which is left as-is for now. At a later point (in Section 5.1) this functional representation is utilized in order to regain the truth function of logical connectives, but up to then it can simply be regarded as a string that points to a particular belief/goal precondition (i.e. \( \pi(\gamma) \) points to \( \gamma \)). It is more convenient, though, to already define and employ the translation now, in order to save space and effort in later sections.

The translation of a set of rules \( \mathcal{R} \) of the form \( n : \gamma \leftarrow \beta \mid \pi \) to a logical theory \( \Theta_\mathcal{R} \) is then given below in Formula 1, where \( \iota \) is a function that assigns a unique numerical identifier to its argument.

\[
\begin{align*}
\forall(n : \gamma \leftarrow \beta \mid \pi) \in \mathcal{R} \forall \pi' \in CS(\pi) : \\
\tau(n, \iota(\pi')) \rightarrow (g(\tau(\gamma)) \land b(\tau(\beta))) \in \Theta_\mathcal{R}
\end{align*}
\]

In order to abduce the applied rule on grounds of observed actions, action observability must be formalized as part of the theory. This is realized using the following predicate:

- \( o(\alpha, n) \): Action \( \alpha \) is observable as the \( n \)th action.

The theory \( \Theta_\mathcal{R} \) relates rule application to action observability, and it should be noted in this respect that the ‘position’ at which an action is observable is reified in instances of the predicate \( o/2 \) which are coupled to rule application by means of the relation expressed below.

\[
\begin{align*}
\forall(n : \gamma \leftarrow \beta \mid \pi) \in \mathcal{R} \forall \pi' \in CS(\pi) : \\
OS(\pi') = \{ \alpha_1 : \cdots : \alpha_m \} \implies \\
\tau(n, \iota(\pi')) \rightarrow (o(\alpha_1, 1) \land \cdots \land o(\alpha_m, m)) \in \Theta_\mathcal{R}
\end{align*}
\]

The set of rules \( \mathcal{R} \) is here assumed to be fixed, and for any action \( \alpha_i \) which is part of some observable sequence, let \( i \in \mathbb{N} \) denote that action’s position in the sequence. The translation of the set of rules \( \mathcal{R} \) into the theory \( \Theta_\mathcal{R} \) then allows for abductively inferring instances of \( \tau/2 \) based on observations, which are defined in the next section.

### 3.3 Observables and Abducibles

The definition of abductive explanation \( \models \) in Section 3.1 does not explicitly specify the domain of the hypothesis \( H \), which is common in treatises concerning logical abduction. However, in computational approaches to abduction the hypotheses are typically restricted to a set of abducibles [15]. This approach is adopted here, and \( ABFD = \{ \tau(n, c) \mid c, n \in \mathbb{N} \wedge c + n \geq 1 \} \) is introduced as the set of abducibles. Furthermore, the set \( OBS = \{ o(\alpha, n) \mid \alpha \in \text{Act} \wedge n \in \mathbb{N} \wedge n \geq 1 \} \) of observables (i.e. possible observations) is introduced, based on the following predicate.
• $s(\alpha, n)$: The action $\alpha$ is seen as the $n$th action.

Because the theory $\Theta_R$ generated from the set $R$ of APL rules, as defined in the previous section, specifies only the actions which are observable (as opposed to actually observed, or seen), a relation is made between observation and observability using the operator $\omega$, defined as follows.

$$\omega(\{s(\alpha, n), \ldots, s(\alpha', n')\}) = o(\alpha, n) \land \ldots \land o(\alpha', n')$$

The rationale behind the $\omega$-operator is that if some actions have been observed then those actions naturally must be observable, and this latter fact can be utilized to abduce, with respect to some $\Theta_R$, the pair of rule and computation sequence (i.e. some instance of $r/2$) which accounts for the observability of those particular actions.\(^1\)

In order to treat mental state abduction (Section 2.2) as a case of classical abduction, some further refinements to the background theory must be made. This is illustrated with the following example, in which the set of APL rules $R = \{1 : p \leftarrow p' \mid a; b, 2 : q \leftarrow q' \mid c; d\}$ and theory $\Theta_R$ is as follows, based on Formulae 1 and 2.

$$\Theta_R = \{r(1,1) \rightarrow (g(p) \land b(p')), r(2,2) \rightarrow (g(q) \land b(q'))
, r(1,1) \rightarrow (o(a,1) \land o(b,2)), r(2,2) \rightarrow (o(c,1) \land o(d,2))\}$$

Observe that for observation $O = \{s(b,2) \land s(d,2)\}$ holds $\Theta_R, \omega(O) \models \{r(1,1), r(2,2)\}$, such that application of both rules 1 and 2 and execution of two computation sequences of the corresponding plans is the minimal explanation for this observation. This $O$ states different actions to be observed as the second action, whereas our assumption is that observation is sequential such that only a single observation can occur at any moment. For this reason some restrictions are imposed on any actual observation $O \subseteq OBS$, as follows.

$$\forall n \in \mathbb{N} : \forall \alpha \in \text{Act} :\{\forall m: (\gamma \leftarrow \beta' \mid \pi'), (n : \gamma' \leftarrow \beta' \mid \pi') \in R \forall i \in \{i : \pi' \in CS(\pi), j \in \{i : \pi'' \in CS(\pi') : (m \neq n) \Rightarrow (r(m, j) \cap r(n, j)) \in \Theta_R \}
(i \neq j) \Rightarrow (r(m, j) \land r(n, j)) \in \Theta_R \}$$

Given the above, the following holds.

**Theorem 1.** Let $R$ be a set of APL rules, theory $\Theta_R$ the smallest set closed under Formulae 1, 2, and 4. Then $\forall H \subseteq ABD : \Theta_R, \omega(O) \models H \Rightarrow H$ is a singleton (set).

**Proof.** Consider any two distinct $h', h \in ABD$, and let $H \subseteq ABD$ such that $\Theta_R, \omega(O) \models H$. If $\{h', h\} \subseteq H$ but $\neg (h \leftarrow \psi) \in \Theta_R$ then $\neg (h \leftarrow \psi) \in \Theta_R, \omega(O) \not\models H$ because $H$ is not minimal. If $\neg (h \leftarrow \psi) \in \Theta_R$ and $\neg (h \leftarrow \psi) \in \Theta_R$ then $\neg (h \land h') \in \Theta_R$ and for any $H$ such that $\Theta_R \cup H = \bot$. Thus, $H$ cannot contain two distinct elements and must be a singleton $H = \{h\}$ for some $h \in ABD$. \(\square\)

### 3.4 Proof of Correspondence

In this section correspondence is shown between the functional approach of mental state abduction by means of $msa_R$, as restated in the previous section, and the classical abductive approach based on the theory $\Theta_R$, as put forward in the current section.

**Theorem 2.** Let $R$ be a set of APL rules, and theory $\Theta_R$ the smallest set closed under Formulae 1, 2, and 4. Then, given $l = \{\alpha(1), \ldots, \alpha(n)\}$ if $\delta = \alpha_1 \land \ldots \land \alpha_n$, $\forall \delta \in \Delta \forall \gamma, \beta \in \Theta_R \models H \Leftrightarrow \Theta_R, \omega(\delta) \models H$.\(^2\)

**Proof.** Choose any $\delta \in \Delta$ and $\gamma, \beta \in \Theta_R$, and note that $\exists i : \gamma \leftarrow \beta \mid \pi \in \Theta_R$. Let $\gamma, \beta \in OBS(\pi)$: $\delta \models \exists \gamma, \beta$ must hold. Choose such $i : \gamma \leftarrow \beta \mid \pi$ and let $\delta = \alpha_1 \land \ldots \land \alpha_n$, so that $\exists (r(i, j) \rightarrow o(\alpha_1, 1) \land \ldots \land o(\alpha_n, n)) \in \Theta_R$ on grounds of Formula 2. Let $\delta = \alpha_1 \land \ldots \land \alpha_n$ and note that $\exists o(\alpha_1, 1) \land \ldots \land o(\alpha_n, n) \rightarrow \omega(\delta)$, so $\Theta_R \cup \{r(i, j)\} \models \omega(\delta)$. Thus $\Theta_R, \omega(\delta) \models \{r(i, j)\}$, observing that the requirements of $\models$ are met and $\{r(i, j)\} \subseteq ABD$. On grounds of Formula 1 holds $\exists (r(i, j) \rightarrow g(\tau(\gamma) \land b(\delta))) \in \Theta_R$, such that $\Theta_R \cup \{r(i, j)\} \models g(\tau(\gamma) \land b(\delta))$.

\(\Leftarrow\) Take some $\delta \in \Delta$ and assume $\exists l \subseteq ABD : \exists \gamma, \beta \in l : \Theta_R, \omega(\delta) \models H$ and $\forall \gamma, \beta \in l : \Theta_R, \omega(\delta) \not\models H$. It has been proven in Theorem 1 that $H$ must be a singleton, say $H = \{r(i, j)\}$ for some $i, j \geq 1$. Then $\exists (r(i, j) \rightarrow g(\tau(\gamma) \land b(\delta))) \in \Theta_R$ such that $\exists (i : \gamma \leftarrow \beta \mid \pi)$, because $\Theta_R$ is the smallest set closed under Formulae 1, 2, and 4. Because it is given that $\Theta_R, \omega(l) \models \{r(i, j)\}$ it must be the case that $\exists (r(i, j) \rightarrow \psi) \in \Theta_R$ such that $\psi \models \omega(l)$. Let $\psi = o(\alpha_1, 1) \land \ldots \land o(\alpha_n, n)$, and observe that $\exists \pi' \in CS(\pi) : i(\pi') = j$ such that $OS(\pi') = \{\alpha_1 \land \ldots \land \alpha_n\}$ must then be the case. Let $\delta = \alpha_1 \land \ldots \land \alpha_n$ with $m \leq n$, such that $\omega(l) = o(\alpha_1, 1) \land \ldots \land o(\alpha_n, m)$ and, because any output of the function $l$ respects the constraint of Formula 3, it holds that $\delta \models \alpha_1 \land \ldots \land \alpha_n$. If that is the case, then $\Theta_R \models \tau(\gamma, \beta) \models l$. \(\square\)

### 4. IMPLEMENTATION

This section presents the implementation of a logical program, based on the logical theory presented in Section 3, assuming use of the grounder LPARSE [22] and the solver CLASP [11], winner of several recent competitions.

---

\(^1\) An interesting insight, provided by the effort to reformulate mental state abduction as a case of classical abduction, is that mental states can be treated as observables, on par with actions. In the case where actions are the observable input to abductive explanation, rules are abduced which account for those actions. Given an input of a mental state as observable — on grounds of the agent communicating its goals and/or beliefs to the observer, for example — rules are abduced which could be applied by the agent given that particular mental state. And, taking this train of thought yet a station further, nothing withstands having both actions and beliefs/goals as observable input, such that abduction of rules which account for the observed actions, given that particular (fragment of the) agent’s mental state, occurs.
4.1 Answer Set Programming

ASP (answer set programming, or Answer Set Prolog [12]) is a logic programming language with answer set semantics, whose main programming construct are rules of the form

\[ l_i : l_{i+1}, \ldots, l_j, \text{not } l_{j+1}, \ldots, \text{not } l_k. \]

\[ m\{l_1, \ldots, l_i\}n = l_{i+1}, \ldots, l_j, \text{not } l_{j+1}, \ldots, \text{not } l_k. \]

where each \( l \) denotes a literal (i.e., an atom or its strong negation), \( l_i \) or \( m\{l_1, \ldots, l_i\}m \) is the head and \( l_{i+1}, \ldots, \text{not } l_k \) the body of the rule. Negation in literals \(-p\) is referred to as strong negation, and negation in extended literals \( \text{not } l \) as default negation. Rules of the above form can be interpreted (informally) as stating that the head should be satisfied if the body is, where the head is either a single literal or a choice literal of the form \( m\{l_1, \ldots, l_i\}n \) stating that a minimum of \( m \) and maximum of \( n \) literals of \( \{l_1, \ldots, l_i\} \) should be in candidate answer sets if the body of the rule is satisfied [22]. If the head of a rule is omitted then it is a constraint rule, which (informally) states that a candidate answer set which satisfies the body should be discarded. A rule with an empty body is called a fact and is always satisfied.

The crux of ASP semantics is the generation of minimal sets that satisfy a program [12]; cf. the minimality criterion in the definition of \( \approx \). Essentially, those sets are models of the logic program, and if every answer set of a program \( \mathcal{P} \) satisfies some \( \phi \) it is written \( \mathcal{P} \models \phi \). The above introduction to ASP is, by necessity, incomplete and superficial. However, literature abounds with practical and theoretical expositions on ASP: a concise and recent overview with pointers to further reading is given by Gelfond [12].

4.2 From Theory to Program

The logical theory \( \Theta_R \) presented in Section 3 can be translated to a logic program quite straightforwardly. First of all, implications occurring in the theory are translated as choice rules, stating that each of the conjointed literals in the consequent of the implication should be in the answer set if the antecedent is. Translation to the program \( \mathcal{P}_R \) is then as follows, where \( \Theta_R \) is a theory based on some set of rules \( \mathcal{R} \), i.e. the smallest set closed under Formulae 1, 2, and 4.

\[ \phi \Rightarrow (\psi_1 \wedge \ldots \wedge \psi_n) \in \Theta_R \implies \]

\[ n\{\psi_1, \ldots, \psi_n\}m = \neg \phi \in \mathcal{P}_R \]  

The translation on grounds of Formula 5 is illustrated below, given \( \mathcal{R} = \{1 : p \leftarrow p' \mid a \in b \text{;} \quad 2 : q \leftarrow q' \mid c \in d \} \) and \( \Theta_R \) as in Section 3.3, such that program \( \mathcal{P}_R \) is as follows.

\[ 2\{g(p), b(p')\}2 = \neg r(1, 1). \]

\[ 2\{o(a, 1), o(b, 2)\}2 = \neg r(1, 1). \]

\[ 2\{g(q), b(q')\}2 = \neg r(2, 2). \]

\[ 2\{o(c, 1), o(d, 2)\}2 = \neg r(2, 2). \]

This program as such does not yet implement mental state abduction under complete observation, though, because there is neither mention of abducibles nor of observables.

4.2.1 Abducibles

In contrast to Section 3, which takes a constructive approach in the sense that a hypothesis \( H \) is abduced if it meets the requirements of the relation \( \approx \), the implementation takes a deconstructive approach in the sense that each hypothesis is considered as possible explanation and ruled out if it does not meet those requirements. Consideration of abducibles as possible explanations is reflected in program \( \mathcal{P}_R \) by the following relation with the theory \( \Theta_R \).

\[ \Theta_R = \{r(m, i) \rightarrow \psi, \ldots, r(n, j) \rightarrow \psi', \}

\[ \neg (r(m, i) \wedge r(n, j)) \ldots \}

\[ \implies 1\{r(m, i), \ldots, r(n, j)\}1 \in \mathcal{P}_R \]  

Informally, this means that single distinct instances of \( \Pi/2 \) are considered as explanations. Theorem 1 shows that an abducted explanation \( H \) must be a singleton subset of the abducibles \( \mathcal{ABD} \) because of the constraint of Formula 4, which is reflected in the numerical bounds on the choice literal \( 1\{r(m, i), \ldots, r(n, j)\}1 \) stating that only a single instance of \( \Pi/2 \) is considered as explanation. The condition under which some candidate answer sets are discarded is implemented in the following section in relation to observables.

4.2.2 Observables

The translation from theory to program discussed in the previous section shows that instances of \( \Pi/2 \) are entailed on grounds of instances of \( \Pi/2 \). In Section 3.3 it was explained how abduction takes place on grounds of a set \( O \subseteq \mathcal{OBS} \) of observations, respecting the constraints of Formula 3. The predicate \( \Pi/2 \) was defined to denote observed (seen) actions, and instances of this predicate are assumed to be facts in the answer set. This is achieved in relation to observations as follows, where \( \mathcal{P}_R \) is the program derived from theory \( \Theta_R \) (the smallest set closed under Formulae 1, 2 and 4 in relation to a set of APL rules \( \mathcal{R} \)), and \( O \subseteq \mathcal{OBS} \) is an observation respecting the constraint of Formula 3.

\[ \forall s(\alpha, n) \in O : \quad s(\alpha, n, \in \mathcal{P}_R \]  

Note that the constraints of Formula 3 could be implemented as constraints in the answer set program as well, but that this is unnecessary if instances of \( \Pi/2 \) are derived from \( O \).

As said, the implementation presented in this paper takes a deconstructive approach by ruling out invalid candidate answer sets. Elimination of candidate answer sets takes place on grounds of the single following constraint, which expresses that a candidate answer set with one or more actions that have been seen but are not deemed observable at that particular step, should be discarded.

\[ : \neg s(A, T), \text{not } o(A, T). \]  

In Section 3.3 the function \( \omega \) was defined to consider observed actions in terms of their observability for the sake of abduction; in effect, Formula 8 is the (deconstructive) counterpart of that function.

**THEOREM 3.** Let \( \mathcal{R} \) be a set of APL rules, \( \Theta_R \) the smallest set closed under Formulae 1, 2, and 4, \( O \subseteq \mathcal{OBS} \) a non-empty observation, and program \( \mathcal{P}_R \) as derived from \( \Theta_R \) and \( O \) with Formulae 5, 6, 7, and 8. Then

\[ \forall H \subseteq \mathcal{ABD} : \quad (\Theta_R, \omega(O) \approx H) \iff \]

\[ \mathcal{P}_R \] has an answer set \( S \), such that \( S \models \bigwedge H \wedge \bigwedge O \]  

**Proof.** (\( \Rightarrow \)) Assume the antecedent to be the case, and observe that for each possibly abducible \( H \) a candidate answer set exists on grounds of Formula 6. Let \( H = \{h\} \), and note that if \( \Theta_R, \omega(O) \approx H \) then \( \exists (h \rightarrow \psi) \in \Theta_R \) such that
ψ → ω(O). Note that, on grounds of Formula 5, ψ is represented in the candidate answer set S for which ⋀{h} ∈ S, and, since ψ → ω(O), that Formula 8 does not rule out S, which means that S is a valid answer set of PR.

Assume the antecedent to be the case, and note that, on grounds of Formula 6, a single h ∈ ABD is in the answer set S. Because S is not ruled out on grounds of Formula 8, it holds that this constraint does not apply. Thus, if O = {s(a₁,1), ..., s(aₙ, m)}, then on grounds of Formula 5 holds ∃{n(o(a₁,1), ..., o(aₙ, n))} h. In that case, then (h → o(a₁,1), ..., o(aₙ, n)) ∈ \(\Theta_R\) must hold, and \(\Theta_R, ω(O) \equiv \{h\}\).

**Corollary 1.** Given the conditions of Theorems 3,

\[\forall H \subseteq ABD \forall φ, φ' \in L_0 : \]
\[\left(\Theta_R, ω(O) \equiv H & \Theta_R \cup H \models g(τ(φ)) \land b(τ(φ'))\right) \iff \]
\[PR has an answer set S, s.t. S \models g(τ(φ)) \land b(τ(φ'))\]

**Proof Sketch.** Observe that \(H\) entails a single instance of b/1 and g/1 in both \(\Theta_R\) and S (also cf. Theorem 3).

**Corollary 2.**

\[\forall δ ∈ L_Δ \gamma, β \in L_0 : \]
\[∃(γ, β) \in msar(δ) \iff PR has an answer set S, s.t. S \models g(τ(γ)) \land b(τ(β))\]

**Proof.** From Theorems 2 and 3, and Corollary 1.

5. **ASCRITION OF MENTAL STATES**

This section builds upon previous sections, focusing on ascription of particular goals and beliefs.

5.1 **Ascription of Rule Preconditions**

In Section 3.2 the function \(τ\) was defined to translate APL terms — consisting of atoms composed by means of conjunction, disjunction, or negation — to a logical theory. Terms were translated to a functional representation, and given as arguments to predicates g/1 and b/1. The truth conditions of those connectives are lost in this translation, but they can be regained by decomposition of the functional arguments to constants, as shown below. It should hereby be noted that the LPARSE grounder requires particular syntactic conditions to hold with respect to the program, such that recursion cannot be used the same way as in, say, Prolog; for our implementation this means that decomposition must be specified for each level of nesting. This is not problematic, though, since the translation derives from some fixed set of APL rules for which the maximum level of nesting is known. Below are the ASP rules for decomposition of conj/2 and disj/2 based on the semantics of \(\land\) and \(\lor\), as well as elimination of double negation and DeMorgan’s laws.

It is here assumed that the predicate form/1 denotes that its argument is a valid formula, and it should be noted that the definition below is given for b/1 but is likewise for g/1.

\[1\{b(F₁), b(F₂)\}2 : = \text{form}(F₁, F₂), b(\text{disj}(F₁, F₂)).\]
\[2\{b(F₁), b(F₂)\}2 : = \text{form}(F₁, F₂), b(\text{conj}(F₁, F₂)).\]
\[b(F) : = \text{form}(F), b(\text{neg}(\text{neg}(F))).\]
\[b(\text{disj}(\text{neg}(F₁), \text{neg}(F₂))) : = \text{form}(F₁, F₂), b(\text{neg}(\text{conj}(F₁, F₂))).\]
\[b(\text{conj}(\text{neg}(F₁), \text{neg}(F₂))) : = \text{form}(F₁, F₂), b(\text{neg}(\text{disj}(F₁, F₂))).\]

As expected, in case of conjunction of two formulae, both conjuncts should be satisfied. The logical connective \(\lor\) means that either or both of two disjuncts should be satisfied; this interpretation is adhered to here in decomposition of disj. If a criterion of minimality is maintained then it could alternatively be stated that either single disjunct must be satisfied in order for the disjunction to be satisfied (i.e. \(1\{\ldots\}\)).

It is recognized in the literature that a drawback of ASP is that it is not well suited for reasoning with complex logical formulae [12]. The approach sketched above is therefore not computationally efficient if APL terms are complex, but because having single instances of b/1 and g/1 that point to particular \(β\) and \(γ\) does allow for straightforward proofs in preceding sections, this approach is preferred for technical simplicity. An alternative approach, left unexplored here because of lack of space, is to perform translation of compound formulae outside of ASP by bringing APL terms to a normal form and translating this directly to ASP representation.

5.1.1 **Negation**

In translation of negated atoms it should be noted that answer set programming offers two kinds of negation: default negation and strong (or classical) negation [12]. In principle, both can be used for interpretation of the function symbol \(\text{neg}\) where it pertains to constants. The informal semantics of default negation of \(p\) are that \(\text{not } p\) is the case in absence of the atom \(p\), whereas strong negation of \(p\) holds true only if the literal \(\neg p\) is in the answer set. Because presence of \(\text{b(neg}(F))\) or \(\text{g(neg}(F))\), for some constant \(F\), in the answer set occurs on grounds of evidence (observed actions), the use of strong negation is warranted for expressing that \(F\) known not to be in the agent’s belief/goal base; even if APL utilizes negation-as-failure (cf. [9]). Since ultimately our interest is in facts which are, or are not, ascribed to the agent as goals or beliefs, the predicates bel/1 and goal/1 are introduced which in contrast to b/1 and g/1 accept only fluents as argument (the term ‘fluent’ is preferred over ‘constant’ because valuation is fixed using these predicates).

\[\text{bel}(F) : = \text{fluent}(F), b(F)\].
\[-\text{bel}(F) : = \text{fluent}(F), b(\text{neg}(F)).\]

Similarly, goal/1 is defined in relation to g/1. Thus, observed actions warrant ascription of some fact not being the agent’s goal or belief, opposed to warranting mere absence of ascription that it is. The predicates bel/1 and goal/1 denote fluents being (or, if negated, being not) the observed agent’s belief or goal, respectively.

5.2 **Plan-Based Ascription**

The function \(CS\) was mentioned in Section 3.2, and defined to generate computation sequences and preserve test actions (as opposed to OS). Knowledge of successful test actions gives information about the agent’s mental state, which can be informally characterized as follows: if the agent is presumed to have applied some rule and is observed to perform some action, then if that observed action is preceded by a test action, this test must have been successful.

Incorporating presumption of successful test actions into ascription requires a notion of dynamics, because tests are performed in a state which may change as a result of actions. Consider, by means of example, a plan that states that if a certain device is believed to be on, then it should be switched off. The test which succeeds before the action of
switc...h might not succeed after performing the action. For this reason a state argument is added to the
predicates \( b/1 \) and \( g/1 \). It should be noted in this regard that all occurrences of \( b/1 \) and \( g/1 \) in Section 4 pertain to the
abduced preconditions of the observed agent’s rule, such that those hold in the state preceding all observed actions.
This state is given the number 0, such that all \( b(F) \) and
\( g(F) \) in Section 4 are extended to \( b(F,0) \) and \( g(F,0) \).

The expressions in Formula 9 and 10 describe general rela-
tions, such that occurrences of \( b/1 \) and \( g/1 \) (and, corre-
spondingly, of \( \text{bel}/1 \) and \( \text{goal}/1 \)) in those expressions can
simply be extended with a state variable \( S \), in regard to which
the predicate \( st/1 \) is defined to refer to valid states.
Instances of this predicate can be derived from \( \sigma/2 \) by means
of rules, or specified as facts. For example, in Formula 10
\( \text{bel}(F, S) : \neg \text{fluent}(F), \text{st}(S), b(F, S) \).

The above formulation employing a state argument is strongly
reminiscent of the situation calculus [20], the main difference
being that \( \text{bel}/2 \) and \( \text{goal}/2 \) refer to fluents ascribed as belief or goal to an observed agent, whereas in approaches
based on the situation calculus the predicate \( \text{holds}/2 \) refers
to an agent’s own beliefs about its environment.

Ascription on grounds of computation sequences is then
implemented as in Formula 11, which captures the informal
notion mentioned in the first paragraph of this section and
extends it to observed sequences.

\[
\forall (n : \gamma < \beta | \pi) \in R
\forall \alpha_1, \ldots, \alpha_n, \phi_1, \ldots, \phi_k, \pi' \in L_{\Omega}:
\left[ (\pi' \in CS(\pi) & \& \text{OS}(\pi') = \{ \alpha_1, \ldots, \alpha_n \} & \&
\pi' = \ldots : \alpha_{i-1}; \phi_1; \ldots; \phi_k; \alpha_{i+1} : \ldots \Rightarrow
(\{ k \{ \tau'(\phi_1, i-1), \ldots, \tau'(\phi_k, i-1) \} k : = \right.
\left. r(n, i(\pi')), s(\alpha_1, i), \ldots, s(\alpha_{i}, i), \ldots \in \mathcal{P}_R \right]
\]

The function \( \tau' \) is required because plans, as defined in Section 2.1, contain test actions on expressions \( \phi \in L_{\Omega} \) prefixed by either \( B \) or \( G \). A test action \( B \phi/2 \) is evaluated with
respect to the agent’s beliefs and \( G \phi/2 \) with respect to its
goals, and such tests can be understood as belief/goal intro-
spection. Translation through \( \tau' \) is therefore as follows.

\[
\tau'(B \phi, n) = b(\tau(\phi), n) \quad \tau'(G \phi, n) = g(\tau(\phi), n)
\]

This approach has the following useful property.

**Proposition 1** (Proven for \( B \), likewise for \( G \)).

Computational sequences with mutually inconsistent tests on
conjoined literals give rise to inconsistent answer sets.

**Proof.** Given \( L = \{ \neg, \neg \neg p | p \in \text{Atom} \} \), let \( \phi = \bigwedge \Psi \), \( \psi = \bigvee \Psi \) for some \( \Phi, \Psi \subseteq \text{Lit} \). Furthermore let \((n : \gamma < \beta | \pi) \in R
be such that \( \pi' = \ldots : \alpha_{i-1}; \phi_1; \ldots; \phi_k; \alpha_{i+1} : \ldots \in CS(\pi), \)
where \( i(\pi') = c \). Assume that \( \{ \phi, \psi \} \vdash \perp \), such that for
some \( q \in \text{Lit} \) holds \( \phi \rightarrow q \) and \( \psi \rightarrow \neg q \), and observe that on
grounds of Formulas 9, 10, and 11 it holds that every
answer set satisfying \( r(n, c) \) and \( s(\alpha_1, 1), \ldots, s(\alpha_i, i) \)
must satisfy \( \text{bel}(q, i-1) \) and \( \neg \text{bel}(q, i-1) \), and be inconsistent. \( \square \)

Proposition 1 states that the observer program which
incorporates inference on grounds of presumed test actions, along
the lines of Formula 11, reflects the fact that observed actions
could not have been generated by a sequence which has
unsatisfiable tests preceding those actions.

6. EXAMPLE

Throughout this paper short examples have been used to
illustrate certain sections. In this section a more elabor-
ate example is given, which has been implemented based
on the approach presented in this paper using the grounder
LParse [22] and the solver Clasp [11]. The example imple-
ments a (fictional) virtual character from a life-simulation
game like The Sims which has the following two rules, in the
APL syntax of Section 2.1.

\[
\begin{align*}
\text{seen_movie} & \leftarrow \text{playing_movie} | \text{enter_mall} ; \text{if} (\text{not have_cash}) \text{then } \text{withdraw_cash} \text{ else skip } ; \text{watch_movie} \;
\text{have_book} & \leftarrow \text{good_book} \text{ or not } \text{playing_movie} | \text{enter_mall} ; \text{if} (\text{not have_cash}) \text{then } \text{withdraw_cash} \text{ else skip } ; \text{buy_book} \\
\end{align*}
\]

Based on the approach sketched in this paper, those rules
give rise to the following fragment of the answer set program
\( \mathcal{P}_R \) of the observer in relation to Formulas 5, 6, and 8;
abbreviations should be evident.

\[
\begin{align*}
2\{g(s.m.0), b(p.m.0)\} & : - r(1,1) \\
2\{g(s.m.0), b(p.m.0)\} & : - r(1,2) \\
3\{o(e.m.1), o(v.c.2), o(v.m.3)\} & : - r(1,1) \\
2\{o(e.m.1), o(v.m.2)\} & : - r(1,2) \\
2\{g(h.b.0), b(disj(g.b.neg(p.m))\} & : - r(2,3) \\
2\{g(h.b.0), b(disj(g.b.neg(p.m))\} & : - r(2,4) \\
3\{o(e.m.1), o(v.c.2), o(b.b.3)\} & : - r(2,3) \\
2\{o(e.m.1), o(b.b.2)\} & : - r(2,4) \\
1\{r(1,1), r(1,2), r(2,3), r(2,4)\} & : - s(A,T), \text{not o(A,T).}
\end{align*}
\]

Based on Formula 11, the rest of the program is as follows.

\[
\begin{align*}
1\{b(neg(h.c), 1)\} & : - r(1,1), s(e.m.1), s(w.c.2) \\
1\{b(h.c.1)\} & : - r(1,2), s(e.m.1), s(v.m.2) \\
1\{b(neg(h.c), 1)\} & : - r(2,3), s(e.m.1), s(w.c.2) \\
1\{b(h.c.1)\} & : - r(2,4), s(e.m.1), s(b.b.2) \\
\end{align*}
\]

Let \( \mathcal{P}' = \mathcal{P} \cup \{s(e.m.1)\} \). Focusing on the predicates \( \text{bel}/2 \)
and \( \text{goal}/2 \), note that the program \( \mathcal{P}' \) has answer sets with
\( S = \{ \text{goal}(s.m.0), \text{bel}(p.m.0) \} \) on grounds of explanations
\( r(1,1) \) and \( r(1,2) \), and \( S' = \{ \text{goal}(h.b.0), \text{bel}(g.b.0) \} \), \( S'' = \{ \text{goal}(h.b.0), \neg \text{bel}(p.m.0) \} \), as well as \( S' \cup S'' \) on
grounds of \( r(2,3) \) and \( r(2,4) \). Now let \( \mathcal{P}'' = \mathcal{P}' \cup \{s(w.m.2)\} \) and
observe that \( \mathcal{P}'' \models \text{goal}(s.m.0) \land \text{bel}(p.m.0) \land \text{bel}(h.c.1) \)
because \( \mathcal{P}'' \models r(1, 2) \). The example thus illustrates the theory
of preceding sections in relation to specific atoms being
asscribed as (not) the agent’s belief/goal, and shows conclu-
siveness of the observer after observation of two actions.

7. RELATED WORK

The approach presented in this paper can be categorized
in the area of plan/intention recognition. Although this tradi-
tionally has been an active area of A.I. research, there has
been little work specific to agent programming. An excep-
tion is that of Gouliaeva & Lespérance [13], who present a
formal model meant for inclusion in the ConGolog program-
ing language, which is based on the situation calculus. The
approach focuses on the procedural aspect of incrementally
matching observed behavior to an annotated library of plans.
An important difference with the work in this paper is the fact that our approach uses a general logical abstraction of plans and it is therefore not restricted to a particular agent programming language, except for the fact that it supposes the availability of an ASP interpreter. Furthermore, our work utilizes a mature automated (nonmonotonic) reasoning paradigm, and, last but not least, it is difficult to see how the work of Goultiaeva & Lеспérandre could extend to incomplete observation (i.e. missing actions), whereas our work is founded on an approach that handles this case. Of further interest is the work of Baral et al. [4] because it uses ASP to model agents knowledge about others’ knowledge, albeit using a radically different approach. Apart from logic-based approaches such as the above, there exists a multitude of statistical approaches (see [7]), including some in the same domain. Such approaches require significant amounts of runtime data as input, though, and are not BDI-specific.

8. CONCLUSION AND FUTURE RESEARCH

This paper presents an answer set programming implementation of mental state ascription based on observed primitive actions of a BDI-based agent. The approach is based on earlier work ([21], cf. Section 2.2), which is reformulated here in terms of abduction in classical logical in Section 3. This logical theory gives rise to an implementation in Section 4 which utilizes the suitability of ASP for nonmonotonic reasoning, and is expanded in Section 5 to incorporate ascription based on test actions the observed agent can be presumed to have performed, hereby employing concepts of the situation calculus. Formal proof is given of useful and interesting properties of our approach.

It should be noted that for space and simplicity the implementation presented here assumes complete observation, meaning that all of the agent’s actions are observed. In [21] we also formalized incomplete observation by means of additional structural relations which allow ‘gaps’ to occur in matching observed to observable sequences. By implementing those relations our implementation can be generalized to cases of incomplete observation as well. Future research can furthermore focus on exploring the relation with the situation calculus, as indicated in Section 5.2, which would furthermore open up possibilities for implementation of an agent that reasons about its own environment and mental state in relation to that ascribed to others. Existing work on ASP for dynamic domains can then be of use [12]. Furthermore, prediction of agents’ actions can be considered, and, last but not least, investigating the practice of integrating logic programming interpreters into demanding applications such as games is mandatory for (industrial) deployment.
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ABSTRACT
Given the preferences of several agents over a common set of candidates, voting trees can be used to select a candidate (the winner) by a sequence of pairwise competitions modelled by a binary tree (the agenda). The majority graph compactly represents the preferences of the agents and provides enough information to compute the winner. When some preferences are missing, there are various notions of winners, such as the possible winners (that is, winners in at least one completion) or the necessary winners (that is, winners in all completions). In this generalized scenario, we show that using the majority graph to compute winners is not correct, since it may declare as winners candidates that are not so. Nonetheless, the majority graph can be used to compute efficiently an upper or lower approximation of the correct set of winners.
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I.2.11 [Computing methodologies]: Artificial Intelligence—Distributed Artificial Intelligence

General Terms
Algorithms, Theory
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1. INTRODUCTION
Voting is a simple and natural mechanism to aggregate the preferences of multiple agents. Results like those of Gibbard and Satterthwaite demonstrate that, under weak assumptions like an election of more than two candidates, no voting rule is ideal. Many different voting rules, with different properties, have therefore been proposed. Voting trees are a general method that can implement many such rules [2]. A voting tree is a binary tree (called the agenda) where the leaves are labelled with the candidates in the election, the internal nodes are labelled with the winner of the pairwise comparison between the children, and the root wins the overall election. Voting trees can implement, for example, any voting rule over three candidates [3]. Voting trees have therefore been studied as a general, abstract model for decision-making among multiple agents (see, for example, [10, 9, 11]).

In practice, we often want to make decisions despite the presence of uncertainty. Uncertainty can come in different forms. There may be uncertainty about the votes [4, 12, 1, 13]. We may, for example, have only partially elicited preferences, or we may only have partial knowledge about the votes of other agents. There may also be uncertainty about the voting rule itself. For instance, with voting trees, there may be uncertainty about the agenda [7]. This may be because the agenda is not yet fixed (for example, the agenda is to be chosen at a later date by means of a random draw as in the World Cup), or the agenda is not announced in advance (to impede manipulation), or the chair may still be in a position to change the agenda (in order to manipulate the result). We are therefore interested in computing the results of an election with a voting tree where there is uncertainty in the vote and/or in the voting tree.

When some preferences are missing, there are various notions of winners, such as the possible winners (that is, winners in at least one completion) or the necessary winners (that is, winners in all completions) [4]. When computing possible and necessary winners, we can work from the incomplete votes or the majority graph. The majority graph summarizes the votes in the form of a directed graph where there is a directed arc between two candidates iff a majority of the agents prefer the first candidate over the second. We may, for example, have only partially elicited preferences, or we may only have partial knowledge about the votes of other agents. There may also be uncertainty about the agenda [7]. This may be because the agenda is not yet fixed (for example, the agenda is to be chosen at a later date by means of a random draw as in the World Cup), or the agenda is not announced in advance (to impede manipulation), or the chair may still be in a position to change the agenda (in order to manipulate the result). We are therefore interested in computing the results of an election with a voting tree where there is uncertainty in the vote and/or in the voting tree.

When some preferences are missing, there are various notions of winners, such as the possible winners (that is, winners in at least one completion) or the necessary winners (that is, winners in all completions) [4]. When computing possible and necessary winners, we can work from the incomplete votes or the majority graph. The majority graph summarizes the votes in the form of a directed graph where there is a directed arc between two candidates iff a majority of the agents prefer the first candidate over the second. We can also consider whether the agenda is fixed or unknown. Previously, Lang et al. [5] studied the problem of computing possible and necessary winners from the majority graph. In [8], Pini et al. compared these results to the problem of computing possible and necessary winners from incomplete profiles. However, this work left open several important relationships between the different types of winners, which we close here.

To be precise, we consider all notions of winners in the setting of incomplete preferences or uncertain agenda (possible Condorcet, necessary Condorcet, possible Schwartz, necessary Schwartz, possible, and necessary winners) and study
whether each of these sets of winners is computable by just looking at the majority graph, without having to consider the whole profile. In other words, we study if the set of winners computed from the majority graph coincides with that computed from the profile. The reason to do this is that computing winners from the majority graph takes polynomial time, even when there are exponential many completions.

For some notions of winners, the literature already tells us if the two sets coincide or not [8]. In fact, we know that, when considering simple voting trees (that is, agendas where each candidate appears exactly once as a leaf), possible Condorcet winners and necessary Condorcet winners can be safely computed from the majority graph, while this is not so for possible Schwartz winners. We first close all open questions about simple voting trees, showing that unfortunately equality does not hold in general for all remaining notions of winners. We then examine the more general setting of voting trees, where we show that the results for simple voting trees are maintained. This means that, both in simple voting trees and in general voting trees, reasoning with the majority graph always produces correct results only when we look for possible and necessary Condorcet winners. When we aim to find other kinds of winners, working with the majority graph gives an upper or lower approximation of the correct set of winners. The situation is even worse for voting trees, since some polynomial algorithms that correctly return winners from the majority graph in the simple voting tree setting do not work well for voting trees, since they may return incorrect responses also w.r.t. the majority graph-based notion of winners. However, what they return is still a lower or upper approximation of the correct set of winners.

2. BASIC NOTIONS

We now give the basic notions for (simple) voting trees [5, 8, 6].

2.1 Preferences, profiles, and majority graphs

We assume that each agent's preferences are specified by a strict total order (TO), that is, by an asymmetric, transitive and complete order, on a set of m candidates. The candidates are taken from a set Ω, and they represent the possible options over which agents vote.

A profile P on Ω is a collection of n strict total orders over Ω, i.e., \( P = (P_1, \ldots, P_n) \), where \( P_i \) is the preference relation of agent \( i \). An incomplete preference relation > on Ω is a strict order on Ω, that is, a transitive and irreflexive relation on Ω. An incomplete profile on Ω is a collection \( P = (P_1, \ldots, P_n) \) of incomplete preference relations on Ω.

Let \( P' = (P_1, \ldots, P_m) \) be an incomplete profile over a set of candidates \( \Omega \), a completion \( R \) of \( P \) is a tuple \( (R_1, \ldots, R_m) \) such that every \( R_i \) is a strict total order on \( \Omega \) containing \( P_i \). For simplicity, we assume that the number of the agents is odd.

Given an (incomplete) profile \( P \), the majority graph \( M(P) \) induced by \( P \) is the directed graph whose set of vertices is \( \Omega \), and where an edge from \( A \) to \( B \) (denoted by \( A >_P B \)) denotes a strict majority of voters who prefer \( A \) to \( B \). A majority graph is said to be complete if, for any two vertices, there is a directed edge between them, and fully incomplete if there are no edges. Also, if \( M(P) \) is incomplete, the set of all complete majority graphs extending \( M(P) \) corresponds to a (possibly proper) superset of the set of complete majority graphs induced by all possible completions of \( P \).

2.2 Voting trees

Given a set of candidates, the simple voting tree rule (resp., voting tree rule) is defined by a binary tree with one candidate per leaf. Each candidate appears exactly once in the leaves (resp., each candidate may appear more than once in the leaves). Each internal node represents the candidate that wins the pairwise election between the node’s children. The winner of every pairwise election is computed by the majority rule, where \( A \) beats \( B \) if there is a majority of votes stating \( A > B \). The candidate at the root of the tree is the overall winner. Given a complete profile, candidates which win for every (simple) voting tree are called Condorcet winners and candidates which win for at least one (simple) voting tree are called Schwartz winners.

2.3 Notions of winners

Various kinds of winners have been defined from incomplete profiles and from incomplete majority graphs [5, 8, 6].

**Definition 1.** Let \( P \) be an incomplete profile and \( A \) a candidate.

- \( A \) is a possible Schwartz winner for \( P \) (i.e., \( A \in \text{PossS}(P) \)) iff there exists a completion of \( P \) and a simple voting tree for which \( A \) wins;
- \( A \) is the necessary Schwartz winner for \( P \) (i.e., \( A \in \text{NecS}(P) \)) iff for every completion of \( P \) there is a simple voting tree for which \( A \) wins;
- \( A \) is a possible Condorcet winner for \( P \) (i.e., \( A \in \text{PossC}(P) \)) iff for every completion of \( P \) such that \( A \) is a winner for every simple voting tree;
- \( A \) is the necessary Condorcet winner for \( P \) (i.e., \( A \in \text{NecC}(P) \)) iff for every completion of \( P \), and for every simple voting tree, \( A \) is a winner.

When the voting tree is given, the following two notions of winners can also be considered [6, 12].

**Definition 2.** Let \( P \) be an incomplete profile, \( A \) a candidate, and \( T \) a simple voting tree.

- \( A \) is a possible winner for \( P \) and \( T \) (i.e., \( A \in \text{Poss}(P,T) \)) iff there exists a completion of \( P \) for which \( A \) wins in \( T \);
- \( A \) is the necessary winner for \( P \) and \( T \) (i.e., \( A \in \text{Nec}(P,T) \)) iff, for every completion of \( P \), \( A \) wins in \( T \).

When the profile is complete, necessary and possible Condorcet winners coincide. The same holds also for necessary and possible Schwartz winners, and for necessary and possible winners.

The definitions of winners given above can be defined also from incomplete majority graphs [5, 8]. The only difference is such definitions consider the completions of the incomplete majority graph and not those of the incomplete profile.
2.4 Majority graph vs. profile

When the profile is complete, the possible and necessary versions of the same notion of winner collapse, and reasoning from the majority graph is enough for correctly computing the winner. However, when the profile is incomplete, considering the majority graph rather than the profile may give different results. A majority graph may have completions that do not correspond to any completion of the profile. Thus, for certain notions of winners, the possible/necessary winners for the incomplete profile do not coincide with the possible/necessary winner for the incomplete majority graph.

Of course, the correct notion is that defined from the profile, but in some cases the two notions of winners coincide, so we can safely consider only the majority graph. This is more convenient since the majority graph is a compact representation of the profile. Reasoning over this structure is therefore more efficient.

In Table 1 we summarize what is known about the relationship between the set of winners from an incomplete profile \( P \) and the set of winners from the incomplete majority graph \( M(P) \), both in simple voting trees and in voting trees.

<table>
<thead>
<tr>
<th>Notion of Winner</th>
<th>SVT</th>
<th>VT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Possible Schwartz winners</td>
<td>( \neq ]</td>
<td>?</td>
</tr>
<tr>
<td>Necessary Schwartz winners</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Possible Condorcet</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Necessary Condorcet</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Possible winners</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Necessary winners</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 1: State of the art about winners computed from majority graph or profile, for simple voting trees (SVT) and voting trees (VT).

In words, we know that possible Condorcet winners and necessary Condorcet winners can be correctly computed from the majority graph, while this is not so for possible Schwartz winners. However, we don’t know anything about the other notions of winners, except the obvious subset inclusion that comes from the simple observation that the majority graph may have more completions than the profile. More precisely, every notion in its “possible” version and related to the profile denotes a subset of the same notion related to the majority graph. For example, \( Poss(P,T) \subseteq Poss(M(P),T) \). Vice versa, every notion in its “necessary” version and related to the majority graph denotes a subset of the same notion related to the profile. For example, \( Nec(M(P),T) \subseteq Nec(P,T) \).

2.5 Computing majority graph winners

All the sets of winners for the majority graph can be computed in polynomial time for simple voting trees [5,6].

Given a simple voting tree \( T \) and an incomplete majority graph \( G \), algorithm \( Win \), presented in [6], computes the set of possible winners for \( G \) for \( T \). This algorithm (see the pseudocode below) recursively takes in input a simple voting tree \( T \), an incomplete majority graph \( G \), and it returns a set of candidates \( W \), which is the set of possible winners for \( G \) and \( T \). If \( root(T) \) is not empty, and both \( left(T) \) (i.e., the left subtree of \( T \)) and \( right(T) \) (i.e., the right subtree of \( T \)) are empty, then the algorithm returns \( label(root(T)) \) (i.e., the candidate which labels the root of \( T \)). Otherwise, the set of winners at the root of \( T \) is the set of all candidates who are possible winners in the left (resp., right) branch of \( T \) and who beat at least one candidate who is a possible winner in the right (resp., left) branch of \( T \).

Algorithm \( \text{Win} \) [6] runs algorithm \( \text{Win} \) on \( T \) and \( G \), and just checks if the output is a single candidate. If so, it declares it the necessary winner, otherwise it returns the empty set as there is then no necessary winner.

Algorithm 1: \( \text{Win} \)

Input: \( T \): a simple voting tree, \( G \): an incomplete majority graph;
Output: \( W \): set of candidates;
if \( T \) contains only one node then
\[ W = \text{label}(\text{root}(T)) \]
else
\[ W_1 = \text{Win}(\text{left}(T), G); \]
\[ W_2 = \text{Win}(\text{right}(T), G); \]
\[ W = \emptyset; \]
foreach \((s, t)\) \( \in W_1 \times W_2 \) do
if \( s >_m t \) then
\[ W = W \cup \{s\} \]
else
if \( t >_m s \) then
\[ W = W \cup \{t\} \]
else
\[ W = W \cup \{s, t\} \]
return \( W \)

3. WINNERS IN SIMPLE VOTING TREES

We now show that the set of the necessary Schwartz winners (resp., possible winners, necessary winners) for an incomplete profile \( P \) may be different from the set of the necessary Schwartz winners (resp., possible winners, necessary winners) for the incomplete majority graph \( M(P) \) in simple voting trees. These results close all the open questions in the simple voting tree column of Table 1.

3.1 Necessary Schwartz winners

As noted above, a necessary Schwartz winner from an incomplete majority graph \( M(P) \) is always a necessary Schwartz winner from the incomplete profile \( P \) [8]. More precisely, let \( P \) be an incomplete profile. Then \( NecS(M(P)) \subseteq NecS(P) \). However, in general, the opposite does not hold.

**Theorem 1.** There is an incomplete profile \( P \) such that \( NecS(P) \neq NecS(M(P)) \).

**Proof.** To show the result, we give an incomplete profile \( P \) and a candidate \( A \) such that \( A \notin NecS(P) \) and \( A \notin NecS(M(P)) \).

Let \( \Omega = \{A, A_1, B_1, B_2, B_3\} \). Assume that we have 5 agents and that the incomplete profile \( P \) is defined as follows:

- agent 1: \( (A_1 > B_2 > B_3, A > B_1) \);
- agent 2: \( (B_2 > B_3 > A_1, B_1 > A) \);
- agent 3: \( (A > A_1 > B_3 > B_1 > B_2) \);
- agent 4: \( (B_1 > A > B_2 > B_3 > A_1) \);
- agent 5: \( (B_3 > B_1 > B_2 > A > A_1) \).

Given this profile, the corresponding majority graph has the following edges:
• $A >_m A_1, B_1 >_m A, B_1 >_m B_2$.
• $B_2 >_m B_3, B_2 >_m A_1, B_3 >_m B_1, B_3 >_m A_1$.

By Theorem 8 of [5], which states that $A \in \text{NecS}(M(P))$ iff there is a path from $A$ to every other candidate in $M(P)$, since there is no path from $A$ to $B_1$ in $M(P)$, then $A \not\in \text{NecS}(M(P))$. However, $A \in \text{NecS}(P)$. In fact, for every completion of $P$, there is a tree where $A$ wins. Notice that in $P$ only the first agent expresses incomplete preferences. Therefore, the completions of $P$ are as many as the completions of the first agent’s preferences. Such completions can be partitioned in two types: those where the first agent puts $A_1$ above $A$ and those where the first agent puts $A$ above $A_1$:

• In every completion of $P$ where $A_1$ is above $A$ in the first agent’s preferences, we have, by transitivity, $A_1 > B_1$ for this agent. This yields a majority of agents stating $A_1 > B_1$. Therefore, for every completion of this kind, the corresponding majority graph has the edge $A_1 >_m B_1$. It is possible to see that $A$ wins in the tree where first $B_2$ plays against $B_3$, the winner (that is, $B_2$) plays against $B_1$, the winner (that is, $B_1$) plays against $A$, and finally the winner (that is, $A_1$) plays against $A$.

• In every completion of $P$ where $A$ is above $A_1$ in the first agent’s preferences, we have, by transitivity, $A > B_2$ for this agent. This yields a majority of agents stating $A > B_2$. Therefore, for every completion of this kind, the corresponding majority graph has the edge $A >_m B_2$. It is possible to see that $A$ wins in the tree where first $B_3$ plays against $B_1$, the winner (that is, $B_3$) plays against $B_2$, the winner (that is $B_2$) plays against $A$, and finally the winner (that is, $A$) plays against $A_1$.

However, in some restricted cases the two notions of winners coincide. For example, when we have 3 candidates, the necessary Schwartz winners from the incomplete majority graph coincide.

**Theorem 2.** Let $P$ be an incomplete profile over 3 candidates. Then $\text{NecS}(P) = \text{NecS}(M(P))$.

**Proof.** For every candidate $A$, we can partition the set of candidates in two sets $S_1$ and $S_2$, where $S_1$ contains the candidates that are reachable from $A$ (i.e., every candidate $X$ such that there is a path $A >_m \cdots >_m X$ from $A$ to $X$ in $M(P)$) and $S_2$ contains the candidates that are not reachable from $A$. If there are 3 candidates, (say $A$, $B$, and $C$), then there are four possible kinds of majority graphs, depending on who reaches who else:

• $S_1 = \{A\}$ and $S_2 = \{B, C\}$;
• $S_1 = \{A, B\}$ and $S_2 = \{C\}$;
• $S_1 = \{A, C\}$ and $S_2 = \{B\}$;
• $S_1 = \{A, B, C\}$ and $S_2 = \emptyset$;

In the first case, there is no path from $A$ to $B$. Therefore, by Theorem 8 of [5], $A \not\in \text{NecS}(M(P))$. Moreover, $B$ or $C$ has no ingoing edges in $M(P)$. Assume that $B$ has no ingoing edges. Let us consider the completion of $P$, say $P'$, where we put $B > A$ if the relation between $A$ and $B$ is unspecified, and $B > C$ if the relation between $B$ and $C$ is unspecified. Then, $B$ has only outgoing edges in $M(P')$ and so $B$ is a Condorcet winner, i.e., he wins in every tree. Since there is a completion of $P$ where $A$ is a loser for every tree, $A \not\in \text{NecS}(P)$.

In the second case, there is no path from $A$ to $C$. Therefore, by Theorem 8 of [5], $A \not\in \text{NecS}(M(P))$. Moreover, $C$ has no ingoing edges in $M(P)$. Let us consider the completion of $P$, say $P'$, where we put $C > A$ if the relation between $A$ and $C$ is unspecified, and $C > B$ if the relation between $B$ and $C$ is unspecified. Then, $C$ has only outgoing edges in $M(P')$ and so $B$ is a Condorcet winner, i.e., he wins in every tree. Since there is a completion of $P$ where $A$ is a loser for every tree, $A \not\in \text{NecS}(P)$.

In the third case, there is no path from $A$ to $B$. Therefore, by Theorem 8 of [5], $A \not\in \text{NecS}(M(P))$. Moreover, $B$ has no ingoing edges in $M(P)$. We can conclude that $A \not\in \text{NecS}(P)$ via a reasoning that is similar to the one used in the case above.

In the fourth case, there is a path from $A$ to every other candidate. Therefore, $A \in \text{NecS}(M(P))$ and so $A \in \text{NecS}(P)$ since $\text{NecS}(M(P)) \subseteq \text{NecS}(P)$.

The equality between $\text{NecS}(P)$ and $\text{NecS}(M(P))$ holds also when we have more than 3 candidates, if we impose some other restrictions.

**Theorem 3.** Let $P$ be an incomplete profile. Then $\text{NecS}(P) = \text{NecS}(M(P))$ if

• $M(P)$ is complete, or
• $M(P)$ is fully incomplete, or
• there are two candidates with no ingoing edges in $M(P)$ (in which case $\text{NecS}(P) = \text{NecS}(M(P)) = \emptyset$).

**Proof.**

• If $M(P)$ is complete, then $M(P)$ is also the majority graph of every completion of $P$. Therefore, if $A \not\in \text{NecS}(M(P))$, there is no path from $A$ to some candidate $B$ in $M(P)$ and in $M(P')$, for every completion $P'$ of $P$. Therefore, $A \not\in \text{NecS}(P)$ and so $\text{NecS}(P) \subseteq \text{NecS}(M(P))$. We can thus conclude that $\text{NecS}(P) = \text{NecS}(M(P))$, since [8] shows that $\text{NecS}(P) \supseteq \text{NecS}(M(P))$.

• If $M(P)$ is fully incomplete, then $\text{NecS}(M(P)) = \emptyset$. Moreover, if $M(P)$ is fully incomplete, there are two candidates, say $B_1$ and $B_2$, with no ingoing edges. If we consider the completion $P_1$ of $P$ where we put $B_1 > C$ for every $C$ such that the relation between $B_1$ and $C$ is unspecified, $B_1$ is a Condorcet winner, i.e., $B_1$ wins in every tree. Similarly, if consider the completion $P_2$ of $P$ where we put $B_2 > C$ for every $C$ such that the relation between $B_2$ and $C$ is unspecified, $B_2$ is a Condorcet winner, i.e., $B_2$ wins in every tree. Since in $P_1$ $B_1$ wins for every tree, and since in $P_2$ $B_2$ wins for every tree, it is not possible to find a unique candidate that in both completions $P_1$ and $P_2$ wins for some tree. Therefore, $\text{NecS}(P) = \emptyset$.

• If there are two candidates with no ingoing edges in $M(P)$, then we can conclude as in the case above that $\text{NecS}(P) = \text{NecS}(M(P))$. 
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We now consider cases where a candidate is neither a necessary Schwartz winner from the majority graph nor a necessary Schwartz winner from the profile.

**Theorem 4.** Let $P$ be an incomplete profile.

- If there is a unique candidate $B$ with no ingoing edges, then, for every other candidate $A$, $A \notin \text{NecS}(M(P))$ and $A \notin \text{NecS}(P)$.
- For every candidate $A$, such that there is at least a candidate that $A$ does not reach and all the candidates that are reachable from $A$ in $M(P)$ are beaten by all the other candidates that are not reachable from $A$, $A \notin \text{NecS}(M(P))$ and $A \notin \text{NecS}(P)$.
- If there is a partition of the candidates in two sets, say $S_1$ and $S_2$, such that every element in $S_1$ is worse than every element in $S_2$ in $M(P)$, then for every $A \in S_1$, $A \notin \text{NecS}(M(P))$ and $A \notin \text{NecS}(P)$.

**Proof.**

- If there is a unique candidate $B$ with no ingoing edges, then, for every other candidate $A \neq B$, $A$ does not reach $B$. Thus, by Theorem 8 of [5], $A \notin \text{NecS}(M(P))$. Let us consider the completion $P'$ where we put $B > C$ for every $C$ such that the relation between $B$ and $C$ is unspecified. Then $B$ is a Condorcet winner, i.e., $B$ wins in every tree, and so every other candidate $A$ is a loser for every tree. Therefore $A \notin \text{NecS}(P)$.
- Let us consider a candidate $A$ such that all the candidates that are reachable from $A$ in $M(P)$ are beaten by all the other candidates that are not reachable from $A$. Let us denote with $B$ the candidate that $A$ does not reach. Since $A$ does not reach $B$, then, by Theorem 8 of [5], $A \notin \text{NecS}(M(P))$. Let us consider the completion $P_1$ of $P$ where we put $C > A$ for every $C$ where the relation between $C$ and $A$ is unspecified in $M(P)$ (and thus also $B > A$ if the relation between $A$ and $B$ is unspecified in $M(P)$) and where we put all the remaining unspecified preferences in an arbitrary way that satisfies transitivity. $A$ cannot reach $B$ in $M(P_1)$. In fact, $A$ cannot reach $B$ directly by construction. Moreover, $A$ cannot reach $B$ via the candidates that $A$ reaches since, by hypothesis, such candidates are all beaten by every candidate that $A$ does not reach in $M(P)$. Therefore, they are all beaten by $B$ in $M(P)$ and thus also in $M(P_1)$. Since $A$ cannot reach $B$ in the complete majority graph $M(P_1)$, by Theorem 8 of [5], $A$ is not a Schwartz winner for $P_1$, i.e., for $P_1$, $A$ is a loser for every tree. Therefore, $A \notin \text{NecS}(P)$.
- If there is a partition of the candidates in two sets, say $S_1$ and $S_2$, such that every element in $S_1$ is worse than every element in $S_2$ in $M(P)$, then we can conclude by using a reasoning similar to the one considered in the previous item.

**3.2 Possible winners**

Given an incomplete profile $P$ and a simple voting tree $T$, the possible winners of $T$ for $P$ and for $M(P)$ may be different.

**Theorem 5.** There is an incomplete profile $P$ and a simple voting tree $T$ such that $\text{Poss}(P,T) \neq \text{Poss}(M(P),T)$.

**Proof.** We can consider the incomplete profile $P$ with just one agent and $\Omega = \{A,B,C\}$, where only the relation between $A$ and $B$ is specified and it is $A > B$. The induced majority graph $M(P)$ has only one edge from $A$ to $B$. Let us consider the simple voting tree $T$ where $A$ plays against $C$ and the winner plays against $B$. It is easy to see that $B \in \text{Poss}(M(P),T)$, since there is a completion of $M(P)$ where $B$ wins in $T$, i.e., $B >_m C >_m A$. However, for every completion of $P$, $B$ does not win in $T$ and so $B \notin \text{Poss}(P,T)$. 

**3.3 Necessary winners**

In general, if there is a necessary winner from an incomplete majority graph $M(P)$, then it is also a necessary winner from the incomplete profile $P$. More precisely, let $P$ be an incomplete profile and $T$ a simple voting tree, then $\text{Nec}(M(P),T) \subseteq \text{Nec}(P,T)$.

We will now show that the opposite does not hold in general.

**Theorem 6.** There is an incomplete profile $P$ and a simple voting tree $T$ such that $\text{Nec}(P,T) \neq \text{Nec}(M(P),T)$.

**Proof.** To show the result, we give an incomplete profile $P$, a simple voting tree $T$, and a candidate $A$ such that $A \in \text{Nec}(P,T)$ and $A \notin \text{Nec}(M(P),T)$.

Let $\Omega = \{A,B,C,D,E,F\}$. Assume to have 5 agents and that the incomplete profile $P$ is defined as follows:

- agent 1: $(E > B > C, F > D > A)$;
- agent 2: $(A > E > F > D > B > C)$;
- agent 3: $(A > C > D > F > E > B)$;
- agent 4: $(C > D > F > E > B > A)$;
- agent 5: $(B > A > F > E > C > D)$.

The majority graph of $P$ has the following edges:

- $A >_m C, A >_m D, A >_m E, A >_m F$,
- $B >_m C, B <_m D, B <_m E, B <_m F$,
- $C >_m D, C <_m E, D <_m F, E <_m F$.

Assume that the voting tree $T$ is defined as follows: the winner between $C$ and $F$ plays against the winner between $E$ and $D$, the winner then plays against $B$ and finally the winner plays against $A$.

If we apply Algorithm Win (which is described in Section 2.5) to $T$ and $M(P)$, then the returned set is $\{A,B\}$. Since $T$ is a simple voting tree, the set $\{A,B\}$ coincides with the set of the possible winners for $M(P)$ and $T$. Since there are two possible winners, then $\text{Nec}(M(P),T) = \emptyset$.

However, $A \in \text{Nec}(P,T)$. In fact, for every completion of $P$, $A$ wins in $T$. Note that in $P$ only the first agent expresses incomplete preferences. Therefore, the completions of $P$ correspond to the completions of the first agent’s preferences. Such completions can be partitioned into two types: those where the first agent puts $E$ above $F$ and those where the first agent puts $F$ above $E$.
• In every completion of $P$ where $E$ is above $F$ in the first agent’s preferences, we have, by transitivity, $E > D$ for this agent, and so there is a majority of agents stating $E > D$. Therefore, for every completion of this kind, its majority graph has the edge $E \succ_m D$, and thus $A$ wins in $T$, since $C$ is beaten by $F$ or by $E$, then $B$ is beaten by $F$ and $E$, and finally $A$ beats both $E$ and $F$. Therefore, $A$ is the overall winner.

• In every completion of $P$ where $F$ is above $E$ in the first agent’s preferences, we have, by transitivity, $E > D$ for this agent, and so there is a majority of agents stating $F > C$. Therefore, for every completion of this kind, its corresponding majority graph has the edge $F \succ_m C$, and thus $A$ wins in $T$, since $C$ is beaten by $F$, then $F$ beats both $D$ and $E$, then $F$ beats $B$, and finally $A$ beats $F$. Therefore, $A$ is the overall winner. □

However, in some restricted cases the two notions of winners coincide. For example, when we have 3 candidates, the necessary winners from the incomplete profile and from the incomplete majority graph coincide.

**Theorem 7.** Let $P$ be an incomplete profile over 3 candidates and $T$ a simple voting tree. Then, $\text{Nec}(P,T) = \text{Nec}(M(P),T)$.

**Proof.** When there are three candidates, say $A$, $B$, and $C$, there is only one kind of tree, where one candidate plays against another candidate, and the winner plays against the remaining one. Let us consider the simple voting tree $T$ where $A$ plays against $B$ and $B$ and $A$ against $C$. Every other simple voting tree can be obtained by $T$ by renaming the candidates. We now show that for every possible kind of incomplete majority graph $M(P)$, $\text{Nec}(P,T) = \text{Nec}(M(P),T)$. We will say $A \succ_m B$ when the relation between $A$ and $B$ is missing in $M(P)$.

Assume $A \succ_m B$. If $A \succ_m C$ or $A \prec_m C$, $M(P)$ gives all the information for $T$ and thus $\text{Nec}(M(P),T) = \text{Nec}(P,T)$. If $A \nless_m C$, $\text{Poss}(M(P),T) = \{A,C\}$ and thus $\text{Nec}(M(P),T) = \emptyset$. In the completion of $P$ where we put $A > C$ if the relation between $A$ and $C$ is unspecified, $A$ wins in $T$, while in the completion of $P$ where we put $C > A$, if the relation between $A$ and $C$ is unspecified, $C$ wins in $T$. Therefore, since there is no a single candidate that in every completion of $P$ wins in $T$, $\text{Nec}(P,T) = \emptyset$.

Assume $A \prec_m B$. We can conclude similarly to the previous item.

Assume $A \nless_m B$.

• If $C \succ_m A$ and $C \succ_m B$, then $\text{Nec}(M(P),T) = \{C\}$.

• If $C \prec_m A$ and $C \prec_m B$, then $\text{Poss}(M(P),T) = \{A,B\}$ and thus $\text{Nec}(M(P),T) = \emptyset$. In the completion of $P$ where we put $A > B$ (resp., $B > A$) if the relation between $A$ and $B$ is unspecified, $A$ (resp., $B$) wins in $T$ and thus $\text{Nec}(P,T) = \emptyset$.

• If $C \prec_m A$ and $C \succ_m B$, then $\text{Poss}(M(P),T) = \{A,C\}$ and thus $\text{Nec}(M(P),T) = \emptyset$. In the completion of $P$ where we put $A > B$ (resp., $B > A$) if the relation between $A$ and $B$ is unspecified, $A$ (resp., $C$) wins in $T$ and thus $\text{Nec}(P,T) = \emptyset$.

• If $C \succ_m A$ and $C \prec_m B$, we can conclude similarly to the previous item.

• If $C \succ_m B$ and $C \nless_m A$, then $\text{Poss}(M(P),T) = \{C,A\}$ and thus $\text{Nec}(M(P),T) = \emptyset$. Moreover, in the completion of $P$ where we put $C > A$ if the relation between $A$ and $C$ is unspecified, $C$ wins in $T$, while in the completion of $P$ where we put $A > B$ and $A > C$, $A$ wins in $T$. Therefore, since there is no a single candidate that in every completion of $P$ wins in $T$, $\text{Nec}(P,T) = \emptyset$.

The equality between $\text{Nec}(P,T)$ and $\text{Nec}(M(P),T)$ holds also when we have more than 3 candidates, if we impose some other restrictions.

**Theorem 8.** Let $P$ be an incomplete profile and $T$ a simple voting tree. Then $\text{Nec}(P,T) = \text{Nec}(M(P),T)$ if

• $M(P)$ is complete, or

• $M(P)$ is fully incomplete (in which case $\text{Nec}(P,T) = \text{Nec}(M(P),T) = \emptyset$).

**Proof.**

• If $M(P)$ is complete, then $M(P)$ is also the majority graph of every completion of $P$. Therefore, if $A \not\in \text{Nec}(M(P),T)$, then $A \not\in \text{Nec}(P,T)$. Therefore, $\text{Nec}(P,T) \subseteq \text{Nec}(M(P),T)$. We can thus conclude that $\text{Nec}(P,T) = \text{Nec}(M(P),T)$, since $\text{Nec}(P,T) \supseteq \text{Nec}(M(P),T)$.

• If $M(P)$ is fully incomplete, then all the candidates are possible winners for $M(P)$ and so $\text{Nec}(M(P),T) = \emptyset$. Moreover, if $M(P)$ is fully incomplete, there are two candidates, say $B_1$ and $B_2$ with no ingoing edges. We can conclude that $\text{Nec}(P,T) = \emptyset$ by using a reasoning similar to the one considered in the proof of the second item of Theorem 3. More precisely, in the completion $P_1$ of $P$ where we put $B_1 > C$ for every $C$ such that the relation between $B_1$ and $C$ is unspecified, $B_1$ is a Condorcet winner, and so $B_1$ wins also in $T$, while in the completion $P_2$ of $P$ where we put $B_2 > C$ for every $C$ such that the relation between $B_2$ and $C$ is unspecified, $B_2$ is a Condorcet winner, and so $B_2$ wins also in $T$. Therefore, it is not possible to find a unique candidate that in the completions $P_1$ and $P_2$ wins in $T$. Therefore, $\text{Nec}(P,T) = \emptyset$. □

We can also identify cases in which a candidate is neither a necessary winner from the majority graph nor a necessary winner from the profile.
Theorem 9. Let $P$ be an incomplete profile and $T$ a simple voting tree. For every candidate $A$ such that, for every candidate $C$ that may play against $A$ in $T$, $A \prec_m C$ or the relation between $A$ and $C$ is unspecified in $M(P)$, $A \not\in \text{Nec}(M(P), P)$ and $A \not\in \text{Nec}(P, T)$. 

Proof. If, for every candidate $C$ that may play against $A$ in $T$, we have $A \prec_m C$, then $A \not\in \text{Poss}(M(P), T)$. Thus $A \not\in \text{Nec}(M(P), P)$ and $A \not\in \text{Poss}(P, T)$. Since $A \not\in \text{Poss}(P, T)$, we have that $A \not\in \text{Nec}(P, T)$. If there is a candidate $C$ that may play against $A$ in $T$, such that the relation between $A$ and $C$ is unspecified in $M(P)$, then either $A \not\in \text{Poss}(M(P), T)$ (and so we can conclude as above) or $A \in \text{Poss}(M(P), T)$ but $|\text{Poss}(M(P), T)| > 1$. Then, by Algorithm StrongWin [6], $A \not\in \text{Nec}(M(P), T)$. Moreover, let us consider the completion of $P$ where we put $A < C$ for every $A$ such that the relation between $A$ and $C$ is unspecified in $M(P)$. Then, for every tree (and thus also in $T$) $A$ is a loser. Therefore, $A \not\in \text{Nec}(P, T)$. □

4. WINNERS IN VOTING TREES

We now close the open questions of Table 1 in the voting tree column. We will show that algorithms Win and StrongWin [6], that correctly compute possible and necessary winners from an incomplete majority graph and a simple voting tree, are not correct any longer when we consider voting trees.

4.1 Winners

We first notice that, since a simple voting tree is a voting tree, all the inequality results shown in the previous section (or already known and shown in Table 1) for simple voting trees hold also for voting trees. Thus, we have inequalities for the notions of possible Schwartz winners, necessary Schwartz winners, possible winners, and necessary winners.

For the remaining notions of possible and necessary Condorcet winners, we will now show that the equalities that hold for simple voting trees hold also for voting trees.

Theorem 10. Let $P$ be an incomplete profile. Assume we consider voting trees. Then

- $\text{PossCond}(P) = \text{PossCond}(M(P))$;
- $\text{NecCond}(P) = \text{NecCond}(M(P))$.

Proof. It follows from the proofs of items 3 and 4 of Theorem 1 of [8], which show that these equalities hold for simple voting trees, since this proof depends only on the completions of $M(P)$ and of $P$ and not on the kind of voting trees considered. □

4.2 Majority graph winners

It is easy to see that all the polynomial time algorithms presented for incomplete majority graphs and simple voting trees in [5] are sound and complete also for voting trees, since they don’t exploit the fact that each candidate appears exactly once in the leaves.

However, we can show that, when we consider voting trees instead of simple voting trees, algorithms Win and StrongWin [6], that compute possible and necessary winners from an incomplete majority graph and a simple voting tree, are not correct. In fact, given a voting tree $T$ and a majority graph $M$, Algorithm Win may return also candidates that are not possible winners for $M$ and $T$, and algorithm StrongWin may return the empty set even if there is a necessary winner for $M$ and $T$.

Theorem 11. There is an incomplete majority graph $M$ and a voting tree $T$ such that, if $W$ is the set of candidates returned by Algorithm Win [6] applied to $M$ and $T$, then $W \neq \text{Poss}(M, T)$.

Proof. We give an incomplete majority graph $M$ and a voting tree $T$, such that the set of candidates returned by Algorithm Win [6] applied to $T$ and $M$ contains also a candidate which is not a possible winner for $T$ and $M$.

Assume we have 5 candidates, say $A, B, C, D$, and $E$, and that the incomplete majority graph $M$ has the following edges: $A \succ_m D, A \succ_m E, B \succ_m A, B \succ_m E, C \succ_m A, C \succ_m D, D \succ_m B, E \succ_m C$. Assume that the voting tree $T$ is defined as follows:

- left(root($T$)) is the voting tree where first $B$ plays against $C$, the winner plays against $D$, and finally the winner plays against $A$, and
- right(root($T$)) is the voting tree where first $B$ plays against $C$, the winner plays against $E$, and finally the winner plays against $A$.

The set of the candidates returned by Algorithm Win [6] is the set \{A, B, C\}, while the set of possible winners for $M$ and $T$ is the set \{B, C\}. $A$ is not a possible winner for $M$ and $T$, since there are only two completions of $M$, i.e., the one, say $c_1$, where we put $B > C$ and the one, say $c_2$, where we put $C > B$. In the first one, the winner is $B$, while in the second one the winner is $C$:

- In completion $c_1$, $A$ is the winner of left(root($T$)) (since $B$ beats $C$, then $B$ is beaten by $D$, and finally $D$ is beaten by $A$), $B$ is the winner of right(root($T$)) (since $B$ beats $C$, then $B$ beats $E$, and finally $B$ beats by $A$), and thus, since $B \succ_m A$ in $M$, $B$ is the winner of $T$.
- In completion $c_2$, $C$ is the winner of left(root($T$)) (since $C$ beats $B$, then $C$ beats $D$, and finally $C$ beats $A$), $A$ is the winner of right(root($T$)) (since $C$ beats $B$, then $C$ is beaten by $E$, and finally $E$ is beaten by $A$), and thus, since $C \succ_m A$ in $M$, $C$ is the winner of $T$.

Theorem 12. There is an incomplete majority graph $M$ and a voting tree $T$ such that, if $W$ the set of candidates returned by Algorithm StrongWin [6] applied to $M$ and $T$, $W \neq \text{Poss}(M, T)$.

Proof. We give an incomplete majority graph $M$ and a voting tree $T$, such that the set of the candidates returned by Algorithm StrongWin [6] applied to $T$ and $M$ is empty, while there is a candidate that is a necessary winner for $T$ and $M$.

Assume we have 6 candidates, say $A, B, C, D, E$, and $F$, and that the incomplete majority graph $M'$ has the same edges as the incomplete majority graph $M$ considered in the proof of Theorem 11 plus the following edges: $A \succ_m F$, $F \succ_m B$, and $F \succ_m C$. Assume that the voting tree $T'$ is
the voting tree where the winner of the voting tree $T$ considered in the proof of Theorem 11 plays against $F$. Algorithm $\text{StrongWin}$ applied to $M'$ and $T'$ returns the empty set, since Algorithm $\text{Win}$ returns a set (i.e., $\{A, F\}$) which has more than one element. However, we have shown in the proof of Theorem 11 that, for every completion of $M$, $A$ does not win in $T$. Thus, by construction of $M'$, for every completion of $M'$, $A$ does not win in $T$, and so, since $F \succ_m B$ and $F \succ_m C$ in $M'$, for every completion of $M'$, $F$ wins in $T$. Therefore, $F$ is the necessary winner for $M'$ and $T'$. Hence, there is a necessary winner for $M'$ and $T'$ but Algorithm $\text{StrongWin}$ says there is none. \hfill $\square$

However, even if algorithm $\text{Win}$ may be incorrect, the set of winners returned by this algorithm may be useful in the search for the possible/necessary winners. In fact, this is a superset of the set of the possible winners for $M$ and $T$. Moreover, if Algorithm $\text{StrongWin}$ applied to $M$ and $T$ returns a candidate, this is indeed a necessary winner for $M$ and $T$.

**Theorem 13.** Let $M$ be an incomplete majority graph, $T$ a voting tree, and $W$ the set of the candidates returned by Algorithm $\text{Win}$ [6]. Then $W \supseteq \text{Poss}(M, T)$.

**Proof.** Let $A$ be a candidate. We want to show that, if $A \in \text{Poss}(M, T)$, then $A \in W$. Assume that $A \notin W$. Then, by definition of Algorithm $\text{Win}$, for every subtree $T'$ of $T$ where $A \in \text{root(left}(T'))$ (resp., $A \in \text{root(right}(T'))$, we have $A \prec_m C$, for every $C \in \text{root(right}(T'))$ (resp., for every $C \in \text{root(left}(T'))$). This holds for every completion of $M$. Therefore, for every completion of $M$, $A$ is a loser in $T$ and thus $A \notin \text{Poss}(M, T)$.

**Corollary 13.1.** Let $M$ be an incomplete majority graph, $T$ a voting tree, and $W$ the set of the candidates returned by Algorithm $\text{Win}$ [6]. If $|W| = 1$, then $W = \text{Nec}(M, T)$.

**Proof.** If $W = \{A\}$, then, by Theorem 13 and by the fact that $\text{Poss}(M, T)$ cannot be empty, we have that $\text{Poss}(M, T) = \{A\}$ and thus $\text{Nec}(M, T) = \{A\}$. \hfill $\square$

## 5. CONCLUSIONS

In the setting of voting trees with missing preferences and/or uncertain agenda, we have closed all open questions about the relation between the notions of winners for the profile (which are the winners we ultimately want to compute) and the corresponding notions for the majority graph (which are polynomial to find). More precisely, the overall results are summarized in Table 2, where we have inserted our new results in those of Table 1, which described the previous state of the art.

<table>
<thead>
<tr>
<th></th>
<th>SVT</th>
<th>VT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Possible Schwartz winners</td>
<td>$\neq \emptyset$</td>
<td>$\neq \emptyset$</td>
</tr>
<tr>
<td>Necessary Schwartz winners</td>
<td>$\neq \emptyset$</td>
<td>$\neq \emptyset$</td>
</tr>
<tr>
<td>Possible Condorcet</td>
<td>$\neq \emptyset$</td>
<td>$\neq \emptyset$</td>
</tr>
<tr>
<td>Necessary Condorcet</td>
<td>$\neq \emptyset$</td>
<td>$\neq \emptyset$</td>
</tr>
<tr>
<td>Possible winners</td>
<td>$\neq \emptyset$</td>
<td>$\neq \emptyset$</td>
</tr>
<tr>
<td>Necessary winners</td>
<td>$\neq \emptyset$</td>
<td>$\neq \emptyset$</td>
</tr>
</tbody>
</table>

**Table 2: New state of the art about winners computed from the majority graph or profile.**

Where we see an equality in the table, it means that we can safely and correctly work from the majority graph. This is both more compact and efficient. This happens for possible/necessary Condorcet winners. Instead, where we see an inequality, it means that using the majority graph may give us an upper or lower approximation of the desired set of winners. However, this approximation can be found in polynomial time. The approximation is closer to the correct notion in the case of simple voting trees, since algorithms $\text{Win}$ and $\text{StrongWin}$ are more correct for simple voting trees than for voting trees.
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ABSTRACT

Strategyproof (SP) classification considers situations in which a decision-maker must classify a set of input points with binary labels, minimizing expected error. Labels of input points are reported by self-interested agents, who may lie so as to obtain a classifier more closely matching their own labels. These lies would create a bias in the data, and thus motivate the design of truthful mechanisms that discourage false reporting.

We here answer questions left open by previous research on strategyproof classification [12, 13, 14], in particular regarding the best approximation ratio (in terms of social welfare) that an SP mechanism can guarantee for \( n \) agents. Our primary result is a lower bound of \( 3 - \frac{2}{n} \) on the approximation ratio of SP mechanisms under the shared inputs assumption; this shows that the previously known upper bound (for uniform weights) is tight. The proof relies on a result from Social Choice theory, showing that any SP mechanism must select a dictator at random, according to some fixed distribution. We then show how different randomizations can improve the best known mechanism when agents are weighted, matching the lower bound with a tight upper bound. These results contribute both to a better understanding of the limits of SP classification, as well as to the development of similar tools in other, related domains such as SP facility location.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—Multiagent Systems

General Terms
Theory, Algorithms, Economics

Keywords
Mechanism design, Classification, Game theory

1. INTRODUCTION

Approximate mechanism design without money (AMdw/oM) is a rapidly growing area of research in game theory and multiagent systems, whose goal is the design of mechanisms for multiagent optimization problems (without the mechanisms’ use of payments).


While the underlying problems (e.g., finding the median, or finding the optimal classifier) typically have efficient algorithms, these algorithms may fail in the presence of strategic behavior. Therefore we seek mechanisms that have additional game-theoretic properties (usually strategyproofness) at the expense of a suboptimal, i.e., approximate, behavior.

One particularly interesting AMDw/oM problem is the design of truthful learning algorithms, which incentivize experts to reveal their true opinions, even in cases where they disagree with one another. Within this framework, we focus on binary classification—that is, there is a set of (known) data points that our mechanism needs to classify as positive/negative. Data points can represent, for example, medical records of tumors that an expert-system has to classify as either malignant or benign. Following the standard classification literature, the classifier is selected from a predefined set of classifiers (e.g., linear separators in some space) known as the concept class.

Our mechanism outputs a classifier based on labels collected from \( n \) distinct experts. The goal of the mechanism is to maximize social welfare, by selecting a classifier that is close on average to the opinions of all experts. However, experts may disagree as to the correct label of a specific point. Furthermore, they may behave strategically, i.e., report false labels if this will bias the resulting classifier to be closer to their opinion. We are therefore interested in strategyproof (SP) classification mechanisms, where no agent (expert) can “gain” by lying. As a result, the outcome is just an approximation of the optimal classifier, i.e., the selected classifier makes more errors than the optimal one. We seek the best possible approximation ratio that can be guaranteed using SP mechanisms.

1.1 Motivation

Note that the restriction to a predefined concept class is an important part of the problem. Without it, we could simply classify each data point separately. However, as rigorously demonstrated in the machine learning literature, it is precisely this restriction that enables us to generalize, i.e., to apply the outcome classifier on new, unseen, cases. Previous papers on SP classification and learning (see the next section) cover real-world examples where the need to generalize justifies this restriction.

Nevertheless, SP classification might be required also for one-time decision making. The following is an example showing how concept class restrictions can be derived from external constraints.

An example.

Consider a situation in which two or more parties (the agents of our scenario) are in a conflict regarding the ownership of a certain piece of land. The property is abundant with resources in various
locations (the data points), and the parties may attribute different (possibly negative) importance to each resource. A neutral arbitrator agrees to hear them out and divide the field between them in a way that will maximize the average utility of all the involved parties. It is reasonable to assume that this division has some constraints, for example, that the border has to be a straight line, or that it has to pass through a specific location. This leaves us with a (large, possibly infinite) set of borders, or classifiers, from which the arbitrator may choose. Knowing how their reported preferences affect the decision, each party may misreport its true evaluation of each resource, in an attempt to achieve a favorable outcome.

1.2 Related Work

Strategyproof classification.

The first paper on SP classification was by Meir, Procaccia, and Rosenschein [12], who studied a highly restricted case in which only two classifiers are available. The authors proposed a simple deterministic 3-approximation mechanism, and proved that no better (deterministic) SP mechanisms exist. They further demonstrated a randomized SP mechanism that guarantees an approximation ratio of 2, and that this bound is also tight.

We follow an extension of this model outlined by the same authors in [13], where arbitrary concept classes can be used, but the same set of data points is still shared by all agents. Notably, no bounded approximation ratio can be guaranteed by deterministic SP mechanisms, but the authors show how selecting a random agent as a dictator guarantees an approximation ratio of 3, and one that is even better \(3 - \frac{2}{n}\) when agents are non-weighted. However, it is unknown whether better randomized mechanisms exist.

A similar model without the shared inputs assumption has also been studied, showing mainly negative results [14]. Using results from social choice theory, the authors showed that deterministic SP mechanisms cannot guarantee any useful approximation ratio. They further conjectured that a similar reduction can be used to supply a lower bound for randomized mechanisms, but failed to supply one that does not require further technical assumptions.

Approximate mechanism design without money.

Mechanisms that deal with strategic behavior of agents have been proposed recently for a large range of applications. While certain restrictions may allow the design of optimal SP mechanisms [19], often this is not the case, and approximation is a must. Outside the classification domain, SP learning algorithms were studied for both clustering [17] and regression [16, 4]. Other mechanisms have been proposed for facility location (see e.g., [1, 11], and [18], which also provides a clear overview of the field), matching [2, 6], resource allocation [8, 9] and more. As our motivating example shows, problems in one domain can sometimes be formalized in other domains as well. There are also interesting similarities between some of the results and techniques in those various domains.

Other related work.

A closely related, yet different, challenge is adversarial classification [10, 3, 5]. Here the underlying assumption is that labels are chosen intentionally to hamper the mechanism (for example to avoid spam detection), whereas in our setting the agents are rational, rather than adversarial. Another difference is that the goal of SP classification is to preclude untruthful behavior in the first place, and not to cope with it.

1.3 Our Contribution

We close the gap left open by [13], matching their \(3 - \frac{2}{n}\) upper bound for the non-weighted case with an equal lower bound, thus proving its tightness. The proof relies on the fact that every SP mechanism must be (randomly) dictatorial on a subdomain, thereby showing that the technical assumptions in [14] can be eliminated. We then consider the weighted case, giving three different SP mechanisms for two agents that beat the known upper bound of 3. While the approximation ratio of the first mechanism is still suboptimal (\(\sqrt{5}\)), it is based on simple heuristics, and shows an interesting relation to the golden ratio. The other two mechanisms guarantee 2-approximation, thereby matching both the upper and lower bounds for two non-weighted agents. Finally, we present a new mechanism for any set of weighted agents, with a guaranteed approximation ratio of \(3 - \frac{2}{n}\), thereby improving the previously known upper bound and matching it with the lower bound.

Omitted proofs are available in the full version of this paper.\(^1\)

2. MODEL AND NOTATIONS

2.1 Classification

We adopt the shared input model presented in [13], being consistent where possible with their notations. We refer the reader to previous work on SP classification [12, 13, 14] for more details.

We typically denote sets and their elements by \(A = \{a_1, a_2, \ldots\}\), and vectors by \(a = (a(1), a(2), \ldots)\). \(\Delta(A)\) contains all probability distribution vectors over the set \(A\). \(\llbracket E \rrbracket\) denotes the indicator variable of the expression \(E\). To facilitate reading, subscripts are sometimes omitted when clear from the context.

Classifiers.

A classification setting is a pair \(\langle X, C \rangle\), where \(X\) (the input space) is some finite set, and \(C\) (the concept class) contains functions of the form \(c : X \rightarrow \{-, +\}\). In the land-ownership problem for example, \(C\) contains all the allowed partitions of the territory.

An instance of the setting \(\langle X, C \rangle\) is a tuple defined as \(S = \langle X, I, \{Y_i\}_{i \in I}, w \rangle\), where \(X \subseteq \mathbb{R}^k\) is the (public) set of data points to be classified, \(I\) is the set of \(n\) agents, \(Y_i : X \rightarrow \{-, +\}\) is the “correct” labeling according to agent \(i\), and \(w_i \in \mathbb{R}\) is her weight (\(\sum_{i \in I} w_i = 1\)). \(Y_i\) is referred to as agent \(i\)’s type, and it is private information. We denote the partial dataset of agent \(i\) by \(S_i = \langle X, Y_i \rangle\). \(S\) contains all possible datasets over the input space \(X\). Let \(S_{n,k}\) be the set of all possible datasets \(S\) such that \(|I| = n, |X| = k\). We also allow the limit case \(k = \infty\), in which case \(Y_i : X \rightarrow [0, 1]\) states the (rational) positive fraction on each input point. \(S\) contains all datasets (finite and infinite).

The private risk of a classifier \(c \in C\) is defined as the fraction of agent \(i\)’s dataset that is misclassified by \(c\), i.e.,

\[
R_i(c, S) = \frac{1}{k} \sum_{(x,y) \in S_i} [c(x) \neq y] = \frac{1}{k} \sum_{x \in X} [c(x) \neq Y_i(x)] .
\]

As \(R_i(c, S)\) can be seen as a measure of dissatisfaction that \(i\) suffers due to outcome \(c\), the global risk \(R(c, S)\) measures the social welfare, i.e. the (dis)satisfaction of the entire society. It is defined as a weighted average over all agents,

\[
R(c, S) = \frac{1}{k} \sum_{i \in I} w_i \cdot R_i(c, S) = \frac{1}{k} \sum_{i \in I} \sum_{x \in X} w_i [c(x) \neq Y_i(x)] .
\]

Let \(p \in \Delta(C)\) be a lottery over the concept class \(C\), that assigns the probability \(p(w)\) to the concept \(w\). For simplicity we treat \(p\) as if it is a classifier, and extend the risk to lotteries linearly, i.e.,

\[
R(p, S) = \sum_{w \in X} p(w) \cdot R(w, S) .
\]

We denote by $ERM(S) \in C$ (for Empirical Risk Minimizer) the concept that makes the smallest number of errors on $S$. $c_i$ is a shorthand for $ERM(S_i)$ when $S$ is clear from the context.

**Mechanisms.**

A randomized mechanism is a function $M : S \rightarrow \Delta(C)$, i.e., that for every input dataset of any size, outputs a lottery over classifiers. We denote by $M(S)$ or $p_{M(S)}$ (or just $p$ when $M, S$ are clear from the context) the outcome of the randomized mechanism $M$ on the input dataset $S$. Note that we can define a mechanism using a lottery $d$ over several other mechanisms $M_1, M_2, \ldots$, where $p_{M(S)}(c)$ equals $\sum d(j)p_{M_j(S)}(c)$. We define the following properties:

- A dictator mechanism is identified with a single agent $i$. For any $S, \mathcal{M}$ returns $c_i(S)$ with probability 1. A duplicate is a mechanism that assigns probability 0 to all concepts, except (at most) two.

- A random-dictator (RD) mechanism is identified with a lottery $d$ over several other mechanisms $M_1, M_2, \ldots$, where $p_{M(S)}(c)$ equals $\sum d(j)p_{M_j(S)}(c)$. We define the following properties:

  - The weighted random dictator (WRD) mechanism returns $c_i(S)$ w.p. $w_i$.
  - The heaviest dictator (HD) mechanism always returns $c_h(S)$, where $h = \arg\max_{c \in S} w_i$. Ties are broken in favor of the agent with the higher index, thus $h$ is uniquely defined.

- A random-dictator-duplicate (RDD) mechanism is a lottery over dictators and duplicates.

- A mechanism is said to be an $L$-approximation mechanism if its expected risk is at most $L$ times the optimal risk. Formally, for every dataset $S$

  $$
  R_i(M(S), S) \leq L \cdot R_i(c^*(S), S).
  $$

A mechanism is said to be strategyproof (SP), if no agent can gain (in expectation) by lying. Formally, for every dataset $S$, agent $i$, and alternative labels $\overline{S}_i = (X, \overline{Y}_i)$,

$$
R_i(M(S), S) \leq R_i(M(S_i, \overline{S}_i), S).
$$

Note that duplicates and dictator mechanisms are always SP. Moreover, RDs and RDDs are also SP.²

Intuitively, good mechanisms are both SP and have a low approximation ratio; thus, we are interested in the best possible approximation ratio that can be achieved by randomized SP mechanisms. The following bounds are known:

**Theorem 1** [Meir, Procaccia and Rosenschein [12]].

If $|C| = 2$, then there is a randomized SP mechanism that guarantees a 2-approximation ratio. Furthermore, no SP mechanism can do better.

Thus for classes of two functions, SP mechanisms are thoroughly understood. For general concept classes, there are upper bounds:

**Theorem 2** [Meir, Procaccia and Rosenschein [13]].

For any concept class $C$, the WRD mechanism guarantees a 3-approximation ratio. If all agents have equal weight, then the approximation ratio is $3 - \frac{2}{n}$.

³This is since duples and dictators are SP in dominant strategies, not just in expectation, and therefore any combination of them (as long as it does not depend on labels) is still SP.

There are examples showing that these are the best approximation ratios that WRD can guarantee. However, it has been unknown whether there are other SP mechanisms that are better. Our work comes to answer this question. We make use of two additional properties of classification mechanisms.

Let $a \cdot S$ be a duplication of $S$, i.e., every data point in $S$ appears exactly $a$ times in $a \cdot S$, with the same labels. A mechanism is consistent if for all $a \in \mathbb{N}, S \in \mathcal{S}$, $M(S) = M(a \cdot S)$.

A probability distribution $p$ is $\mu$-granular if all probabilities $p(c)$ are multiples of $\mu$, i.e., if there is some integer vector $q$ such that $q \cdot \mu = p$. A mechanism is said to be $\mu$-granular if for all $S$, $M(S) = \mu$-granular. Note that when we deal with mechanisms that are implemented on digital computers, it is useful to assume that they will be $\mu$-granular for some $\mu$.

### 2.2 Voting

Our proofs make extensive use of voting functions and their relations with classification mechanisms. We bring here the definitions relevant to our needs. For a more detailed background on voting, see e.g., [15].

In a voting scenario there is a set of voters (agents) $I$, and a finite set of candidates $C$. Each voter has a strict preference order $R_i$, over all candidates. We denote by $c \succ_i c'$ the fact that voter $i$ prefers $c$ over $c'$. A preference profile $R = (R_1, \ldots, R_n)$ contains the preference order of each voter (agent). Let $\mathcal{R}$ be the set of all possible preference profiles for $n$ voters, $\mathcal{R} = \bigcup_{n \geq 2} \mathcal{R}^n$. A randomized voting rule is a function $f : \mathcal{R} \rightarrow \Delta(C)$. Note that preferences are private, thus the voting rule must use the orders reported by the agents. The definitions of a duplicate, RD and RDD also apply to voting rules. While the definition of manipulation in deterministic voting rules is straightforward (i.e., there is an agent that can gain by reporting false preferences), it does not apply as-is to randomized rules. This is since the preferences of agent $i$ over lotteries of candidates are not uniquely defined by $R_i$. To that end, we must introduce cardinal (dis)utilities.³

A utility scale $u_i \in \mathbb{R}^{|C|}$ fits order $R_i$ if for all $c, c' \in C$,

$$
u_i(c) < u_i(c') \iff c \succ_i c'.
$$

We adopt the same notation to classification settings, meaning that the risk of $c$ is higher than the risk of $c'$. A manipulation in $f$ (by Gibbard) consists of a profile $R$, a utility scale $u_i$ that fits $R_i$, and an alternative order $R'_i$ such that $i$ gains according to $u_i$ (formally, that $u_i(f(R_i)) > u_i(f(R_i, R'_i))$). A voting rule is strategyproof (SP) if there are no manipulations in $f$.

**Theorem 3** (Gibbard [7]). Let $f$ be a randomized voting rule. If $f$ is SP, then it is a lottery over duples and dictatorial rules.

### 3. RESULTS

#### 3.1 Multiple Agents with Uniform Weights

In this section we match the upper bound of $3 - \frac{2}{n}$ with a lower bound, thus proving it is tight.

We use a simple input space with three input points $X = \{x, y, z\}$. There are 3 classifiers, $C = \{c_0, c_x, c_y\}$, where $c_w(w) = ^w$ for $w = w'$ and "$\_\_$" otherwise. When both the agent and the dataset are clear from the context, we use the shorthand $r(w) = R_i(c_w, S)$.

**Theorem 4.** Let $M$ be an SP mechanism for the scenario $(X, C)$. Then for any $\varepsilon > 0$ and any $|I| = n \geq 2$, there is an

³For consistency with the risk, we treat lower utility as better.
instance $S$ with uniform weights such that

$$R_M(M(S), S) > \left(3 - \frac{2}{n} - \tilde{\epsilon}\right) R_c^*(S), S).$$

Also, if $M$ is either consistent or $\mu$-granular, then we can find such a dataset which is finite, and has $k = O\left(\frac{1}{\frac{1}{\Delta} - 1}\right)$ data points.

We will restrict the allowed datasets as follows. First, $X$ contains exactly $k$ data points on each input point, i.e., $3k$ data points in total. We denote by $\tilde{E}_i(w), \tilde{k}_i(w)$ the number of positive and negative labels for each point. We further restrict the labels of each agent; such that: one input point of $X$ is all negative (i.e., $\tilde{E}_i(\cdot) = 0$); one is all positive (i.e., $\tilde{E}_i(\cdot) = k$); and the third has at least one label of each (i.e., $1 \leq \tilde{E}_i(\cdot) \leq k - 1$).

We refer to this third point as the contingent point.\(^4\) Clearly, $M$ is still SP w.r.t. the restricted case.

The risk of each classifier can be simply written (e.g., for $c_i$) as

$$r(x) = R_i(c_i, S) = \frac{1}{3k} (\tilde{k}_i(x) + \tilde{E}_i(y) + \tilde{E}_i(z)).$$

Note that every partial dataset $S_i$ is now identified with a strict preference order $R_i$ over $C$ (for ease of exposition, assume $R_i = (c_a > c_b > c_c)$), and a rational number $\alpha_i \in (0, 1)$ which is the fraction of negative labels on the contingent point $y$.

To see this, observe that

$$r(x) = \frac{1 - \alpha_i}{3}; r(y) = \frac{1 + \alpha_i}{3}; \quad r(z) = \frac{3 - \alpha_i}{3}. \quad (1)$$

Consequently, $c_a, c_b, c_c$ classify the contingent point (which is $y$ in this case), and $c_b$ and $c_c$ classify it as positive.

We can therefore write each $S_i$ as $\{R_i, \alpha_i\}$. Our proof sketch can be summarized as follows:

1. Give a simpler, normalized presentation of the risk scale.
2. Show that $M$ is monotonic.
3. Show that any (monotonic) SP mechanism must ignore the value of $\alpha$.
4. Thus $M$ is actually a randomized voting rule over $C$.
5. Since $M$ is SP, it is an RDD.
6. Duples are bad, so $M$ is almost entirely an RD.
7. We show a dataset $S_i$ on which RD mechanisms have a close to $3 - \frac{2}{n}$ approximation ratio.

Crucially, all steps except the last one (Lemma 11) are independent of agent weights.

**Proof of Theorem 4.** The preference order of agent $i$ over lotteries in a given setting $S_i$ is completely defined by her risk scale, i.e., by the vector $\mathbf{r} = (r(x), r(y), r(z))$. Note that the risk of lottery $\mathbf{p}$ according to risk scale $\mathbf{r}$ is the inner product $R_M(\mathbf{p}, S) = \mathbf{r} \cdot \mathbf{p}$.

**Definition 1.** Two risk scales $\mathbf{r}, \mathbf{t}$ are equivalent, if for any two outcomes $\mathbf{p}, \mathbf{p}^\prime \in \Delta(C)$,

$$\mathbf{r} \cdot \mathbf{p} < \mathbf{r} \cdot \mathbf{p}^\prime \iff \mathbf{t} \cdot \mathbf{p} < \mathbf{t} \cdot \mathbf{p}^\prime,$$

i.e., if they induce the same order over outcomes.

---

**Lemma 5 (Normalization).** Let $S_i = \{R_i, \alpha_i\}$. Then the risk scales $\mathbf{r} = (r(x), r(y), r(z))$ and $\mathbf{t} = (0, \alpha_i, 1)$ are equivalent.

**Proof.** We denote by $\delta(w) = p(w) - p^\prime(w)$. Note that

$$\delta(x) + \delta(y) + \delta(z) = 0. \quad (2)$$

In addition, it holds from (1) that

$$\frac{r(y) - r(x)}{r(z) - r(x)} = \frac{1 + \alpha_i - (1 - \alpha_i)}{3 - \alpha_i - (1 - \alpha_i)} = \frac{2\alpha_i}{2} = \alpha_i. \quad (3)$$

We set $\mathbf{r} < \mathbf{p}^\prime \cdot \mathbf{r} \iff
\begin{align*}
0 > &p(x)r(x) + p(y)r(y) + p(z)r(z) \\
\Rightarrow &- (p^\prime(x)r(x) + p^\prime(y)r(y) + p^\prime(z)r(z))
\end{align*}

$$= \delta(x)r(x) + \delta(y)r(y) + \delta(z)r(z)$$

$$\Rightarrow \quad \delta(y)y + \delta(z)z \quad \text{ (division by a positive number)}$$

$$\Rightarrow \quad \delta(y)(r(y) - r(x)) + \delta(z)(r(z) - r(x)) = \mathbf{p} \cdot \mathbf{t} - \mathbf{p}^\prime \cdot \mathbf{t},$$

thus $\mathbf{p} \cdot \mathbf{t} < \mathbf{p}^\prime \cdot \mathbf{t}$, as required.

Due to Lemma 5, we can work with the normalized risk scale $\mathbf{t}$ instead of $\mathbf{r}$. This also holds for utility scales of voting functions.

**Remark 1.** Normalization only works for a fixed scale $\mathbf{r}$. If $\mathbf{t}$ is the normalized scale of $\mathbf{r}$, it is not true for example that $\mathbf{p} \cdot \mathbf{t} > \mathbf{p} \cdot \mathbf{t}^\prime$ derives $\mathbf{p} \cdot \mathbf{r} > \mathbf{p} \cdot \mathbf{r}^\prime$.

The following notations are used in our next two lemmas. Let $S_i = \{R_i, \alpha_i\}, S_i^\prime = \{R_i, \alpha_i^\prime\}$. Assume w.l.o.g. that $R_i = (x > y > z)$ (i.e., $x$ has the lowest risk for $i$). Let $\mathbf{p} = M(S)$ and $\mathbf{p}^\prime = M(S^\prime)$ denote the outcome of the mechanism on both datasets. Let $\mathbf{t}$ and $\delta(w)$ as in Lemma 5.

Since $M$ is SP, we have the following constraints:

1. $R_i(\mathbf{p}, S) \leq R_i(\mathbf{p}^\prime, S)$ (otherwise, $i$ can easily gain by reporting $S_i^\prime$ instead of $S_i$).
2. $R_i(\mathbf{p}, S^\prime) \geq R_i(\mathbf{p}^\prime, S^\prime)$ (otherwise, $i$ can gain by reporting $S_i$ instead of $S_i^\prime$).

We use $r(w)$ and $r^\prime(w)$ as shorthand for $R_i(w, S)$ and $R_i(w, S^\prime)$, respectively.

The next lemma shows that SP mechanisms must be “monotone”, i.e., adding more positive labels to a point can only increase the probability that it will be classified as positive.

**Lemma 6 (Monotonicity).** If $\alpha < \alpha^\prime$, then $p(y) \geq p^\prime(y)$.

**Proof.** From the first constraint we have that $\mathbf{p} \cdot \mathbf{r} \leq \mathbf{p}^\prime \cdot \mathbf{r}$. From Lemma 5 we can replace $\mathbf{r}$ with the normalized risk $\mathbf{t}$, and thus

$$\mathbf{p} \cdot \mathbf{t} \leq \mathbf{p}^\prime \cdot \mathbf{t} \quad \Rightarrow \quad p(y) + p(z) \leq p^\prime(y) + p^\prime(z) \quad \Rightarrow \quad \delta(y) \alpha \geq -\delta(z) \quad (4)$$

Similarly, from the second constraint we have that

$$\delta(y) \alpha^\prime \geq -\delta(z) \quad (5)$$
Taking the two inequalities together,
\[ \delta(y)\alpha \leq -\delta(z) \leq \delta(y)\alpha' \implies \]
\[ \alpha\delta(y) \leq \alpha'\delta(y) \implies \]
\[ \delta(y) \leq \frac{\alpha'}{\alpha}\delta(y) \quad \text{(since } \frac{\alpha'}{\alpha} > 1) \]
\[ \delta(y) \geq 0 \implies p(y) \geq p'(y) \]

\[ \square \]

Observation 7. If there is a manipulation under utility scale \((0, \alpha, 1)\), the same manipulation must work either for any \(1 > t > \alpha\), or for any \(0 < t < \alpha\). This follows directly from (4), since the inequality must hold as we change \(\alpha\) in one of the directions.

Our next lemma shows that the size of the positive fraction on the contingent point is irrelevant, as long as the preference order \(R_t\) is kept.

Lemma 8 (Invariance of Labels).
\[ \mathcal{M}(S_{\rightarrow}, S_{\rightarrow}) = \mathcal{M}(S_{\rightarrow}, S'_R). \]

Proof. We need to show that the constraints induced by strategyproofness become inconsistent unless the outcomes \(p\) and \(p'\) coincide. Unfortunately, the constraints that follow from \(\alpha\) and \(\alpha'\) will not suffice, and it is in fact possible to find a pair of outcomes that hold them. The crux lies in adding a third point \(\beta\) between the first two, showing that new constraints reach a contradiction.

We rename \(\alpha'\) to \(\gamma\), so that we have \(\alpha < \beta < \gamma\). We denote the outcome of \(\mathcal{M}\) on each dataset as \(p\), \(p_0\), and \(p_\gamma\), where \(p_\alpha = \mathcal{M}(S_{\rightarrow}, (R_t, \alpha))\), etc. Rewriting (4) and reversing \(p_\alpha, p_\gamma\),
\[ (p_\gamma(y) - p_\alpha(y))\alpha \geq p_\alpha(z) - p_\gamma(z) \quad (6) \]
Using \(\beta\), we similarly derive the constraints:
\[ (p_\beta(y) - p_\alpha(y))\beta \leq p_\alpha(z) - p_\beta(z) \quad (7) \]
(otherwise reporting \((R_t, \alpha)\) is a manipulation in \(\beta\), and
\[ (p_\gamma(y) - p_\beta(y))\gamma \leq p_\beta(z) - p_\gamma(z) \quad (8) \]
(otherwise reporting \((R_t, \beta)\) is a manipulation in \(\gamma\)).

Now, assume (towards a contradiction) that \(p_\gamma(y) \neq p_\gamma(y)\).
From monotonicity we have that \(p_\alpha(y) > p_\gamma(y)\), and strict inequality also holds for at least one of the subintervals, i.e., either \(p_\alpha(y) > p_\beta(y)\) or \(p_\gamma(y) > p_\gamma(y)\).

\[ (p_\gamma(y) - p_\alpha(y))\alpha \geq p_\alpha(z) - p_\gamma(z) \quad \text{from (6)} \]
\[ = (p_\alpha(z) - p_\beta(z)) + (p_\beta(z) - p_\gamma(z)) \]
\[ \geq (p_\beta(z) - p_\alpha(y))\beta + (p_\gamma(z) - p_\beta(y))\gamma \quad \text{from (7),(8)} \]
\[ > (p_\beta(z) - p_\alpha(y))\alpha + (p_\gamma(z) - p_\beta(y))\alpha \quad \text{from monotonicity and } \alpha < \beta, \gamma \]
\[ = (p_\gamma(z) - p_\alpha(y) + p_\gamma(y) - p_\beta(y))\alpha \]
\[ = (p_\gamma(y) - p_\alpha(y))\alpha \quad \text{is a contradiction.} \]

Thus \(p_\alpha(y) = p_\gamma(y)\), i.e., \(\delta(y) = 0\). From (4) and (5) it follows that \(\delta(z) = 0\). Finally, from (2) we have that \(\delta(x) = 0\) as well, and therefore \(\mathcal{M}(S_{\rightarrow}, S'_R) = p = p' = \mathcal{M}(S_{\rightarrow}, S'_R)\).

A subtle issue lies in the finite case, since the proof works only for pairs \(\alpha, \gamma\) that differ by at least 2 points (so there is \(\beta\) between them). However, for \(k \geq 5\), take any \(\alpha < \alpha' < \gamma' < \gamma\). We then have that \(p_\alpha = p_\alpha = p_\gamma = \mu_\alpha\), i.e., the same distribution must be used at every point.

Lemma 9 (Reduction). \(\mathcal{M}\) is an RDD.

Proof. This lemma completes the argument that \(\mathcal{M}\) is effectively a voting rule, and therefore subject to the known limitations of SP voting rules. It must use our assumptions on \(\mathcal{M}\) in order to bound the sample size; however, we first prove the lemma without these assumptions, for the limit case of \(k = \infty\).

We define a voting rule \(f\) as follows. For any profile \(R_t\) construct the corresponding dataset \(S_t\) by setting \(S_t = (R_t, \alpha_t)\) for some arbitrary \(\alpha_t \in (0,1)\). The (randomized) outcome of \(f\) is defined to be \(\mathcal{M}(S_t)\). From Lemma 8, the choice of \(\alpha_t\) does not affect the outcome of \(f\).

Assume (towards a contradiction) that there is a collection of datasets \(S_t\) on which \(\mathcal{M}\) is not an RDD. Let \(\mathcal{R}_t\) be the corresponding preference profiles to \(S_t\); thus \(f\) is not an RDD on these profiles. From Theorem 3, \(f\) is not SP, and thus has a manipulation.

W.l.o.g., there is a manipulation (in \(f\)) for voter \(i\), such that \(x_i > y_i > z_i\). By scaling \(u_i\), we can further assume that \(u_i(x) = 0, u_i(y) = \beta, u_i(z) = 1\).

From Observation 7 we can assume that the same manipulation works with \(\beta = \frac{1}{k'}\) for some \(k' \in \mathbb{N}\) (or \(\beta = 1 - \frac{1}{k'}\), which is the symmetric case).

It is easy to see that if \(S_t = (R_t, \beta)\), then reporting the false labeling \(S'_t = (R'_t, \alpha_t)\) is a manipulation for agent \(i\) in \(\mathcal{M}:
[\]
\[ u_i(f(R)) > u_i(f(R_{\rightarrow}, R'_t)) \implies \]
\[ \mathcal{R}_t(\mathcal{M}(S, S)) > \mathcal{R}_t(\mathcal{M}(S_{\rightarrow}, S')) \]
\[ \text{since } u_i\text{ is also the normalized risk scale for } S_t. \text{ This is in contradiction to } \mathcal{M}\text{ being SP; therefore, } \mathcal{M}\text{ is an RDD.} \]

Since we are not bounded, we allow \(k\) to be arbitrarily small values, which is the limit case \(S_k\rightarrow\infty\).

Bounding \(k\) under the consistency assumption.

We next show how the lemma still holds for any \(k\), provided that \(\mathcal{M}\) is consistent. It holds from the previous paragraph that \(\mathcal{M}\) behaves as a RDD for all datasets of size \(k'\) or more. Let \(k'' \geq k\) such that \(k'' = k - a\) for some integer \(a\). Now consider all \(a\) duplications of datasets of size \(k',\ldots, a\cdot S\) t.s. \(S \in S_k\). Since \(\mathcal{M}\) is an RDD for \(S_k\), it is in particular an RDD for the parfied datasets \(a\cdot S_k \subseteq S_k/a\), and from consistency also for \(S_k\).

Bounding \(k\) under the \(\mu\)-granularity assumption.

We show that under this assumption, \(\mathcal{M}\) is RDD for all datasets of size \(k' > 2/\mu\). Denote by \(p, p'\) the output of \(\mathcal{M}\) on the sets \(S_k\) and \(S_k',\) respectively, and let \(\delta = p - p'.\) Recall that the normalized utility scale of \(i\) is \((0, \beta, 1)\). Since \(R\)' is a manipulation, we have that
\[ u_i(f(R)) - u_i(f(R_{\rightarrow}, R'_t)) = \beta\delta(y) + \delta(z) > 0. \quad (9) \]

We wish to show that there exists \(\beta' \in \left[\frac{\beta}{2}, 1 - \frac{\beta}{2}\right]\) such that if we take \(\beta = \beta'\), then \(R\)' remains a manipulation (and then \(k''\) samples suffice). Case 1 If \(\delta(z) = 0\), then from (9) we have \(\delta(y) > 0\). Thus, taking \(\beta = \mu\) still ensures that \(R\)' is a manipulation, since \(\mu\delta(y) + \delta(z) > 0\).

More formally, if there is a manipulation according to \(u_i\), then from Lemma 5 the same manipulation works with the utility scale \(u' = (0, \beta, 1), \beta = \frac{u_i(x) - u_i(y)}{u_i(x) - u_i(y)}\).
Case 2 If \( \delta(0) > 0 \), then by the assumption of \( \mu \)-granularity we have that \( \delta(0) \geq \mu \). Also, we have the naïve bound of \( \delta(y) \geq -1 \).

By setting \( \beta = \frac{\mu}{2} \) we get \( \frac{\mu}{2} \delta(y) + \delta(x) \geq -\frac{\mu}{2} + \frac{\beta}{2} > 0 \).

Case 3 If \( \delta(y) < 0 \) then by (9) we get \( \delta(y) \geq \beta \delta(y) > -\delta(z) \).

Thus, we can write \( -\delta(z) = a \mu \) and \( \delta(y) = b \mu \) for integers \( \frac{\mu}{a} \geq b > a \). From this we get

\[
\frac{\delta(y)}{\delta(z)} = \frac{a \mu}{b \mu} = \frac{a}{a + 1} = 1 - \frac{1}{a + 1}
\]

\[
\leq 1 - \frac{1}{\mu + 1} = 1 - \frac{\mu}{1 + \mu} < 1 - \frac{\mu}{2}
\]

Thus, we have \( (1 - \frac{\mu}{2}) \delta(y) + \delta(z) > 0 \).

We introduce a small constant \( \epsilon > 0 \), whose value will be determined later. For now it is sufficient to require that the number of samples \( k \) would be at least \( \frac{1}{2} \), so that the contingent point can have a positive fraction of \( c \) or less.

**Lemma 10.** If \( M \) returns a duple with some probability greater than \( 3\epsilon \), then its approximation ratio is at least 3.

**Proof.** Suppose that with probability of at least \( 3\epsilon \), \( M \) returns a duple over \( \{c_{\alpha}, c_{\beta}\} \). We define a dataset \( S \) in which all agents label \( z \) as positive, \( x \) as negative, and \( y \) with a positive fraction of \( c \) (i.e., \( \mathcal{E}_c(x) = k, \mathcal{E}_c(x) = 0, \) and \( \mathcal{E}_c(y) = 1 \)). The optimal classifier \( c^*(S) \) is of course \( c_{\alpha} \), with a global risk of \( r^* = \frac{1}{2 \cdot n} \).

However, \( M \) must return \( c_{\alpha} \) (or \( c_{\beta} \)) w.p. of at least \( 3\epsilon \); thus its risk is at least \( 3\epsilon \cdot R_{\mathcal{I}}(c_{\alpha}, S) \geq 3\epsilon \left( \frac{1}{2} \left( 1 + \frac{1}{2} \right) \right) > \epsilon \geq 3 \cdot r^* \).

We can therefore assume that \( M \) returns a random dictator w.p. of at least \( 1 - 18\epsilon \) (there are 6 different duples, and each one has a probability of at most \( 3\epsilon \)).

**Lemma 11.** Assume all \( n \) agents have the same weight. If \( M \) returns a random dictator (i.e., some lottery \( d \) over agents), then the approximation ratio of \( M \) is at least \( 3 - \frac{2}{n} - \epsilon'' \), where \( \epsilon'' = 2nc + 96c > 0 \).

**Proof.** Let \( i \) (w.l.o.g. \( i = 1 \)) be the agent selected with the highest probability (i.e., \( d(1) \geq \frac{1}{n} \)). We define the dataset \( S \) as follows:

\[
S_1 = \{(y \gg x > z), 1 - \epsilon\}, \text{ and for all } j \neq 1, S_j = \{(x \gg y > z), \epsilon\}
\]

Thus, the selected concept of agent 1 is \( c_{1} = c_{\alpha} \), and the selected concept of any other agent is \( c_j = c_{\beta} \) (which is also the optimal concept). The construction of \( S \) is given in Table 1. To simplify computations, we do not divide the risk by the number of points and agents, and thus the global risk is in the range \([0, 3n]\). Thus,

<table>
<thead>
<tr>
<th>( k_{i}(\cdot)/k )</th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
<th>( R_{\mathcal{I}}(c) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 - \epsilon )</td>
<td>1</td>
<td>0</td>
<td>( 1 + \epsilon )</td>
<td>1</td>
</tr>
<tr>
<td>( 1 - \epsilon )</td>
<td>0</td>
<td>0</td>
<td>( 1 - \epsilon )</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: The first row shows the positive fraction on each point in \( S \). The next rows describe the errors that each classifier makes on each point. \( R_{\mathcal{I}}(c, S) \) is the sum of error fractions of \( c \) over the three points in \( S_i \).

\( r^*(S) = R_{\mathcal{I}}(c_{\alpha}, S) = R_{\mathcal{I}}(c_{\beta}, S) + (n - 1)R_{\mathcal{I}}(c_{\alpha}, S_1) \)

\( = 1 + \epsilon + (n - 1)\epsilon = 1 + ne \), whereas

\( R_{\mathcal{I}}(c_{\beta}, S) = R_{\mathcal{I}}(c_{\beta}, S_1) + (n - 1)R_{\mathcal{I}}(c_{\beta}, S_1) \)

\( = 1 - \epsilon + (n - 1)(2 - \epsilon) = 2n - 1 - ne \).

Our RD mechanism returns \( c_1 = c_{\alpha} \) w.p. of \( d(1) \geq \frac{1}{n} \), and the best thing it can do is return \( c_{\alpha} \) w.p. of \( 1 - \frac{1}{n} \). The risk of the mechanism can be lower-bounded as follows:

\[
R_{\mathcal{I}}(M) \geq \frac{3}{n} R_{\mathcal{I}}(c_{\beta}, S) + \frac{n - 1}{n} r^*
\]

\[
\geq \frac{1}{n} \left( 2n - 1 - ne \right) + \frac{n - 1}{n} \left( 1 + ne \right) \quad \text{(from (10),(11))}
\]

\[
= 2 - \frac{1}{n} - \epsilon + 1 + ne - \frac{1}{n} - \epsilon
\]

\[
= 3 - \frac{2}{n} + (n - 2)\epsilon = 3 - \frac{2}{n} + (\epsilon'' - \epsilon''') + (n - 2)\epsilon
\]

\[
= 3 - \frac{2}{n} - \epsilon'' + (2ne + 96\epsilon) + ne - 2\epsilon
\]

\[
> 3 - \frac{2}{n} - \epsilon'' + \left( 3 - \frac{2}{n} - \epsilon'' \right) ne
\]

\[
= \left( 3 - \frac{2}{n} - \epsilon'' \right) (1 + ne) = \left( 3 - \frac{2}{n} - \epsilon'' \right) r^*.
\]

Finally, we bound the total risk of \( M \). Due to Lemma 9, the outcome of \( M \) is an RDD, i.e., a lottery over all \( 6 \) possible duples, and \( n \) possible dictators. We denote by \( RD \) the event that \( M \) selected any of the dictators. Note that due to Lemma 10, either \( Pr(RD) \geq 1 - 18\epsilon \), or the approximation ratio of \( M \) is at least 3 (and thus we are done).

Assume therefore that \( Pr(RD) \geq 1 - 18\epsilon \). From Lemma 11 we have that \( R_{\mathcal{I}}(M(S), S|RD) \geq (3 - \frac{2}{n} - \epsilon'')r^*(S) \) (for \( S \) as defined in the lemma). Denote \( \epsilon' = 18\epsilon \), \( \epsilon'' = \epsilon'' + 6\epsilon' = (2n + 200)\epsilon \).

\[
R_{\mathcal{I}}(M(S), S) = Pr(RD)R_{\mathcal{I}}(M(S), S|RD) + Pr(-RD)R_{\mathcal{I}}(M(S), S|\neg RD)
\]

\[
\geq Pr(RD)R_{\mathcal{I}}(M(S), S|RD)
\]

\[
\geq (1 - \epsilon') \left( 3 - \frac{2}{n} - \epsilon'' \right) r^*(S) \quad \text{(from Lemmas 10,11)}
\]

\[
> (1 - \epsilon') \left( 3 - \frac{2}{n} - \epsilon' + 6\epsilon + \epsilon'' \right) \left( 1 + \epsilon + (n - 1)\epsilon \right)
\]

\[
= (1 - \epsilon') \left( 3 - \frac{2}{n} - \epsilon' \right) \left( 1 + \epsilon + (n - 1)\epsilon \right)
\]

\[
= (1 + \epsilon' - 2\epsilon') \left( 3 - \frac{2}{n} - \epsilon' \right) r^*(S)
\]

\[
> \left( 3 - \frac{2}{n} - \epsilon' \right) r^*(S).
\]

This concludes our proof, as for any \( \epsilon' \), we only need to set \( \epsilon \) small enough (i.e., \( k \) large enough). Specifically, \( k \geq \frac{1}{\epsilon} = \frac{2n + 200}{4} \) will suffice.

### 3.2 Two Weighted Agents

In this section, we restrict our analysis to datasets that are composed of just two partial datasets. Due to [13] we know that the WRD mechanism guarantees a 3-approximation ratio in the worst-case. Moreover, we know that for this mechanism the analysis is tight when the smaller weight approaches 0. As for a lower bound,
we know from [12] that it is at least 2. Theorem 4 does not contribute anything in this case, both because weights are non-uniform, and because $3 - \frac{2}{3}$ for $n = 2$ is still 2.

Due to Lemmas 9 and 10, we know that in this case too, any SP mechanism must be an RD (with high probability), but we still have the freedom to define the probability of selecting each of the two dictators, according to their weights.

Unless explicitly stated otherwise, we assume w.l.o.g. that $w_1 \leq \frac{1}{2} \leq w_2$, and denote $w = w_1$. We consider the HD and WRD mechanisms, as described in Section 2.1. Clearly both mechanisms are SP.

Consider Theorem 2. A slight variation of its proof reveals a more accurate bound. Let $w_{\text{min}} = \min_{i \in I} w_i$ be the weight of the lightest agents (in the two agent case, $w_{\text{min}} = w$).

**Theorem 12.** WRD has an approximation ratio of $3 - 2w_{\text{min}}$, and this bound is tight.

The following lemma will be useful in the analysis of our proposed mechanisms. The proof is omitted due to space constraints.

**Lemma 13.** Let $S = (X, I, \{Y_i\}_{i \in I}, w)$ be some instance with $n$ agents. Suppose we remove an agent (w.l.o.g. agent 1), thereby creating an instance $S' = (X, I', \{Y_i\}_{i \in I'}, w' = (w_2, \ldots, w_n))$. Let $c' = c'(S')$ be the optimal classifier for $S'$; then

$$R_I(c', S) \leq \frac{1 + w_1}{1 - w} R_I(c^*(S), S).$$

**Theorem 14.** HD has an approximation ratio of $\frac{1 + w}{1 - w}$, and this bound is tight.

**Proof.** The upper bound follows immediately from Lemma 13, as $c'$ is selected by the remaining, heavier, agent. For tightness, consider the following scenario. Let $w \leq \frac{1}{2}$. There are 2 samples: $X = \{x, y\}$. Agent 1 classifies both as “-" and agent 2 classifies x as “+" and y as “-". There are two classifiers, $C = \{c_+, c_-\}$, that classify both samples as “+" and “-", respectively. The optimal classifier is obviously $c_+$, whose risk is $1 - w$. However, the heaviest dictator is agent 2, who chooses $c_-$ (we assume a bias for tie-breaking). The risk of $c_-$ is $2w + 1 - w = 1 + w$. Thus, the approximation ratio in this case is $\frac{1 + w}{1 - w}$.

Next, we combine HD and WRD into a better SP mechanism. Let $T = \frac{3 - \sqrt{5}}{2}$ we define the threshold dictator (TD) as follows:

- The TD mechanism behaves like WRD when $w > T$ and like HD otherwise.

**Corollary 15.** TD has a worst-case approximation ratio of $\sqrt{5}$, and this bound is tight.

**Proof.** Suppose $w \leq T$. Then from Theorem 14 the approximation ratio of TD is $\frac{1 + w}{1 - w} \leq \frac{1 + \frac{3 - \sqrt{5}}{2}}{1 - \frac{3 - \sqrt{5}}{2}} = \sqrt{5}$. Now suppose $w > T$; then from Theorem 12 the approximation ratio of TD is $3 - 2w \leq 3 - 2T = \sqrt{5}$. The lower bound is achieved for $w = T$.

Curiously, the optimal threshold $T$ is such that the ratio between agents’ weights is exactly $\Phi$, the golden ratio.

A natural question is whether even better SP mechanisms exist, and in particular mechanisms that match the lower bound of $3 - \frac{2}{3} = 2$. Interestingly, the answer is yes, and we now give two examples of such mechanisms.

- The square-weight random dictator (SRD) mechanism returns $c_i$ w.p. $\frac{w_i^2}{\sum_{i \in I} w_i^2}$.

**Theorem 16.** For two agents, the SRD mechanism has a worst-case approximation ratio of 2.

**Proof.** We will use the following lemma, showing a reduction to a simpler problem (proof omitted).

**Lemma 17.** Consider a setting with only two concepts that disagree on all points $\{c_-, c_+\}$, and let $M$ be an RD mechanism for two agents. If $M$ guarantees $L$-approximation in this restricted setting (for $L \geq 2$), then $M$ is an $L$-approximation mechanism.

Due to Lemma 17, we can assume that $c_1, c_2$ completely disagree, and that one of them is the optimal classifier $c^*$. Assume w.l.o.g. that $c^* = c_1$, and denote the optimal risk by $r^*$.

Suppose first that $w > 1 - w$. This is the easy case, as it implies that the better classifier is selected with greater probability. Assume therefore that $w \leq 1 - w$, and consider mechanism HD. In the latter case, we have that $R_I(HD(S), S) = 1 - r^*$. From Theorem 14 we have that $1 - r^* \leq \frac{1 + w}{1 - w} r^*$, therefore

$$R_I(SRD(S), S) = \frac{w^2 R_I(c_1, S) + (1 - w) R_I(c_2, S)}{w^2 + (1 - w)^2} \leq \frac{w^2 r^* + (1 - w)^2 (1 - r^*)}{w^2 + (1 - w)^2} \leq \frac{2w^2 - 2w + 1}{w^2 + (1 - w)^2} r^*.$$

where the last inequality exists since $2w^2 - 2w + 1$ has a minimum in $w = \frac{1}{2}$.

By considering Lemma 17 together with Theorem 1, it follows directly that there is another 2-approximation mechanism, using the same randomization suggested by Meir, Procaccia and Rosenschein for the two-function setting [12]. We refer to this mechanism as MPFRS.\footnote{The mechanism, applied to our scenario, would select the lighter and heavier agents w.p. of $\frac{w}{2 - 2w}$ and $\frac{2 - 3w}{2 - 2w}$, respectively.}

### 3.3 More than Two Weighted Agents

In this final section we extend our results beyond the two-agent setting, describing a worst-case optimal SP mechanism for any set of weighted agents.

We first try the threshold approach. Theorem 12 supplies us with an approximation ratio of $3 - 2w_{\text{min}}$ for the WRD mechanism. Suppose we have some SP $d_{n-1}$-approximation mechanism $M_{n-1}$ for $n - 1$ agents, where $d_{n-1} < 3$. We can derive an SP mechanism $M_n$ for $n$ agents as follows: set a threshold $T_n \in (0, 1)$. If all agents weigh more than $T_n$, use WRD. Otherwise, remove the lightest agent and run $M_n$ on the remaining data.

**Theorem 18.** Mechanism $M_n$ is SP, and has an approximation ratio of $\max\left\{3 - 2T_n, \frac{1}{1 - T_n} d_{n-1}\right\}$.

The proof follows directly from Lemma 13 and Theorem 12.

We can bound the worst-case approximation then, by setting $T_n$ such that $3 - 2T_n = \frac{1}{1 - T_n} d_{n-1}$. As a special case for $n = 2$, we get the TD mechanism with $\sqrt{5}$ approximation (Theorem 15). Also, we know that $d_2 = 2$ (from Theorem 16), and thus by setting the threshold for three agents to $T_3 \approx \frac{1}{3}$, we get a (roughly) $3 - \frac{6}{5} = 2\frac{7}{10}$ approximation mechanism for three weighted agents.

Similar threshold mechanisms can be iteratively derived for any.
number of agents. While this mechanism already beats the upper bound of $3$, it does not match the lower bound of $3 - \frac{1}{2}$.

We finally turn to describing our last mechanism, which either generalizes or beats all previous mechanisms for SP classification with shared inputs. Let $p'_i = \frac{w_i}{2(1-w_i)}$, and $\omega_w = \frac{1}{\sum_{i \in I} p'_i}$.

- The convex-weight random dictator (CRD) mechanism, returns $c_i$ w.p. $p_i = \omega_w p'_i$.

**Theorem 19.** The CRD mechanism has an approximation ratio of $\omega_w + 1$, which is at most $3 - \frac{1}{2}$.

We omit the proof due to space constraints. However, we note that it is based on the convexity of the weight function, giving rise to the name of the mechanism. When applied to two agents, the CRD mechanism is similar (but not identical) to the MPR8 mechanism, and can therefore be seen as a generalization of it. Moreover, all the upper bounds in [12, 13], as well as the ones in this paper, follow as special cases from Theorem 19.

4. DISCUSSION

Our results have two primary implications on strategyproof classification. On the negative side, we have shown that the use of dictators is necessary if one wants to maintain truthfulness in learning algorithms, even when randomization is allowed. This means in particular that the previously known bounds for SP classification with uniform weights are tight.

On the positive side, we show that while dictators play a key role in SP classification, non-trivial selection of the dictator can lead to improvements in the approximation ratio of the mechanism. We demonstrated how simple threshold heuristics can be used to safely discard low-weight agents, thus improving the worst-case approximation ratio (although it is still suboptimal). Our main positive result is the CRD mechanism, which matches the lower bound for SP classification and therefore cannot be further improved. In addition to generalizing all previously known upper bounds for the shared input setting (from [12, 13]), our result shows that the uniform weight case is also the most difficult, and a better approximation ratio can be achieved as weights become more biased in favor of some agents.

**The learning-theoretic setting.**

An important issue is the possibility to generalize from sampled data, and apply the result classifier on unseen data from the same distribution (a task known as *supervised learning*). It is shown in Section 3 in [13] how the WRD mechanism can be extended in such a way to a learning-theoretic setting. We note that all of our mechanisms can be applied directly to the learning-theoretic setting, making the same strategic assumptions described in [13].

**Future research.**

Perhaps more important than the specific bounds we proved, our results and techniques may aid in improving the understanding of randomized approximation mechanisms in other domains. Some mechanisms for facility location [1] are based on ideas similar to the WRD mechanism; our insights can be used to improve their weighted versions. Also, our impossibility proof tackles rather general issues, such as continuity and private information. This may also help in the study of lower bounds in other domains.

Other future directions may include the study of new types of strategic behaviors in learning problems, and providing a more formal picture of the relations between seemingly unrelated Approximated Mechanism Design (without money) problems.
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ABSTRACT

In response to the Mumbai attacks of 2008, the Mumbai police have started to schedule a limited number of inspection checkpoints on the road network throughout the city. Algorithms for similar security-related scheduling problems have been proposed in recent literature, but security scheduling in networked domains when targets have varying importance remains an open problem at large. In this paper, we cast the network security problem as an attacker-defender zero-sum game. The strategy spaces of both players are exponentially large, so this requires the development of novel, scalable techniques.

We first show that existing algorithms for approximate solutions can be arbitrarily bad in general settings. We present RUGGED (Randomization in Urban Graphs by Generating strategies for Enemy and Defender), the first scalable optimal solution technique for such network security games. Our technique is based on a double oracle approach and thus does not require the enumeration of the entire strategy space for either of the players. It scales up to realistic problem sizes, as is shown by our evaluation of maps of southern Mumbai obtained from GIS data.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Algorithms, Security, Performance

Keywords
Game theory, Double oracle, Zero-sum games, Minimax equilibrium

1. INTRODUCTION

Securing urban city networks, transportation networks, computer networks and other critical infrastructure is a large and growing area of concern. The key challenge faced in these domains is to effectively schedule a limited number of resources to protect against an intelligent and adaptive attacker. For example, a police force has limited personnel to patrol, operate checkpoints, or conduct searches. The adversarial aspect poses significant challenges for the resource allocation problem. An intelligent attacker may observe the strategy of the defender, and then plan more effective attacks. Predictable scheduling of defender resources can be exploited by the attacker. Randomization has thus been used to keep attackers at bay by increasing the uncertainty they face.

Game theory offers a principled way of achieving effective randomization. It models the varying preferences of both the defender and the attacker, and allows us to solve for optimal strategies. Recent work has also used and deployed game-theoretic techniques in real-world attacker-defender scenarios, for example, ARMOR [13] and IRIS [10].

In this paper, we model an urban network security problem as a game with two players: the defender and the attacker. The pure strategies of the defender correspond to allocations of resources to edges in the network—for example, an allocation of police checkpoints to roads in the city. The pure strategies of the attacker correspond to paths from any source node to any target node—for example, a path from a landing spot on the coast to the airport.

The strategy space of the defender grows exponentially with the number of available resources, whereas the strategy space of the attacker grows exponentially with the size of the network. For example, in a fully connected graph with 20 nodes and 190 edges, the number of defender actions for only 5 resources is \((\binom{20}{5}) \approx 2 \times 10^{18}\). Real-world networks are significantly larger, e.g., a simplified graph representing the road network in southern Mumbai has more than 250 nodes (intersections) and 600 edges (streets), and the security forces can deploy tens of resources.

We model the scenario as a zero-sum game, where the attacker gets a positive payoff in case of a successful attack and 0 otherwise, and the payoff to the defender is the negative of the attacker’s payoff. Our goal is to find a minimax strategy for the defender, that is, a strategy that minimizes the maximum expected utility that the attacker can obtain. The extremely large size of the games

1Because in this work, we assume the game to be zero-sum, a minimax strategy is equivalent to a Stackelberg strategy (where the defender finds the optimal mixed strategy to commit to); moreover, via von Neumann’s minimax theorem [12] (or linear programming duality), minimax strategies also correspond exactly to Nash equi-
inhibits the direct application of standard methods for finding minimax strategies. Thus, we propose a double-oracle based approach that does not require the ex-ante enumeration of all pure strategies for either of the players. We propose algorithms for both the defender’s and the attacker’s oracle problems, which are used iteratively to provide pure-strategy best responses for both players. While we present NP-hardness proofs for the oracle problems for both players, the entire approach remains scalable in practice, as is shown in our experiments.

We also provide experimental results on real-city networks, specifically on graphs obtained from the GIS data of southern Mumbai. The graph representation of southern Mumbai has 250 nodes and 600 edges. The placement of sources and targets in the experiment was inspired by the Mumbai 2008 attacks where the targets were important economic and political centers and the sources were placed along the coast line. Our experimental results show that this problem remains extremely difficult to solve. While we show the previous approximation method to not be ready for deployment, our own techniques will need to be enhanced further for real deployments in the city of Mumbai. We believe the problem remains within reach, and is clearly an exciting and important area for continued research.

2. RELATED WORK

Game theory has been applied to a wide range of problems where one player — the evader — tries to minimize the probability of detection by and/or encounter with the other player — the patroller; the patroller wants to thwart the evader’s plans by detecting and/or capturing him. The formalization of this problem led to a family of pursuit-evasion games [1]. As there are many potential applications of this general idea, more specialized game types have been introduced, e.g., *hider-seeker games* [7, 9] and *infiltration games* [2] with mobile patrollers and mobile evaders; *search games* [8] with mobile patrollers and immobile evaders; and *ambush games* [14] with the mobility capabilities reversed. In the game model proposed in this paper, the evader is mobile whereas the patroller is not, just like in ambush games. However, in contrast with ambush games, we consider *targets* (termed *destinations* in ambush games) of varying importance.

Our game model is most similar to that of *interdiction games* [17], where the evading player — the attacker — moves on an arbitrary graph from one of the origins to one of the destinations (aka. *targets*); and the interdicting player — the defender — inspects one or more edges in the graph in order to detect the attacker and prevent him from reaching the target. As opposed to interdiction games, we do not consider the detection probability on edges, but we allow different values to be assigned to the targets, which is crucial for real-world applications.

Recent work has also considered scheduling multiple-defender resources using cooperative game-theory, as in *path disruption games* [3], where the attacker tries to reach a single known target. In contrast with the static asset protection problem [6], we attribute different importance to individual targets and unlike its dynamic variant [6], we consider only static target positions. Recent work in security games and robotic patrolling [4, 10] has focused on concrete applications. However, they have not considered the scale-up for both defender and attacker strategies. For example, in ASPEN, the attacker’s pure strategy space is polynomially large, since the attacker is not following any path and just chooses exactly one target to attack. Our game model was introduced by Tsai et al. [15]; however, their approximate solution technique can be suboptimal. We discuss the shortcomings of their approach in Section 4, and provide an optimal solution algorithm for the general case.

Techniques used by RUGGED are based on a double oracle approach, as proposed by McMahan et al. [11] (corresponding exactly to the notion of constraint and column generation in linear programming). This technique is intended to solve large-scale games, and is especially useful in settings where efficient algorithms for the best-response oracle problems are available. Double oracle algorithms have subsequently been applied to various pursuit-evasion games [9, 16]. While the best-response oracle problems are NP-hard in our setting (as we show in Sections 5.3 and 5.4), we give algorithms for these problems that allow the approach to still scale to realistic instances.

3. PROBLEM DESCRIPTION

A network security domain, as introduced by Tsai et al. [15], is modeled using a graph $G = (N, E)$. The attacker starts at one of the source nodes $s \in S \subset N$ and travels along a path of his choosing to any one of the targets $t \in T \subset N$. The attacker’s pure strategies are thus all the possible $s \rightarrow t$ paths from any source $s \in S$ to any target $t \in T$. The defender tries to catch the attacker before he reaches any of the targets by placing $k$ available (homogeneous) resources on edges in the graph. The defender’s pure strategies are thus all the possible allocations of $k$ resources to edges, so there are $\binom{|E|}{k}$ in total. Assuming the defender plays allocation $X_t \subseteq E$, and the attacker chooses path $A_j \subseteq E$, the attacker succeeds if and only if $X_t \cap A_j = \emptyset$. Additionally, a payoff $T(t)$ is associated with each target $t$, such that the attacker gets $T(t)$ for a successful attack on $t$ and 0 otherwise. The defender receives $-T(t)$ in case of a successful attack on $t$ and 0 otherwise. The network security domain is modeled as a complete-information zero-sum game, where the set $S$ of sources, $T$ of targets, the payoffs $T$ for all the targets and the number of defender resources $k$ are known to both the players *a-priori*. The objective is to find the mixed strategy of the defender, corresponding to a Nash equilibrium (equivalently, a minimax strategy) of this *network security game*. The notation used in the paper is described in Table 1.

<table>
<thead>
<tr>
<th>$G(N, E)$</th>
<th>Urban network graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Target payoff</td>
</tr>
<tr>
<td>$k$</td>
<td>Defender resources</td>
</tr>
<tr>
<td>$X$</td>
<td>Set of defender allocations, $X = {X_1, X_2, \ldots, X_k}$</td>
</tr>
<tr>
<td>$X_i$</td>
<td>$i^{th}$ defender allocation, $X_i = {X_{ie}} \forall e, X_{ie} \in {0, 1}$</td>
</tr>
<tr>
<td>$A$</td>
<td>Set of attacker paths, $A = {A_1, A_2, \ldots, A_m}$</td>
</tr>
<tr>
<td>$A_j$</td>
<td>$j^{th}$ attacker path, $A_j = {A_{je}} \forall e, A_{je} \in {0, 1}$</td>
</tr>
<tr>
<td>$x$</td>
<td>Defender’s mixed strategy over $X$</td>
</tr>
<tr>
<td>$a$</td>
<td>Adversary’s mixed strategy over $A$</td>
</tr>
<tr>
<td>$U_d(x, A_j)$</td>
<td>Defender’s expected utility playing $x$ against $A_j$</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Defender’s pure strategy best response</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Attacker’s pure strategy best response</td>
</tr>
</tbody>
</table>

**Table 1: Notation**

4. RANGER COUNTEREXAMPLE

*RANGER* was introduced by Tsai et al. [15] and was designed to obtain approximate solutions for the defender for the network security game. Its main component is a polynomial-sized linear program that, rather than solving for a distribution over allocations, solves for the marginal probability with which the defender covers
each edge. It does this by approximating the capture probability as the sum of the marginals along the attacker’s path. It further presents some sampling techniques to obtain a distribution over defender allocations from these marginals. What was known before was that the RANGER solution (regardless of the sampling method used) is suboptimal in general, because it is not always possible to find a distribution over allocations such that the capture probability is indeed the sum of marginals on the path. In this paper, we show that RANGER’s error can be arbitrarily large.

Let us consider the example graph shown in Figure 1. This multi-graph\(^{5}\) has a single source node, \(s\), and two targets, \(t_1\) and \(t_2\); the defender has 2 resources. Furthermore, the payoffs \(T\) of the targets are defined to be 1 and 2 for targets \(t_1\) and \(t_2\) respectively.

![Figure 1: This example is solved incorrectly by RANGER. The variables \(a, b\) are the coverage probabilities on the corresponding edges.](image)

**RANGER solution:**

Suppose RANGER puts marginal coverage probability \(a\) on each of the three edges between \(s\) and \(t_1\) and probability \(b\) on the edge between \(t_1\) and \(t_2\), as shown in Figure 1. RANGER estimates that the attacker gets caught with probability \(a\) when attacking target \(t_1\) and probability \(a + b\) when attacking target \(t_2\). RANGER will attempt to make the attacker indifferent between the two targets to obtain the minimax equilibrium. Thus, RANGER’s output is \(a = 3/5, b = 1/5\), obtained from the following system of equations:

\[
1(1 - a) = 2(1 - (a + b)) 
\]

\[
3a + b = 2 
\]

However, there can be no allocation of 2 resources to the edges such that the probability of the attacker being caught on his way to \(t_1\) is 3/5 and the probability of the attacker being caught on his way to \(t_2\) is 4/5. (The reason is that in this example, the event of there being a defensive resource on the second edge in the path cannot be disjoint from the event of there being one on the first edge.) In fact, for this RANGER solution, the attacker cannot be caught with a probability of more than 3/5 when attacking target \(t_2\), and so the defender utility cannot be greater than \(-2(1 - 3/5) = -4/5\).

**Optimal solution:**

Figure 2 shows the six possible allocations of the defender’s two resources to the four edges. Three of them block some pair of edges between \(s\) and \(t_1\). Suppose that each of these three allocations is played by the defender with probability \(x\). Each of the other three allocations blocks one edge between \(s\) and \(t_1\) as well as the edge between \(t_1\) and \(t_2\). Suppose the defender chooses these allocations with probability \(y\) each (refer Figure 2). The probability of the attacker being caught on his way to \(t_1\) is \(\frac{3}{2}3x + \frac{1}{3}3y\), or \(2x + \)

\(^{5}\)We use a multi-graph for simplicity. This counterexample can easily be converted into a similar counterexample that has no more than one edge between any pair of nodes in the graph.

\(^{6}\)We can assume without loss of solution quality that symmetric edges will have equal coverage.

\(^{7}\)Again, this can be assumed without loss of generality for symmetric edges.

\[
y. Similarly, the probability of the attacker being caught on his way to \(t_2\) is \(2x + 3y\). Thus, a minimax strategy for this problem is the solution of Equations (3) and (4), which make the attacker indifferent between targets \(t_1\) and \(t_2\).

\[
1(1 - 2x - y) = 2(1 - 2x - 3y) 
\]

\[
3x + 3y = 1 
\]

The solution to the above system is \(x = 2/9, y = 1/9\), so that the expected attacker utility is 4/9. Thus, the expected defender utility is \(-4/9\), which is higher than the expected defender utility of at most \(-4/5\) resulting from using RANGER.

**RANGER sub-optimality:**

Suppose the payoff \(T(t_2)\) of target \(t_2\) in the example above was \(H, H > 1\). The RANGER solution in this case, again obtained using Equations 1 and 2, would be \(a = \frac{(H+1)}{(2H+1)}, b = \frac{(H-1)}{(2H+1)}\).

Then, consider an attacker who attacks the target \(t_2\) by first going through one of the three edges from \(s\) to \(t_1\) uniformly at random (and then on to \(t_2\)). The attacker will fail to be caught on the way from \(t_1\) to \(t_2\) with probability \((1 - b)\), given that the defender’s strategy is consistent with the output of RANGER. Even conditional on this failure, the attacker will fail to be caught on the way from \(s\) to \(t_1\) with probability at least \(1/3\), because the defender has only 2 resources. Thus, the probability of a successful attack on \(t_2\) is at least \((1 - b)(1/3)\), and the attacker’s best-response utility is at least:

\[
\frac{H(1 - b)}{3} = \frac{H(H + 2)}{3(2H + 1)} > \frac{H(H + 0.5)}{3(2H + 1)} = \frac{H}{6} 
\]

(5)

Thus, the true defender utility for any strategy consistent with RANGER is at most \(-\frac{H}{6}\).

Now, consider another defender strategy in which the defender always blocks the edge from \(t_1\) to \(t_2\), and also blocks one of the three edges between \(s\) and \(t_1\) uniformly at random. For such a defender strategy, the attacker can reach \(t_1\) with probability 2/3, but cannot reach target \(t_2\) at all. Thus, the attacker’s best-response utility in this case is 2/3. Therefore, the optimal defender utility is at least \(-2/3\). Therefore, any solution consistent with RANGER is at least \(-\frac{2}{9}\) suboptimal. Since \(H\) is arbitrary, RANGER solutions can be arbitrarily suboptimal. This motivates our exact, double-oracle algorithm, RUGGED.

5. DOUBLE-ORACLE APPROACH

In this section, we present RUGGED, a double-oracle based algorithm for network security games. We also analyze the computational complexity of determining best responses for both the defender and the attacker, and, to complete the RUGGED algorithm, we give algorithms for computing the best responses.
5.1 Algorithm

The algorithm RUGGED is presented as Algorithm 1. \( X \) is the set of defender allocations generated so far, while \( A \) is the set of attacker paths generated so far. CoreLP\( (X, A) \) finds an equilibrium (and hence, minmax and maximin strategies) of the two-player zero-sum game consisting of the sets of pure strategies, \( X \) and \( A \), generated so far. CoreLP returns \( x \) and \( a \), which are the current equilibrium mixed strategies for the defender and the attacker over \( X \) and \( A \) respectively. The defender oracle (DO) generates a defender allocation \( A \) that is a best response for the defender against \( a \). (This is a best response among all allocations, not just those in \( X \).) Similarly, the attacker oracle (AO) generates an attacker path \( \Gamma \) that is a best response for the attacker against \( x \).

Algorithm 1 Double Oracle for Urban Network Security

1. Initialize \( X \) by generating arbitrary candidate defender allocations.
2. Initialize \( A \) by generating arbitrary candidate attacker paths.
repeat
3. \((x, a) \leftarrow \text{CoreLP}(X, A)\).
4a. \( A \leftarrow \text{DO}(a) \).
4b. \( X \leftarrow X \cup \{A\} \).
5a. \( \Gamma \leftarrow \text{AO}(x) \).
5b. \( A \leftarrow A \cup \{\Gamma\} \).
until convergence
7. Return \((x, a)\)

The double oracle algorithm thus starts with a small set of pure strategies for each player, and then grows these sets in every iteration by applying the best-response oracles to the current solution. Execution continues until convergence is detected. Convergence is achieved when the best-response oracles of both the defender and the attacker do not generate a pure strategy that is better for that player than the player’s strategy in the current solution (holding the other player’s strategy fixed). In other words, convergence is obtained if, for both players, the reward given by the best-response oracle is no better than the reward for the same player given by the CoreLP.

The correctness of best-response-based double oracle algorithms for two-player zero-sum games has been established by McMahan et al [11]; the intuition for this correctness is as follows. Once the algorithm converges, the current solution must be an equilibrium of the game, because each player’s current strategy is a best response to the other player’s current strategy—this follows from the fact that the best-response oracle, which searches over all possible strategies, cannot find anything better. Furthermore, the algorithm must converge, because at worst, it will generate all pure strategies.

5.2 CoreLP

The purpose of CoreLP is to find an equilibrium of the restricted game consisting of defender pure strategies \( X \) and attacker pure strategies \( A \). Below is the standard formulation for computing a maximin strategy for the defender in a two-player zero-sum game.

$$\max_{U_d^x} U_d^x$$ \quad \text{s.t.} \quad\begin{align*}
U_d^x & \leq U_d(x, A_j) \quad \forall j = 1, \ldots, |A| \\
1^T x &= 1 \\
x &\in [0, 1]^{|X|}
\end{align*}$$

The defender’s mixed strategy \( x \), defined over \( X \), and utility \( U_d^x \) are the variables for this problem. Inequality (7) is family of constraints; there is one constraint for every attacker path \( A_j \) in \( A \). The function \( U_d(x, A_j) \) is the expected utility of the attacker path \( A_j \). Given \( A_j \), the probability that the attacker is caught is the sum of the probabilities of the defender allocations that would catch the attacker. (We can sum these probabilities because they correspond to disjoint events.) More precisely, let \( z_{ij} \) be an indicator for whether allocation \( x_i \) intersects with path \( A_j \), that is,

$$z_{ij} = \begin{cases} 1 & \text{if } X_i \cap A_j \neq \emptyset \\ 0 & \text{otherwise} \end{cases}$$

These \( z_{ij} \) are not variables of the linear program; they are parameters that are determined at the time the best responses are generated. Then, the probability that an attacker playing path \( A_j \) is caught is \( \sum_j z_{ij} x_i \), and the probability that he is not caught is \( \sum_j (1 - z_{ij}) x_i \). Thus, the payoff function \( U_d(x, A_j) \) for the defender for choosing a mixed strategy \( x \) when the attacker chooses path \( A_j \) is given by Equation (11), where \( T(t_j) \) is the attacker’s payoff for reaching \( t_j \).

$$U_d(x, A_j) = -T(t_j) \cdot (\sum_i (1 - z_{ij}) x_i)$$  \quad (11)

The dual variables corresponding to Inequality (7) give the attacker’s mixed strategy \( a \), defined over \( A \). The expected utility for the attacker is given by \(-U_d^x\).
The “if” direction: If the defender can block all the paths used by the attacker with $k$ resources, then the set $U$ can be covered with $C \subseteq S$, where $|C| = k$ and is constructed as follows. If the defender places a resource on a loop edge, then $C$ includes the non-singleton subset in $S$ that corresponds to that loop edge. If the defender blocks any other edge then $C$ includes the corresponding singleton set.

The “only if” direction: If there exists a cover $C$ of size $k$, then the defender can block all the paths by placing a defensive resource on every loop edge that corresponds to a non-singleton subset in $C$, and placing a defensive resource on the corresponding edge out of $s$ for every singleton subset in $C$.

Formulation: The defender oracle problem, described above, can be formulated as a mixed integer linear program (MILP). The objective of the MILP is to identify the allocation that covers as many attacker paths as possible, where paths are weighted by the product of the payoff of the target attacked by the path and probability of attacker choosing it. (In this formulation, probabilities $a_j$ are not variables; they are provided by CoreLP.) In the formulation, $\lambda_e = 1$ indicates that we assign a resource to edge $e$, and $z_j = 1$ indicates that path $A_j$ (refer Table 1) is blocked by the allocation.

\[
\begin{align*}
\max_{x, \lambda} & \quad -\sum_j (1 - z_j) a_j T_j \\
\text{s.t.} & \quad z_j \leq \sum_e A_{j,e} \lambda_e \\
& \quad \sum_e \lambda_e \leq k \\
& \quad \lambda_e \in \{0, 1\} \\
& \quad z_j \in [0, 1]
\end{align*}
\]

THEOREM 2. The MILP described above correctly computes a best-response allocation for the defender.

PROOF. The defender receives a payoff of $-T(t_j) a_j$ if the attacker successfully attacks target $t_j$ using path $A_j$, and 0 in the case of an unsuccessful attack. Hence, if we make sure that $1 - z_j = 1$ if path $A_j$ is not blocked, and 0 otherwise, then the objective function (12) correctly models the defender’s expected utility. Inequality (13) ensures this: its right-hand side will be at least 1 if there exists an edge on the path $A_j$ that defender is covering, and 0 otherwise. $z_j$ need not be restricted to take an integer value because the objective is increasing with $z_j$ and if the solver can push it above 0, it will choose to push it all the way up to 1. Therefore, if we let $\Lambda$ correspond to the set of edges covered by the defender, $z_j$ will be set by the solver so that:

\[
z_j = \begin{cases} 1 & \text{if } \Lambda \cap A_j \neq \emptyset \Leftrightarrow \exists e | \lambda_e = A_{j,e} = 1 \\ 0 & \text{otherwise} \end{cases}
\]
the top edge between \(v_1\) and \(v_2\), and the top edge between \(v_2\) and \(v_3\); only one edge is blocked in the pure strategy that corresponds to the literal \(\neg x_4\) (the bottom edge between \(v_5\) and \(v_6\)). (If it is desired that the defender always use the same number of resources, this is easily achieved by adding dummy edges.) We now show that there is an assignment of values to the variables in the 3-SAT instance so that the formula evaluates to true if and only if there is a path from \(s\) to \(t\) in the corresponding attacker oracle problem instance which is blocked with probability at most 1/2.

The “if” direction: Suppose there is a path \(P\) from \(s\) to \(t\) that is blocked with probability at most 1/2. Note that any path from \(s\) to \(t\) is blocked by at least one of the strategies \(\{x_i, \neg x_i\}\), for all \(i = 1, \ldots, n\), so the probability that the path is blocked is at least \(n/(2n) = 1/2\). Moreover, if for some \(i\), the path passes through both an edge labeled \(x_i\) and one labeled \(\neg x_i\), then the probability that the path is blocked is at least \((n + 1)/(2n) > 1/2\)—so this cannot be the case for \(P\). Hence, we can assign the true value to the literals that correspond to the edges on the path \(P\), and false to all the other literals. This must correspond to a solution to the 3-SAT instance, because each clause must contain a literal that corresponds to an edge on the path, and is thus assigned a true value.

The “only if” direction: Suppose there is an assignment of values to the variables such that the 3-SAT formula evaluates to true. Consider a simple path \(P\) that goes from \(s\) to \(t\) through edges that correspond to literals with true values in the assignment. Such a path must exist because by assumption the assignment satisfies every clause. Moreover, this path is blocked only by the defender strategies that correspond to true literals, of which there are exactly \(n\). So the probability that the path is blocked is \(n/(2n) = 1/2\).

**Formulation:** The attacker oracle problem can be formulated as a set of mixed integer linear programs, as described below. For every target in \(T\), we solve for the best path to that target; then we take the best solution overall. Below is the formulation when the attacker is attacking target \(t_m\). (In this formulation, probabilities \(x_i\) are not variables; they are values produced earlier by CoreLP.) In the formulation, \(\gamma_e = 1\) indicates that the attacker passes through edge \(e\), and \(z_i = 1\) indicates that the allocation \(X_i\) blocks the attacker path. Equations (20) to (22) represent the flow constraints for the attacker for every node \(n \in N\).

\[
\max_{z, \gamma} T_{t_m} \sum x_i (1 - z_i)
\]

subject to:

\[
\sum_{e \in \text{out}(n)} \gamma_e = \sum_{e \in \text{in}(n)} \gamma_e \quad n \neq s, t_m
\]

\[
\sum_{e \in \text{out}(s)} \gamma_e = 1
\]

\[
\sum_{e \in \text{in}(t_m)} \gamma_e = 1
\]

\[
z_i \geq \gamma_e + X_{ie} - 1 \quad \forall e \forall i
\]

\[
z_i \geq 0
\]

\[
\gamma_e \in \{0, 1\}
\]

**Theorem 4.** The MILP described above correctly computes a best-response path for the attacker.

**Proof.** The flow constraints are represented in Equations (20) to (22). The sink for the flow is the target \(t_m\) that we are currently considering for attack. To deal with the case where there is more than one possible source node, we can add a virtual source \((s)\) to \(G\) that feeds into all the real sources. \(i \cap (n)\) represents the edges coming into \(n\), \(\text{out}(n)\) represents those going out of \(n\). The flow constraints ensure that the chosen edges indeed constitute a path from the (virtual) source to the sink.

The attacker receives a payoff of \(T(t_m)\) if he attacks target \(t_m\) successfully, that is, if the path does not intersect with any defender allocation. Hence, if we make sure that \(1 - z_i = 1\) if allocation \(X_i\) does not block the path, and 0 otherwise, then the objective function (19) correctly models the attacker’s expected utility. Inequality (23) ensures this: if the allocation \(X_i\) covers some \(e\) for which \(\gamma_e = 1\), then it will force \(z_i\) to be set to at least 1; otherwise, \(z_i\) only needs to be set to at least 0 (and in each case, the solver will push it all the way down to this value, which also explains why the \(z_i\) variables do not need to be restricted to integer values). Therefore, if we let \(\Gamma\) correspond to the path chosen by the attacker, \(z_i\) will be set by the solver so that

\[
z_i = \begin{cases} 1 & \text{if } X_i \cap \Gamma \neq \emptyset \Rightarrow \exists e | \gamma_e = 1 \\ 0 & \text{otherwise} \end{cases}
\]

It follows that the MILP objective is correct. Hence, the above MILP captures the best-response oracle problem for the attacker.

**Proposition 2.** For any defender mixed strategy, the attacker’s expected utility from the best response provided by the attacker oracle is no worse than the attacker’s equilibrium utility in the full zero-sum game.

**Proof.** In any equilibrium, the defender plays a mixed strategy that minimizes the attacker’s best-response utility; therefore, if the defender plays any other mixed strategy, the attacker’s best-response utility can be no worse.

**6. EVALUATION**

In this section, we describe the results we achieved with RUGGED. We conducted experiments on graphs obtained from road network GIS data for the city of Mumbai (inspired by the 2008 Mumbai incidents [5]), as well as on artificially generated graphs. We provide two types of results: (1) Firstly, we compare the solution quality obtained from RUGGED with the solution quality obtained from RANGER. These results are shown in Section 6.1. (2) Secondly, we provide runtime results showing the performance of RUGGED when the input graphs are scaled up. The following three types of graphs were used for the experimental results:

1. Weakly fully connected (WFC) graphs, denoted \(G^{\text{WFC}}(N, E)\), are graphs where \(N\) is an ordered set of nodes \(\{n_1, \ldots, n_m\}; S = \{n_1\}, T = \{n_m\}\). For each node \(n_i\), there exists a set of directed

All experiments were run on standard desktop 2.8GHz machine with 2GB main memory.
edges, \( \{(n_i, n_j)|n_i < n_j\} \), in \( E \). These graphs were chosen because of the extreme size of the strategy spaces for both players. Additionally, there are no bottleneck edges, so these graphs are designed to be computationally challenging for RUGGED.

(2) Braid-type graphs, denoted \( G^\text{UGGED}(N, E) \), are graphs where \( N \) is a sequence of nodes \( n_1 \) to \( n_m \) such that each pair \( n_{i-1} \) and \( n_i \) is connected by 2 to 3 edges. Node \( n_1 \) is the source node. Any following node is a target node with probability 0.2, with payoff \( T \) randomly chosen between 1 and 100. These graphs have a similar structure as the graph in Figure 1, and were motivated by the counterexample in Section 4.

(3) City graphs of different sizes were extracted from the southern part of Mumbai using the GIS data provided by OpenStreetMaps. The placement of 2-4 targets was inspired by the Mumbai incidents from 2008 [5]; 2-4 sources were placed on the border of the graph, simulating an attacker approaching from the sea. We ran the test for graphs with the following numbers of nodes: 45, 129 and 252. Figure 5 shows a sample Mumbai graph with 252 nodes, 4 sources and 3 targets.

### 6.1 Comparison with RANGER

This section compares the solution quality of RUGGED and RANGER. Although we have already established that RANGER solutions can be arbitrarily bad in general, the objective of these tests is to compare the actual performance of RANGER with RUGGED. The results are given in Table 2, which shows the average and maximum error from RANGER. We evaluated RANGER on the three types of graphs — city graphs, braid graphs and weakly fully connected graphs of different sizes, fixing the number of defender resources to 2 and placing 3 targets, with varied values from the interval \([0, 1000]\). The actual defender utility from the solution provided by RANGER is computed by using the best-response oracle for the attacker with the RANGER defender strategy as input. The error of RANGER is then expressed as the difference between the defender utilities in the solutions provided by RANGER and by RUGGED.

Table 2 shows the comparison results between RANGER and RUGGED, summarized over 30 trials. It shows the percentage of trials in which RANGER gave an incorrect solution (denoted "pct"). It also shows the average and maximum error of RANGER (denoted as \( \text{avg} \) and \( \text{max} \) respectively) over these trials. It shows that while RANGER was wrong only about 1/3 of the time for Braid graphs, it gave the wrong answer in all the runs on the fully connected graphs. Furthermore, it was wrong 90% of the time on city graphs, with an average error of 215 units and a maximum error of 721 units. Given an average target value of 500, these are high errors indeed — indicating that RANGER is unsuitable for deployment in real-world domains.

### 6.2 Scale-up and analysis

This section concerns the performance of RUGGED when the input problem instances are scaled up. The experiments were conducted on graphs derived directly from portions of Mumbai’s road network. The runtime results are shown in Table 3, where the rows represent the size of the graph and the columns represent the number of defender resources that need to be scheduled. As an example of the complexity of the graph, the number of attacker paths in the Mumbai graph with 252 nodes is at least a \( 10^{22} \), while the number of defender allocations is approximately \( 10^{10} \) for 4 resources.

### 6.3 Algorithm Dynamics Analysis

This section analyzes the anytime solution quality and the performance of each of the three components of RUGGED: the defender oracle, the attacker oracle, and the CoreLP. When we solve the best-response oracle problems, they provide lower and upper bounds on the optimal defender utility, as shown in Propositions 1 and 2. Figure 6(b) shows the progress of the bounds and the CoreLP solution for a sample problem instance scheduling 2 defender resources on a fully connected network with 50 nodes. The x-axis shows the number of iterations and the y-axis shows the expected defender utility. The graph shows that a good solution (i.e., one where the difference in the two bounds is less than \( \epsilon \)) can be computed reasonably quickly, even though the algorithm takes longer to converge to the optimal solution. For example, a solution with an allowed approximation of 10 units\(^{10}\) can be computed in about 210 iterations, whereas 310 iterations are required to find the optimal solution. The difference between these two bounds gives an upper bound of the complexity of the graph, the number of attacker paths in the network. The runtime results are shown in Table 3, where the rows correspond to the number of defender allocations is approximately \( 10^{10} \) for 4 resources.

---

\(^{9}\)We placed more sources and targets into larger graphs.

\(^{10}\)10 units is 1% of the maximum target payoff (1000).
Figure 6: Results. Figure (a) shows the scale-up analysis on WFC graph of different sizes. Figure (b) shows the convergence of oracle values to the final game value and the anytime bounds. Figure (c) compares the runtimes of oracles and the core LP.

bound on the error in the current solution of the CoreLP; this also provides us with an approximation variant of RUGGED.

Figure 6(c) compares the runtime needed by the three modules in every iteration. The x-axis shows the iteration number and the y-axis shows the runtime in seconds in logarithmic scale. As expected, CoreLP — solving a standard linear program — needs considerably less time in each iteration than both the oracles, which solve mixed-integer programs. The figure also shows that the modules scale well as the number of iterations increases.

7. CONCLUSION AND FUTURE WORK

Optimally scheduling defender resources in a network-based environment is an important and challenging problem. Security in urban road networks, computer networks, and other transportation networks is of growing concern, requiring the development of novel scalable approaches. These domains have extremely large strategy spaces; a graph with just 20 nodes and 5 resources can have more than 2 billion strategies for both players. In this paper, we presented RUGGED, a novel double-oracle based approach for finding an optimal strategy for scheduling a limited number of defender resources in a network security environment. We showed that previous approaches can lead to arbitrarily bad solutions in such situations, and the error can be very high even in practice. We applied RUGGED to real-city maps generated from GIS data; we presented the results of applying RUGGED to the road network of Mumbai. While enhancements to RUGGED are required for deployment in some real-world domains, optimal solutions even to these problems are now within reach. The scalability of RUGGED opens up new avenues for deploying game-theoretic techniques in real-world applications.
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ABSTRACT

Game-tree search algorithms have contributed greatly to the success of computerized players in two-player extensive-form games. In multi-player games there has been less success, partly because of the difficulty of recognizing and reasoning about the inter-player relationships that often develop and change during human game-play. Simplifying assumptions (e.g., assuming each player selfishly aims to maximize its own payoff) have not worked very well in practice.

We describe a new algorithm for multi-player games, Socially-oriented Search (SOS), that incorporates ideas from Social Value Orientation theory from social psychology. We provide a theoretical study of the algorithm, and a method for recognizing and reasoning about relationships as they develop and change during a game. Our empirical evaluations of SOS in the strategic board game Qudor show it to be significantly more effective against players with dynamic interrelationships than the current state-of-the-art algorithms.
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1. INTRODUCTION

Search algorithms such as the classical Minimax search algorithm [13] are perhaps the most important component of computer programs for games of strategy. In two-person games, these algorithms have been highly successful, and there are many games in which the best computerized players perform as well or better than the best human players (e.g., [14, 15]). However, such algorithms have generally been much less successful in multi-player games—partly because they lack ways of recognizing and reasoning about inter-player relationships, which are a very influential component of the strategic behavior of human players [18]. For example, consider situations where a player has lost any “practical” chance of winning the game, but its actions might determine which of the other players will eventually win—or where a local grievance in the early stages of the game gives birth to vindictive actions in later stages. In both cases, interpersonal relationships will have considerable weight when the players reason about future courses of action.

The standard approach to dealing with this problem has been to make simplifying assumptions. For example, the Max-n algorithm [8], a generalization of Minimax to n-player games, assumes that the players will each try selfishly to maximize their own utility values, while being indifferent to the other players; and the Paranoid algorithm [16] assumes that a player’s opponents will always select the actions that are worst for that player, without considering their own chances of winning.

Such simplifying assumptions rarely hold in real-world games. For example, in games such as Risk or Diplomacy, it is very common for players to decide that one player (or a small group of players) is too strong, and join forces temporarily to fight that player (a fact that was successfully exploited by the MP-Mix algorithm presented in [20]). Such interpersonal relationships can also develop when games are played repeatedly [2].

The fundamental question is how to describe and reason about these relationships during game play. Our approach is to model the players’ interpersonal relationships by incorporating ideas from Social Value Orientation (SVO) theory into game-tree search.

Social Value Orientation (SVO) theory was first described by Messick and Mcclintock in [4], and [3] gives a recent overview. In this theory, the space of interpersonal behaviors is viewed as a two-dimensional spectrum in which one axis represents altruism versus aggression, and the other represents varying degrees of individualism. SVO theory states that these differences in interpersonal orientations might arise due to reasons including subjective preferences and beliefs, and descriptive characteristics such as nationality and ethnicity (for example see Grid-Group theory [9]). These orientations often change dynamically during interactions, based on the players’ actions in the previous rounds [1].

Our new algorithm, Socially Oriented Search (SOS), uses a social-range matrix structure, based on SVO theory, to keep track of inter-player relationships and use them to guide the search. Since the interpersonal values are often unknown and change dynamically during play, we also present an on-
line learning technique that adapts the stored relationship values as the game progresses. In our evaluations of the algorithm in the Quoridor game, it played significantly better than the Max-n and Paranoid algorithms when playing against adversaries with varying interpersonal orientations.

Our main contributions can be summarized as follows:

- SOS, a novel multi-player search algorithm that considers interpersonal orientations.
- A theoretical analysis of the solution computed by SOS and conditions under which SOS converges to well-known multi-player algorithms.
- A learning version of the algorithm that learns and adapts social orientations when they are unknown.
- An empirical evaluation comparing the performance of SOS with both Max-n and Paranoid algorithms.

2. BACKGROUND AND RELATED WORK

In search algorithms for extensive-form games, when a player needs to select an action, it spans a search tree where nodes correspond to states of the game, edges correspond to moves and the root of the tree corresponds to the current state. We refer to this player as the root player. The leaves of the tree are evaluated according to a heuristic evaluation function and the values are propagated up to the root.

In sequential two-player games (where players alternate turns) values from the leaves are propagated according to the Minimax principle [13]. That is, in levels where it is the root player’s turn, we take the maximum among the children while in levels where it is the opponent’s turn, we take the minimum of the children.

The sequential multi-player game with \( n \) players (\( n > 2 \)), where the players take turns in a round robin fashion, is more complicated. The assumption is that for each node the evaluation function returns a vector \( H \) of \( n \) values where \( h_i \) estimates the merit of player \( i \). The straightforward generalization of the two-player Minimax algorithm to the multi-player case is the Max-n algorithm [8]. It assumes that each player will try to maximize its own component of the heuristic vector, while disregarding the values of other players. Minimax can be seen as a specific instance of Max-n, where \( n = 2 \). An example of the Max-n propagation procedure is depicted in figure 1, where we see that each player \( i \) (player numbers are inside the nodes) selects the action which maximizes element \( i \) of the vector without considering the values of the other elements.

A different approach, called the Paranoid approach, was first introduced in [11] as part of a proof for search pathology in multi-player games trees, and later was presented in [16]. In this algorithm the root player takes a paranoid assumption that the opponent players will work in a coalition against him and try to minimize its heuristic value. This paranoid assumption allows the root player to reduce the game to a two-player game: the root player against a meta player that includes all the other players. Figure 2 depicts the same game tree as the previous Max-n example, but now values were propagated according to the Paranoid assumption. Here, the root player assumes that players 2 and 3 will select the action that minimizes his value.

Since there is no definitive answer to which approach is better, and the answer is probably both domain and evaluation function dependent [17], a recent algorithm, MP-Mix, proposed switching between search strategies dynamically according to the game situation [20]. This algorithm examines the current situation and decides, according to the players’ relative strength values, whether the root player should propagate values according to the Max-n principle, the Paranoid principle, or the newly presented Directed Offensive principle. In this strategy, the root player first chooses a target opponent it wishes to attack. It then explicitly selects the path which results in the lowest evaluation score for the target opponent.

The above algorithms share two common assumptions: the first is that when propagating values, the adversaries use the same heuristic evaluation function as the searching player, while the second states that the adversaries are using a fixed, pre-determined preference ordering on the heuristic values. The first assumption has been dealt with through specific opponent modeling techniques. For example, the Prob-MaxN algorithm [19] is a extension of the Max-n algorithm where, given a set of possible evaluation functions as an input, the algorithm dynamically adapts the probabilities of each individual adversary’s membership to these prior models. In [10], when playing repeatedly against the same opponent, the authors’ algorithm learned its opponent’s weaknesses and exploited them in future games. Regarding the second assumption, these models are limited and unable to describe and reason about the more complex relationships that players might encounter in multi-player games.
3. **SOCIOALLY ORIENTED SEARCH**

In this paper, we use “Social Value Orientation theory” to refer to a class of theories from the behavioral science literature [4, 3, 6] stating that people differ in their interpersonal orientations, and that they are consistent over time. Figure 3 describes a two-person preference model of the major personal and interpersonal orientations that can occur between players. In this model [6], the player’s utility is defined on the horizontal axis, and the outcome of the “other” player is on the vertical axis, and the values reflect a linear combination of payoffs to both players.

Our Socially Oriented Search algorithm utilizes a recently suggested social-range matrix model [7] that supports the description of interpersonal orientations as captured in the two-dimensional social behavior spectrum. The social matrix construct makes it possible to model “socially heterogeneous” systems where players may have different social orientations to each of the other players. The fundamental building block of our search procedure, the social-range matrix, is defined as follows: for a game consisting of \( n \) players, the social-range matrix is an \( n \times n \) matrix where element \( c_{ij} \in [-1, 1] \) represents how much player \( i \) cares about player \( j \). A value of 1 indicates a completely cooperative relationship whereas \(-1\) indicates an aggressive one. Values in between represent varying degrees of social orientation, with 0 indicating complete apathy.\(^1\) Given a utility vector, \( U \), with a utility for each player, the weighted sum of the utility vector and the \( i \)th row of the social range matrix is referred to as the perceived utility for player \( i \).

### 3.1 The SOS Algorithm

Our Socially Oriented Search (SOS) algorithm (presented as algorithm 1) models inter-player relationships with a social-range matrix and incorporates them into the search by weighting the evaluation values in the leaf nodes to obtain the perceived utility. Since most games are too complex to search completely, the typical approach is to pre-select a level to cutoff the search and estimate the strength of the states at this level by a heuristic evaluation function. This evaluation is a vector where element \( i \) represents the relative strength of the game state for player \( i \). Our algorithm transforms this vector into the perceived evaluation, where element \( i \) is the dot product of the heuristic evaluation and row \( i \) of the social range matrix. The values are then propagated so that each player maximizes their element of the perceived evaluation.

Figure 4 illustrates an example of a depth-2 search that is guided by the social-range matrix \( c \). In this particular matrix, players 1 and 2 are not completely cooperative, as they do not value each other’s utility as much as their own but they do have a positive orientation towards one another and they are ignorant of the utility for player 3. Player 3 is selfish, valuing its own utility and ignoring all others. Based on this matrix, the SOS algorithm selects the middle branch as the best decision, leading to a perceived utility of 8 for player 1.

The social range matrix guides an SOS search, selecting the move leading to the maximum perceived utility instead of selecting the move that maximizes or minimizes a single element in the evaluation vector (i.e., the Max-n and Paranoid algorithms). The ability to modify the social range

---

\(^1\)Note that the social behaviors on the left side of the graph are deliberately excluded from our work, since these behaviors (e.g., Masochism, Sado-Masochism), are considered mental disorders.

---

**Algorithm 1** \(\text{SOS}(s, \text{eval}, d, c, p)\): Given an evaluation function, \(\text{eval}\), and a social range matrix, \(c\), compute and return the perceived utility of state \(s\) by searching to depth \(d\). \(p\) is the player whose turn it is to move at \(s\) and \(N\) is the number of players in the game.

// Transform evaluation to incorporate social preferences.
// Notice the matrix-vector multiplication.
If \(d = 0\), return \(c \ast \text{eval}(s)\)

// Determine maximum of values for children nodes.
Let \(mv_1, \ldots, mv_n\) be the children of \(s\) and
\(\text{bestEvaluation} = -\infty\)
for \(i = 1, \ldots, n\) do
\(v = \text{SOS}(mv_i, \text{eval}, d - 1, c, p \mod N)\)
if \(v > \text{bestEvaluation}\) then
\(\text{bestEvaluation} = v\)
\(\text{bestMove} = v\)
end if
end for

// Return the move with the best perceived utility
return \(\text{bestMove}\)
matrix makes our algorithm more flexible than either Paranoid or Max-n. In fact, one can achieve a Max-n or Paranoid search with the appropriate social range matrix. Max-n assumes that all players are selfish and ignorant of other players utility. Property 1 characterizes the features of a social-range matrix that lead to Max-n behavior.

**Property 1.** Using the identity matrix with the SOS algorithm is equivalent to Max-n.

Paranoid assumes that all players are aggressive toward the principle player with the exception of the principle player itself which is selfish. Property 2 formally characterizes the features of a social-range matrix that lead to Max-n or Paranoid behavior.

**Property 2.** A matrix in which element \( c_{ii} = 1, c_{ji} = -1, \forall j \neq i \), and all other entries are 0 represents the Paranoid assumption from the point of view of player \( i \). Using it with the SOS algorithm is equivalent to player \( i \) using the Paranoid algorithm.

Coalitions, where a group of players try to maximize or minimize the combined utility of another set of players, can also be represented by social range matrices, as well as an infinite number of other social preferences.

### 3.2 Online learning SOS

Since the social preferences of each player are not usually known ahead of time, learning algorithms can be used to estimate the social-range matrix based on previous moves. Our learning rule estimates a player’s social preferences as the average effect of the player’s last moves. We can estimate the effect of a move from state \( s_1 \) to state \( s_2 \) as the difference in the normalized heuristic evaluations:

\[
\Delta(s_1, s_2) = \frac{\text{eval}(s_2) - \text{eval}(s_1)}{\max_{s'} \text{eval}(s')},
\]

where \( \max_{s'} \text{eval} \) is the maximum evaluation for any player’s component of the evaluation. So, given a history of \( k \) moves for player \( i \), we estimate the \( i \)th row of the social-range matrix as the average effect of the \( k \) last moves. Higher values of \( k \) provide a richer information set to infer the social-range matrix while lower values allow the matrix to be adapted more quickly to a player whose social preferences change often over the course of the game.

### 4. THEORETICAL ANALYSIS

In this section we document some of the theoretical properties of the SOS algorithm. We demonstrate that SOS computes an equilibrium point, that SOS always permits immediate and shallow pruning but may also leverage deep-pruning under special circumstances, and that the behavior of SOS may converge to that of Max-n or Paranoid based on the social orientations and evaluation function.

#### 4.1 Perceived Equilibria

For an \( n \)-player game, a player’s strategy is a plan that completely determines the player’s behavior for any potential situation that may arise during the course of the game. A strategy profile, \( S = \{s_1, s_2, \ldots, s_n\} \), is a set of strategies, one for each player, that completely defines all actions for the game. A strategy profile is a Nash Equilibrium if there is no player that can unilaterally change their strategy and obtain a higher utility. The utility vector corresponding to this strategy profile is an equilibrium point. This concept assumes each player is completely selfish. For a game where players’ social orientations may vary, we have a similar concept: the *Perceived Nash Equilibrium* [7]. A strategy profile is a perceived Nash equilibrium if there is no player that can unilaterally change their strategy to obtain a higher perceived utility. Similarly, the perceived utility associated with this strategy profile is a *perceived Nash equilibrium point*.

Assuming that the social range matrix correctly represents all players’ social preferences then we can prove that our generalized search procedure identifies a *perceived equilibrium point* in a similar fashion as the proof Luckhart et al. use in showing that Max-n identifies an equilibrium [8].

**Theorem 1.** Given a perfect-information, \( n \)-player, non-cooperative game and the players’ social orientations in the form of a social-range matrix, SOS computes a perceived Nash equilibrium point.

**Proof.** Let \( S = \{s_1, s_2, \ldots, s_n\} \) denote the strategy profile computed by SOS that leads to the payoff vector produced by our algorithm. The payoff vector, where element \( i \) of the vector is the perceived utility for player \( i \), propagated to the root of the search tree based on this set of strategies is \( U(S) \). \( U(S) \) is a perceived equilibrium point if there is no alternate strategy set \( S' = s_1, s_2, \ldots, s'_j, \ldots, s_n \) where player \( j \) utilizes a different strategy and \( U(S'[j]) > U(S[j]) \). Now, assume a strategy set exists such that \( U(S'[j]) > U(S[j]) \), where \( S \) is the strategy set identified by our SOS. This means that there is a different set of moves that would lead to a greater perceived utility for player \( j \). More specifically, there must be at least one node in the game tree where the move selected by \( j \) would be better if a different move were selected. This contradicts the definition of our algorithm where the move selected at each node maximizes the moving player’s perceived utility. \( \square \)

#### 4.2 Pruning

In general, SOS is only capable of immediate and shallow pruning, however, deep-pruning is also possible under certain circumstances. Our algorithm follows the same propagation rule as Max-n with the exception of the linear transformation that is applied to the node evaluations on the search frontier. Therefore, as long as the heuristic evaluation meets the assumptions that make such pruning possible for Max-n (i.e., the minimum evaluation for each player and the maximum sum of player evaluations is known) then we can perform immediate and shallow pruning. We will not reproduce the proofs here because, with the exception of the evaluation transformation, they are identical to those for Max-n [16].

As discussed by Sturtevant and Korf [16], the Paranoid algorithm allows for deep pruning by reducing the game to two players, the principle player and a coalition of attackers cooperating against the principle player. Therefore, in addition to immediate and shallow pruning, we are also able to take advantage of alpha-beta style pruning when the social-range matrix meets the criteria of the Paranoid matrix as presented in Property 2.

Examining the Paranoid matrix, we see that reducing the game to a two-player game really means that only a single column of the matrix is non-zero. In other words, if column \( i \) is the non-zero column then every player’s perceived
utility is oriented around either maximizing or minimizing player i's utility (referred to as cooperating and attacking players, respectively). These players would be max and min respectively on their turns in the corresponding two-player game tree, which in turn makes alpha-beta pruning possible [16]. This means that any situation where the social-range matrix has only one non-zero column can be deep-pruned using alpha-beta, not just when there is one cooperating player and n – 1 attacking players as is the case of Paranoid.

4.3 Convergence to Max-n and Paranoid

SOS does not always produce different results than Max-n or Paranoid. For example, properties 1 and 2 mention that when the social orientations match the underlying assumptions of either algorithm then the behavior will coincide with the corresponding algorithm. This section expands this concept, using features of the evaluation function as well as information about players’ social orientations to determine when the social orientations can have an effect on the algorithm performance and when they can be ignored since the performance converges to that of Max-n or Paranoid.

The identity matrix is not the only matrix that will result in identical behavior to Max-n. Theorem 2 shows that scaling the diagonal of the identity matrix by any positive, real number will also produce the same behavior as Max-n.

Theorem 2. Given a perfect-information, n-player game and the players’ social orientations in the form of a social-range matrix, c, the equilibrium strategies computed by SOS and Max-n are identical given that c is the zero matrix except for a positive, non-zero diagonal.

Proof. Assume that SOS does select a different strategy than Max-n. The strategies discovered by SOS and Max-n will differ if there is at least one decision in the game tree where Max-n selects a state s1 and SOS selects state s2 on player i’s turn. For Max-n to select s1 over s2 means that the i'th component of the evaluation for s1 must be greater than that of the evaluation for s2. In other words, eval(s1) = {e1, ..., en} and eval(s2) = {e1', ..., en'}, where ε is a non-zero, positive real-number such that e1 - ε is still a valid evaluation. Letting cii be player i’s entry in the i'th row of the social-range matrix, SOS will choose s2 and produce a different strategy set if:

\[(e_i - \epsilon)c_{ii} \geq (e_i)c_{ii}\]

which reduces to

\[c_{ii} \leq 0.\]

This contradicts the non-zero and positive diagonal. □

In addition to the inter-player relationships, having knowledge of the evaluation function can also provide insights into the performance of a search algorithm. In general, an evaluation function with finer granularity (number of possible values) is better as more values means that the strength of states can be estimated more accurately. Also, Nau et al. [12] recently showed that evaluation functions with a finer granularity are less likely to exhibit pathological behavior during Minimax search. We use a granularity-based model of the evaluation function as well to analyze how the relationship between social orientations and evaluation function granularity can impact the behavior of SOS. The function we consider is of the form:

\[eval: s \rightarrow \langle e_1, e_2, ..., e_n \rangle | \forall i, e_i \in \{0, \delta, 2\delta, ..., max_{eval}\},\]

where \(max_{eval}\) is the maximum possible value for any single element of the evaluation vector, s is a state of the game, and \(\delta\) represents the distance between consecutive values of the evaluations. With \(max_{eval}\) fixed, finer grained evaluations can be achieved by reducing \(\delta\) and coarser-grained evaluations can be achieved by increasing \(\delta\).

Theorem 3. Given a perfect-information, n-player game, the players’ social orientations in the form of a social-range matrix, c, and an evaluation function, eval: s \(\rightarrow\) \(\langle e_1, e_2, ..., e_n \rangle \) | \(\forall i, e_i \in \{0, \delta, 2\delta, ..., max_{eval}\}\), the equilibrium strategies computed by SOS are guaranteed to be identical to those of Max-n if, for each player i:

\[\delta > \frac{\max_j c_{ij} \sum_{j \neq i} e_{ij} - \min_j c_{ij} \sum_{j \neq i} e_{ij}}{c_{ii}}.\]

Proof. Consider the turns in the game tree for an individual player. By definition, on player i’s turn, Max-n always selects the state that maximizes the i'th component of the utility vector. This means that given that Max-n chooses s1 over s2 then we know their evaluations must be of the form eval(s1) = \{e1, ..., en\} and eval(s2) = \{e1', ..., en'\}, where x is a positive integer such that e1 - xδ is still a valid evaluation. SOS will incorporate the true social orientation of player i and make the same decision if:

\[(e_i - x\delta)c_{ii} + \sum_{j \neq i} c_{ij} \sum_{j \neq i} e_{ij} < c_{ii}e_i + \sum_{j \neq i} c_{ij} e_i.\]

We can guarantee that this condition is true for all possible evaluation vector pairs e and e' if e' is chosen so as to maximize the summation on the left-hand side and e is chosen so as to minimize the summation on the right-hand side. This gives us:

\[(e_i - x\delta)c_{ii} + \max_{j \neq i} c_{ij} \sum_{j \neq i} e_{ij} < c_{ii}e_i + \min_{j \neq i} e_j \sum_{j \neq i} c_{ij} e_j.\]

Simplifying this equation we get the result displayed in Theorem 3 which must hold for all players for SOS to select the same move at every level of the search tree as Max-n. □

Intuitively, the relationship presented in Theorem 3 states that with coarser evaluation functions, the social orientations can deviate further from the assumed relationship model of Max-n and yet the behavior of Max-n and SOS will converge. This is significant because the result that finer-grained evaluation functions make social orientations have greater effect further increases the appeal of modeling and using them with SOS.

Recognizing situations where the behavior of SOS will converge to that of Paranoid is also important. Given the social-range matrix, if we know that SOS will behave exactly as a Paranoid then the social-range matrix can be approximated by the Paranoid matrix and SOS gains the advantage of deep-pruning without sacrificing anything by ignoring the social relationships. Theorem 4 formally describes the relationship between the granularity of the evaluation function and paranoid matrix.
Theorem 4. Given a perfect-information, $n$-player game, the players’ social orientations in the form of a social-range matrix, $c$, and an evaluation function, $\text{eval}: s \rightarrow (e_1, e_2, \ldots, e_n)$, $\forall i, e_i \in \{0, \delta, 2\delta, \ldots, \text{max}_{-\text{eval}}\}$, the equilibrium strategies computed by SOS are guaranteed to be the same as those of Paranoid if, for the principle player player $i$:

$$\max_{e_j} \left( \sum_{j \neq i} c_{ij} \right) - \min_{e_j} \left( \sum_{j \neq i} c_{ij} \right) > \frac{\delta}{c_{ii}},$$

and for every other player $k$:

$$\max_{e_j} \left( \sum_{j \neq k} c_{kj} \right) - \min_{e_j} \left( \sum_{j \neq k} c_{kj} \right) > \frac{\delta}{c_{kk}}.$$

Proof. Similar to Theorem 3, we must show the conditions under which SOS is guaranteed to make the same choices as Paranoid during propagation. The justification for the principle player is identical to the one already shown in the proof of Theorem 3. The difference is that all other players are attacking and trying to minimize the principle player’s score whereas in Max-n they are assumed to be maximizing their own utility. Therefore, given that player $i$ is the principle player and that Paranoid chooses $s_1$ over $s_2$ on player $k$’s turn then we know their evaluations must be of the form \(\text{eval}(s_1) = \{e_1, \ldots, e_i, \ldots, e_N\}\) and \(\text{eval}(s_2) = \{e_1, \ldots, e_i + x\delta, \ldots, e_N\}\) where $x$ is a positive integer such that $e_i + x\delta$ is still a valid evaluation. SOS will incorporate the true social orientation of player $i$ and make the same decision if:

$$(e_i + x\delta)c_{ki} + \sum_{j \neq k} c_{kj} * c_{e_j} > c_{ki}e_i + \sum_{j \neq k} c_{kj} * e_j.$$

Now, we can guarantee that this condition is true for all possible evaluation vector pairs $c$ and $c'$ if $c'$ is chosen so as to minimize the summation on the left-hand side and $c$ is chosen so as to maximize the summation on the right-hand side. This leaves us with:

$$(e_i + x\delta)c_{ki} + \min_{e_j} \left( \sum_{j \neq k} c_{kj} \right) * c_{e_j} > c_{ki}e_i + \max_{e_j} \left( \sum_{j \neq k} c_{kj} \right) * e_j.$$

This reduces to the equation in Theorem 4. \qed

5. EXPERIMENTAL EVALUATION

In this section we provide a discussion of the experimental analysis we performed on our algorithm. All experiments are performed on a four-player version of the game Quoridor. We show that by explicitly modeling social preferences, SOS gains a significant advantage over algorithms that make simplifying assumptions. We also show that our approach to learning the social-range matrix, although simple, is quite effective.

5.1 Game description

Quoridor\(^2\) is a full-information board game for 2 or 4 players, that is played on a 9x9 grid (see figure 5). In the 4 player version, each player starts with five walls and a single pawn that is located at the middle grid location on one of the four sides of the square board. The objective is to be the first player to reach any of the grid locations on the opposite side of the board. The players move in clock-wise, sequential order, and at each turn, the player chooses to either:

1. move his pawn horizontally or vertically to one of the neighboring squares.
2. place a wall piece on the board to facilitate his progress or to impede that of his opponent.

The walls occupy the width of two grid spaces and can be used to block pathways around the board as players cannot jump over them and must navigate around them. When placing a wall, an additional rule dictates that each player has to have at least one free path to a destination on the opposing side of the board. That prevents situations in which players team-up to enclose a pawn inside 4 walls. Walls are limited and useful resource and they cannot be moved or picked up after they are placed on the board.

Quoridor is an abstract strategic game which bears some resemblance of chess and checkers. The state-space complexity of Quoridor is composed by the number of ways to place the pawns multiplied by the number of ways to place the walls, minus the number of illegal positions. Such estimation was computed in [5] for the two-player version of the game and as such places the game in the middle between Backgammon and Chess in terms of the size of the search space. Obviously that search space increases dramatically when playing the 4-player version of the game.

5.2 Experimental Design and Results

We implemented a game environment in C++. The game board was represented as a graph and Dijkstra’s algorithm was used to check the legality of wall positions (i.e., to check that there exist a path to the goal). We used a simple and straightforward heuristic evaluation function that sum the total distance of each of the players to the goal. Each player seeks to minimize his own distance while maximizing the opponents’ distances. Moreover, to cope with the large branching factor of the game, we limited the possible locations that a wall can be placed to a fixed radius around the pawns.

In the first set of experiments, we played the Max-n, Paranoid, and SOS algorithms against a set of random SOS players that looked only one move ahead. In the initialized stage of each game we first randomized the social orientation of the three random players, as well as the position of the search-based player (as playing order might effect the result). After the initialization stage, in order to provide a robust comparison, each player was played against the same random setting from the same position.

![Quoridor board game](image-url)
We played both versions of the SOS algorithm, in the first we assume our Socially-oriented player had absolute knowledge of the social-range matrix in this setting. The second version was the SOS with learning ($k = 5$), where the initial social matrix values were initialized to the Max-n matrix, presented in property 1, and the algorithm adapted these values during play. Figure 6 shows that both the versions of the SOS player significantly outperforms both Max-n and Paranoid after depth 2 ($P < 0.01$ in a 2-tail Z-test). Interestingly, our simple learning rule performed in a manner that is completely comparable to the SOS algorithm with the full and accurate social information.

In the second set of experiments, we replaced one of the random-preference players with a Max-n or paranoid player in order to evaluate their head-to-head performance. Thus prior to each game we randomized two random players and then plugged in an SOS player as third player. The fourth player was Max-n in the first set of experiments and Paranoid in the second set. We ran 500 games for each depth. Figures 7 and 8 show that the non-learning algorithm, still significantly outperforms Max-n and Paranoid when competing directly against them ($P < 0.01$). Although both Max-n and Paranoid performance decreases, the paranoid assumption seems to have a greater effect on performance than the rationality assumption of Max-n.

In the last set of experiments we reproduced the same setting as in the second set, but this time used the SOS algorithm with learning, where $k$ was set to 5. That is, the algorithm started each game with a random social matrix and used the suggested learning rule to adapt the values during game play. In figures 9 and 10 we can see that the online learning version of the SOS algorithm also do significantly better than Max-n and Paranoid in most cases ($P < 0.01$), excluding depth 4 against Max-n, and depth 3 against Paranoid that are not statistically significant.

6. CONCLUSION

In this paper we addressed a fundamental question for search algorithms for extensive-form, multi-player games: how to describe and reason about inter-player relationships during game play? Our approach was to model the players’ interpersonal relationships by incorporating ideas from Social Value Orientation theory into game-tree search.

Our Socially Oriented Search (SOS) algorithm models re-
Figure 10: Results of playing Paranoid and our SOS player in 500 Quoridor games against two random-preference players. The SOS player learned the social-range matrix with our naive learning algorithm and a history of size 5.

relationships with a social-range matrix and uses it to compute the perceived utilities for each player and guide the search procedure. Our analytical results show that the algorithm can mimic the paranoid and Max-n behaviors by setting the social-matrix elements to specific values, and that the strategy computed by the SOS algorithm is a perceived equilibrium. Moreover, our analytical results relate the granularity of the evaluation function to the expected difference in strategies that will be selected by the SOS algorithm and Max-n and Paranoid. This relationship shows that using coarser evaluation functions reduces the ability to recognize social orientations.

We incorporated a simple learning algorithm into SOS to learn the social orientations of the players as the game progresses. The dynamic learning rule uses that the last $k$ actions of each player to adapt its social-matrix during game play. In our evaluations of both the learning and non-learning versions of the algorithm using the Quoridor game, we found that in most cases they produced significantly better play than the Max-n and Paranoid algorithms.

For future work, we plan to evaluate the SOS algorithm in multi-player games that have both probabilistic elements (e.g., Risk) and incomplete information (e.g., Hearts). We also plan to evaluate the learning rule against players that change their orientations during game, as well as experimenting with techniques for learning the value of $k$.
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ABSTRACT

Revelation games are bilateral bargaining games in which agents may choose to truthfully reveal their private information before engaging in multiple rounds of negotiation. They are analogous to real-world situations in which people need to decide whether to disclose information such as medical records or university transcripts when negotiating over health plans and business transactions. This paper presents an agent-design that is able to negotiate proficiently with people in a revelation game with different dependencies that hold between players. The agent modeled the social factors that affect the players’ revelation decisions on people’s negotiation behavior. It was empirically shown to outperform people in empirical evaluations as well as agents playing equilibrium strategies. It was also more likely to reach agreement than people or equilibrium agents.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]
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1. INTRODUCTION

In many negotiation settings, participants lack information about each other’s preferences, often hindering their ability to reach beneficial agreements. This paper presents a study of a particular class of such settings we call “revelation games”. In these settings, players are given the choice to truthfully reveal private information before commencing in a finite sequence of alternating negotiation rounds. Revealing this information narrows the search space of possible agreements and may lead to agreement more quickly, but may also lead players to be exploited by others.

Revelation games combine two types of interactions that have been studied in the past: Signaling games [13], in which players choose whether to convey private information to each other, and bargaining [10], in which players engage in multiple negotiation rounds. Revelation games are analogous to real-world scenarios in which parties may choose to truthfully reveal information before negotiation ensues. For example, consider a scenario in which company employees negotiate over the conditions of their employer-sponsored health insurance policy. The employees can wave the right to keep their medical records private. The disclosure of this information to the employer is necessarily truthful and is not associated with a cost to the employees. It may provide employees with favorable conditions when negotiating over future health policies. However, many people choose not to disclose medical records to their employees, fearing they may be compromised by this information.

This paper describes a new agent design that uses a decision-theoretic approach to negotiate proficiently with people in revelation games. The agent explicitly reasons about the social factors that affect people’s decisions whether to reveal private information, as well as the effects of people’s revelation decisions on their negotiation behavior. It combines a prediction model of people’s behavior in the game with a decision-theoretic approach to make optimal decisions. The parameters of this model were estimated from data consisting of human play. The agent was evaluated playing new people and an agent playing equilibrium strategies in a revelation game that varied the dependency relationships between players. The results showed that the agent was able to outperform human players as well as the equilibrium agent. It learned to make offers that were significantly more beneficial to people than the offers made by other people while not compromising its own benefit, and was able to reach agreement significantly more often than did people as well as the equilibrium agent. In particular, it was able to exploit people’s tendency to agree to offers that are beneficial to the agent if people revealed information at the onset of the negotiation.

The contributions of this paper are fourfold. First, it formally presents revelation games as a new type of interaction which supports controlled revelation of private information. Second, it presents a model of human behavior that explicitly reasons about the social factors that affect people’s negotiation behavior as well as the effects of players’ revelation decisions on people’s negotiation behavior. Third, it incorporates this model into a decision-making paradigm for an agent that uses the model to make optimal decisions in reve-
lation games. Lastly, it provides an empirical analysis of this agent, showing that the agent is able to outperform people as well as more likely to reach agreement than people.

2. RELATED WORK

Our work is related to studies in AI that use opponent modeling to build agents for repeated negotiation in heterogeneous human-computer settings. These include the KBAgent that made offers with multiple attributes in settings which supported opting out options, and partial agreements [11]. This agent used a social utility function to consider the trade-offs between its own benefit from an offer and the probability that it is accepted by people. It used density estimation to model people’s behavior and approximated people’s reasoning by assuming that people would accept offers from computers that are similar to offers they make to each other. Other works employed Bayesian techniques [6] or approximation heuristics [7] to estimate people’s preferences in negotiation and integrated this model with a pre-defined concession strategy to make offers. Bench-Capon [2] provide an argumentation-based mechanism for explaining human behavior in the ultimatum game. We extend these works in two ways, first in developing a partially strategic model of people’s negotiation behavior and second in formalizing an optimal decision-making paradigm for agents using this model. Gal and Pfeffer [4] proposed a model of human reciprocity in a setting consisting of multiple one-shot take-it-or-leave-it games, but did not evaluate a computer agent or show how the model can be used to make decisions in the game. Our work augments these studies in allowing players to reveal private information and in explicitly modeling the effect of revelation on people’s negotiation behavior.

Our work is also related to computational models of argumentation, in that people’s revelation decisions provide an explanation of the type of offers they make during negotiation. Most of these works assume that agents follow pre-defined strategies for revealing information [12, 14] and do not consider or model human participants.

Lastly, revelation games, which incorporate both signaling and bargaining, were inspired by canonical studies showing that people learn to play equilibrium strategies when they need to signal their private information to others [1]. On the other hand, people’s bargaining behavior does not adhere to equilibrium [3, 9], and computers cannot use such strategies to negotiate well with people [8]. Our work shows that integrating opponent modeling and density estimation techniques is an effective approach for creating agents that can outperform people as well as equilibrium strategies in revelation games.

3. IMPLEMENTATION: COLORED TRAILS

We based our empirical work on a test-bed called Colored Trails [5], which we adapted to model revelation games with 2 rounds, the minimal number that allows an offer to be made by both players. Our revelation game is played on a board of colored squares. Each player has a square on the board that is designated as its goal. The goal of the game is to reach the goal square. To move to an adjacent square required surrendering a chip in the color of that square. Players had full view of the board and each others’ chips. Both players were shown two possible locations for their goals with associated belief probabilities, but each player could only see its own goal. An example of a CT revelation game is shown in Figure 1. Here, the “me” and “O” icons represent two players, Bob and Alice, respectively. Each player has two possible goals. Bob’s true goal is located three steps below the “me” icon (appearing as a white G square). Bob’s other goal is located two steps below his true goal (appearing as a grey “?” square). Alice’s possible goals are presented as two grey “?” circles, located three and five steps above Alice’s “O” icon. The board is presented from Bob’s point of view. Bob can see its true goal location but Alice does not observe it. Similarly, Bob cannot observe Alice’s true goal location. The number “50” on each goal square represent a 50% probability that the true goal lies in that square.

Our CT game progresses in three phases with associated time limits. In the revelation phase, both players can choose to truthfully reveal their goal to the other player. In the proposal phase, one of the players is randomly assigned the role of proposer and can offer to exchange a (possibly empty) subset of its chips with a (possibly empty) subset of the chips of the other player. If the responder accepts the offer, the chips are transferred automatically according to the agreement, both participants will automatically be moved as close as possible to the goal square given their chips and the game will end. If the responder rejects (or no offer was received), it will be able to make a counter-proposal. If the proposal is accepted, the game will end with the agreement result as above. Otherwise, the game will end with no agreement.

At the end of the game, the score for each player is computed as follows: 100 points bonus for reaching the goal; 5 points for each chip left in a player’s possession, and 10 points deducted for any square in the path between the players’ final position and the goal-square. Suppose for example that Alice’s true goal is five steps above the position of her icon (Bob does not see this goal if Alice does not reveal it). Bob is missing one chip to get to the goal while Alice is missing two chips; the score for Alice is 70 points and for Bob is 50 points.

Figure 1: (a) A Colored Trails revelation game shown from Bob’s point of view. (b) Bob’s offer

\[^{1}\text{This decision is performed simultaneously by all players, and goals are only revealed at the end of the phase.}\]

\[^{2}\text{This path is computed by the Manhattan distance.}\]
Bob is 90 points.

The game is interesting because players need to reason about the tradeoff between revealing their goals and providing information to the other player, or not to reveal their goals to possibly receive or ask for more chips than they need. In addition, if there is a second round, the proposer in this round has an advantage, in that it makes the final offer in the game. But the identity of the second proposer is not known at the time that players decide whether to reveal their goals.

4. THE SIGAL AGENT

The Sigmoid Acceptance Learning Agent (SIGAL) developed for this study uses a decision-theoretic approach to negotiate in revelation games, that is based on a model of how humans make decisions in the game. Before describing the strategy used by SIGAL we make the following definitions. Each player has a type $t_i$ that represents the true position of its goal on the board.\(^3\) Let $\omega^n$ represent an offer $\omega$ made by a proposer player at round $n \in \{1, 2\}$ in a game. Let $r^n \in \{\text{accept}, \text{reject}\}$ represent the response to $\omega^n$ by a responder player. Let $s_i$ represent the score in the game as described in the previous section. The no-negotiation alternative (NNA) score to player $i$ of type $t_i$ is the score for the decision to make no proposal at all in the game given that no agreement was reached. We denote the score for this event as $s_i(\emptyset)$.\(^4\) We denote the benefit to player $i$ from $\omega^n$ given that $r^n = \text{accept}$ as $\pi_i(\omega^n | t_i)$. This is defined as the difference in score to $i$ between making an offer $\omega^n$ and the NNA score:

$$\pi_i(\omega^n | t_i) = s_i(\omega^n | t_i) - s_i(\emptyset) \quad (1)$$

Let $T_i$ denote a set of types for player $i$. Let $\phi_i$ denote player $i$’s decision whether to reveal its type at the onset of the game, which we will refer to as round 0. Let $\Phi_i = \{t^n\}_i$ denote the event in which $i$ reveals its type $t^n \in T_i$, and let $\Phi_i = \emptyset$ denote the event in which $i$ does not reveal its type. Let $h^n$ denote a history of moves, including for both players $i$ and $j$ their revelation decision at the onset of the game, and the proposals and responses for rounds 1 through $n$. We define $h^0$ and $h^1$ as follows:

$$h^0 = \{\phi_i, \phi_j\}; h^1 = \{h^0, \omega^1, r^1\} \quad (2)$$

For the remainder of this section, we assume that the SIGAL agent (denoted $\sigma$) is paying a person (denoted $p$). Let $\omega^0_{a,p}$ represent an offer made by the person in round $n$ and let $r^0_{a,p}$ represents the response of the person to $\omega^0_{a,p}$. The expected benefit to SIGAL from $\omega^0_{a,p}$ given history $h^{n-1}$ and SIGAL’s type $t_p$ is denoted $E_a(\omega^0_{a,p} | h^{n-1}, t_p)$. Let $p(r^0_{a,p} = \text{accept} | \omega^0_{a,p}, h^{n-1})$ denote the probability that person $p$ is expected to accept $\omega^0_{a,p}$ given their history $h^{n-1}$.

We now specify the strategy of SIGAL for the revelation game defined in Section 3. The strategy assumes there exists a model of how humans make and accept offers in both rounds. We describe how to estimate the parameters of this model in Section 5. We begin by describing the negotiation strategies of SIGAL for rounds 2 and 1.

\(^3\)Revealing goals in the game thus corresponds to making types common knowledge.

\(^4\)Note that if no agreement was reached in round 2 (the last round) of the game, players’ NNA score is also their final score in the game. If no agreement was reached in round 1 of the game, players’ final score depends on whether the counter-proposal in round 2 is accepted.

**Round 2:** If SIGAL is the second proposer, its expected benefit from an offer $\omega^2_{a,p}$ depends on its model of how people accept offers in round 2, encapsulated in the probability $p(r^2_{a,p} = \text{accept} | \omega^2_{a,p}, h^1)$. The benefit to SIGAL is

$$E_a(\omega^2_{a,p} | h^1, t_a) = \pi_a(\omega^2_{a,p} | t_a) \cdot p(r^2_{a,p} = \text{accept} | \omega^2_{a,p}, h^1) + \pi_a(\emptyset | t_a) \cdot p(r^2_{a,p} = \text{reject} | \omega^2_{a,p}, h^1) \quad (3)$$

Here, the term $\pi_a(\emptyset | t_a)$ represents the benefit to SIGAL from the NNA score, which is zero. SIGAL will propose an offer that maximizes its expected benefit in round 2 out of all possible proposals for this round:

$$\omega^2_{a,p} = \text{argmax}_{\omega^2_{a,p}} E_a(\omega^2_{a,p} | h^1, t_a) \quad (4)$$

If SIGAL is the second responder, its optimal action is to accept any proposal from the person that gives it positive benefit. Let $r^2_{a,p}(\omega^2_{a,p} | h^1)$ denote the response of SIGAL to offer $\omega^2_{a,p}$, defined as

$$r^2_{a,p}(\omega^2_{a,p} | h^1) = \begin{cases} \text{accept} & \pi_a(\omega^2_{a,p} | t_a) > 0 \\ \text{reject} & \text{otherwise} \end{cases} \quad (5)$$

where $\pi_a(\omega^2_{a,p} | t_a)$ is defined in Equation 1. The benefit to SIGAL from this response is defined as

$$\pi_a(\omega^2_{a,p} | t_a) = \begin{cases} \pi_a(\omega^2_{a,p} | t_a) \cdot r^2_{a,p}(\omega^2_{a,p} | h^1) = \text{accept} \\ \pi_a(\emptyset | t_a) & \text{otherwise} \end{cases} \quad (6)$$

**Round 1:** If SIGAL is the first proposer, its expected benefit from making a proposal $\omega^1_{a,p}$ depends on its model of the person: if the person accepts $\omega^1_{a,p}$, then the benefit to SIGAL is just $\pi_a(\omega^1_{a,p} | t_a)$. If $\omega^1_{a,p}$ is rejected by the person, then the benefit to SIGAL depends on the counter-proposal $\omega^2_{a,p}$ made by the person in round 2, which itself depends on SIGAL’s model $p(\omega^2_{a,p} | h^1)$ of how people make counter-proposals. The expected benefit to SIGAL from behaving optimally as a second responder for a given offer $\omega^2_{a,p}$ is denoted $E_a(\text{resp}^2 | h^1, t_a)$, and defined as

$$E_a(\text{resp}^2 | h^1, t_a) = \sum_{\omega^2_{a,p}} p(\omega^2_{a,p} | h^1) \cdot \pi_a(r^2_{a,p} | \omega^2_{a,p}, h^1, t_a) \quad (7)$$

where $\pi_a(\omega^2_{a,p} | h^1, t_a)$ is defined in Equation 6. Its expected benefit from $\omega^1_{a,p}$ is:

$$E_a(\omega^1_{a,p} | h^0, t_a) = \pi_a(\omega^1_{a,p} | t_a) \cdot p(r^1_{a,p} = \text{accept} | \omega^1_{a,p}, h^0) + E_a(\text{resp}^2 | h^1, t_a) \cdot p(r^1_{a,p} = \text{reject} | \omega^1_{a,p}, h^0) \quad (8)$$

Where $h^1 = \{h^0, \omega^1_{a,p}, r^1_{a,p} = \text{reject}\}$. SIGAL will propose an offer in round 1 that maximizes its expected benefit in this round:

$$\omega^1_{a,p} = \text{argmax}_{\omega^1_{a,p}} E_a(\omega^1_{a,p} | h^0, t_a) \quad (9)$$

If SIGAL is the first responder, it accepts any offer that provides it with a larger benefit than it would get from making the counter-proposal $\omega^2_{a,p}$ in round 2, given its model of
how people respond to offers in round 2:

\[
 r_a^{1*}(\omega_{p,a}^1 | h^0) = \begin{cases} 
 \text{accept} & \pi_a(\omega_{p,a}^1 | t_a) > E_a(\omega_{a,p}^2 | h^1, t_a) \\
 \text{reject} & \text{otherwise} \end{cases}
\]  

Here, \( h^1 = \{\omega^0, \omega_{p,a}^1, r_1^a = \text{reject}\} \), \( \pi_a(\omega_{p,a}^1 | t_a) \) is defined in Equation 1 and \( E_a(\omega_{a,p}^2 | h^1, t_a) \) is the benefit to SIGAL from making an optimal proposal \( \omega_{a,p}^2 \) at round 2, as defined in Equation 3.

Let \( \pi_a(r_a^{1*} | \omega_{p,a}^1, h^0, t_a) \) denote the benefit to SIGAL from its response to offer \( \omega_{p,a}^1 \) in round 1. If SIGAL accepts this offer, it receives the benefit associated with \( \omega_{p,a}^1 \). If it rejects this offer, it will receive the expected benefit \( E_a(\omega_{a,p}^2 | h^1, t_a) \) from making an optimal counter-proposal at round 2:

\[
\pi_a(r_a^{1*} | \omega_{p,a}^1, h^0, t_a) = \begin{cases} 
 \pi_a(\omega_{p,a}^1 | t_a) & r_a^{1*}(\omega_{p,a}^1 | h^0) = \text{accept} \\
 E_a(\omega_{a,p}^2 | h^1, t_a) & \text{otherwise} \end{cases}
\]  

The expected benefit to SIGAL as a responder in round 1 is denoted as \( E_a \) (resp1 | \( h^0, t_a \)). This benefit depends on its model of all possible offers made by people for each type, given that SIGAL responds optimally to the offer.

\[
E_a(\text{resp1} | h^0, t_a) = \sum_{t_p \in T_p} p(t_p | h^0) \cdot \left( \sum_{\omega_{p,a}^1} p(\omega_{p,a}^1 | t_p, h^0) \cdot \pi_a(r_a^{1*} | \omega_{p,a}^1, h^0, t_a) \right)
\]  

Note that when the person reveals his/her type at round 0, this is encapsulated in the history \( h^0 \), and \( p(t_p | h^0) \) equals 1 for the person’s true type. Otherwise \( p(t_p | h^0) \) equals the probability \( p(t_p) \).

**Round 0:** In the revelation round SIGAL needs to decide whether to reveal its type. Let \( E_a(\text{resp2} | h^0, t_a) \) denote the expected benefit to SIGAL given that \( h^0 \) includes a revelation decision for both players and that \( t_a \) is the type of agent. This benefit depends on the probability that SIGAL is chosen to be a proposer \( (p(\text{prop})) \) or responder \( (p(\text{resp})) \) in round 1:

\[
E_a(\text{resp1} | h^0, t_a) = p(\text{prop}) \cdot E_a(\text{resp1} | h^0, t_a) + p(\text{resp}) \cdot E_a(\omega_{a,p}^2 | h^1, t_a)
\]  

Here, \( \omega_{a,p}^2 \) is the optimal proposal for SIGAL in round 1, and \( E_a(\omega_{a,p}^2 | h^1, t_a) \) is the expected benefit associated with this proposal, defined in Equation 8.

Because players do not observe each other’s revelation decisions, the expected benefit for a revelation decision \( \phi_a \) of the SIGAL agent sums over the case where people revealed their type (i.e., \( \phi_a = t_p \)) or did not reveal their type (i.e., \( \phi_a = \text{null} \)). We denote \( p(\phi_a = t_p) \) as the probability that the person revealed its type \( t_p \), and \( p(\phi_a = \text{null}) \) as the probability that the person did not reveal its type \( t_p \).

\[
E_a(\phi_a) = \sum_{t_p \in T_p} [p(\phi_a = t_p) \cdot E_a(h^0 = \{\phi_a, t_p\}, t_a) + p(\phi_a = \text{null}) \cdot E_a(h^0 = \{\phi_a, \phi_a = \text{null}\}, t_a)]
\]  

Given that SIGAL is of type \( t_a \in T_a \), it reveals its type only if its expected benefit from revelation is strictly greater from not revealing:

\[
\phi_a^* = \begin{cases} 
 t_a & E_a(\phi_a = t_a) > E_a(\phi_a = \text{null}) \\
 \text{null} & \text{otherwise} \end{cases}
\]  

The value of the game for SIGAL for making the optimal decision whether to reveal its type is defined as \( E_a(\phi_a^*) \).

Lastly, we wished SIGAL to take a risk averse approach to making decisions in the game. Therefore SIGAL used a convex function to represent its utility in the game from an offer \( \omega^n \), which modified Equation 1.

\[
\pi_a(\omega^n | t_a) = \frac{\pi_a(\omega_{p}^n | t_a)^{(1-\rho)}}{1 - \rho}
\]  

The strategy used by SIGAL is obtained by “plugging in” the risk averse utility \( \pi_a(\omega^n | t_a) \) instead of \( \pi_i(\omega^n | t_i) \).

### 5. Modeling Human Players

In this section we describe a model of people’s behavior used by SIGAL to make optimal decisions in the game. We assume that there is a training set of games played by people, as we show in the next Section.

#### 5.1 Accepting Proposals

We modeled people’s acceptance of proposals in revelation games using a stochastic model that depended on a set of features. These comprised past actions in the game (e.g., a responder may be more likely to accept a given offer if it revealed its type as compared to the case in which it did not reveal its type) as well as social factors (e.g., a responder player may be less likely to accept a given proposal that offers more benefit to the proposer than to itself).\(^5\)

Let \( \omega_{i,j}^n \) represent a proposal from a player \( i \) to a player \( j \) at a round \( n \). We describe the following features that affect the extent to which player \( j \) will accept proposal \( \omega_{i,j}^n \). These features are presented from the point of view of proposer \( i \), therefore we assume that the type of the proposer \( t_i \) is known, while the type of the responder \( t_j \) is known only if \( j \) revealed its type. We first detail the features that relate to players’ decisions whether to reveal their types.

- **REV\(_j^0\)**. Revelation by \( j \). This feature equals 1 if the responder \( j \) has revealed its type and 0 otherwise. The superscript 0 indicates this feature is relevant to the revelation phase, which is round 0.
- **REV\(_i^1\)**. Revelation by \( i \). This feature equals 1 if the proposer has revealed its type \( t_i \).

We now describe the set of features relating to social factors of the responder player \( j \).

- **BEN\(_j^n\)**. Benefit to \( j \). The benefit to \( j \) from proposal \( \omega_{i,j}^n \) in round \( n \). This measures the extent to which the proposal \( \omega_{i,j}^n \) is generous to the responder. In the case where \( j \) revealed its type, this feature equals \( \pi_j(\omega_{i,j}^n | t_j) \) and computed directly from Equation 1. Otherwise, the value of this feature is the expected

\(^5\)Both of these patterns were confirmed empirically, as shown in the Results section.
benefit to the responder from $\omega_{i,j}^n$ for all possible responder types $T_j$:

$$
\sum_{t_j \in T_j} p(t_j \mid h^{n-1}) \cdot \pi_j(\omega_{i,j}^n \mid t_j)
$$

- $AI^n_i$. Advantageous inequality of $i$. The difference between the benefit to proposer $i$ and responder $j$ that is associated with proposal $\omega_{i,j}^n$. This feature measures the extent to which proposer $i$ is competitive, in that $\omega_{i,j}^n$ offers more for $i$ than for $j$. This feature equals the difference between $\pi_i(\omega_{i,j}^n; \text{accept} \mid t_i)$ and $BEN_j^n$.

To capture the way the behavior in round $n = 1$ affects the decisions made by participants in round $n = 2$, we added the following features that refer to past offers.

- $P.BREN^n_i$. Benefit to $j$ in the previous round. This feature equals $BEN_j^1$ if $n = 2$, and 0 otherwise.

- $P.BREN^n_i$. Benefit to proposer $i$ in the previous round. This feature equals $\pi_i(\omega_{i,j}^n; \text{accept} \mid t_i)$ if $n = 2$ and 0 otherwise.

To illustrate, consider the CT board game shown in Figure 1. Alice is missing two green chips to get to the goal and Bob is missing 1 purple chip to get to the goal. Suppose Bob is the first proposer (player $i$) and that Alice is the first responder (player $j$), and that Bob revealed its goal to Alice, so its type is common knowledge, while Alice did not reveal her goal. We thus have that $REV_j^0 = 0$ and $REV_i^0 = 1$. Alice’s no-negotiation alternative (NNA) score, $s_j(\emptyset)$, is 70 points and Bob’s NNA score is 90 points.

According to the offer shown in the Figure, Bob offered two green chips to Alice in return for two purple chips. If accepted, this offer would allow Alice to get to the goal in 5 steps, so she will have 19 chips left at the end of the game, worth 19 · 5 = 95 points. Similarly, Bob will have 21 chips left at the end of the game, worth 105 points. Both will also earn a bonus of 100 points for getting to the goal. Therefore we have that $BEN_j^1 = 95 + 100 - 70 = 125$. Similarly, Bob’s benefit from this proposal is 105 + 100 − 90 = 115 points. The difference between the benefit to Bob and to Alice is −10, so we have that $AI_i^1 = −10$. Lastly, because the offer is made in round 1, we have that $P.BREN_j^1 = P.BREN_i^1 = 0$. This offer is more generous to Alice than it is to Bob.

Suppose now that Alice rejects this offer and makes a counter proposal in round 2, that proposes one purple chip to Bob in return for four greens. In this example, Alice is using her knowledge of Bob’s type to make the minimal offer that would allow Bob to reach the goal while providing additional benefit to Alice. Alice is the proposer (player $i$) and Bob is the responder (player $j$). Recall that Bob has revealed its goal while Alice did not, so we have $REV_i^0 = 1$ and $REV_j^0 = 0$. Using a similar computation from before, we get that Bob’s score from the counter proposal is 190 points. Therefore we have that $BEN_j^2 = 190 - 90 = 100$. Alice’s benefit from the counter-proposal is 210 − 70 = 140, therefore we have that $AI_i^2 = 140 − 100 = 40$. The last features in the example capture the benefit to both players from the proposal made in the first round to Alice and Bob, so we have $P.BREN_j^2 = 125$, and $P.BREN_i^2 = 115$.

### 5.1.1 Social Utility Function

We model the person as using a social utility function to decide whether to accept proposals in the game. This social utility depends on a weighted average of the features defined above. We define a transition function, $T^n$, that maps an offer $\omega^n$ and history $h^{n-1}$ to an (ordered) set of feature values $x^n$ as follows:

$$
x^n = (REV_i^0, REV_j^0, BEN_i^1, AI_i^1, P.BREN_j^1, P.BREN_i^1)
$$

To illustrate, in the example above, we have that $x^1 = (0, 1, 125, −10, 0, 0)$ and $x^2 = (1, 0, 100, 40, 125, 115)$.

Let $u(x^n)$ denote the social utility function which is defined as the weighted sum of these features. To capture the fact that a decision might be implemented noisily, we use a sigmoid function to describe the probability that people accept offers, in a similar way to past studies for modeling human behavior [4]. We define the probability of acceptance for a particular features values $x^n$ by a responder to be

$$
p(r^n = \text{accept} \mid \omega^n, h^{n-1}) = \frac{1}{1 + e^{-u(x^n)}}
$$

where $x^n = T^n(\omega^n, h^{n-1})$. In particular, the probability of acceptance converges to 1 as $u(x^n)$ becomes large and positive, and to 0 as the utility becomes large and negative. We interpret the utility to be the degree to which one decision is preferred. Thus, the probability of accepting a proposal is higher when the utility is larger.

### 5.1.2 Estimating Weights

To predict how people respond to offers in the game, it is needed to estimate the weights in their social utility function in a way that best explains the observed data. In general, we need to model the probability that an offer is accepted for any possible instantiation of the history. The number of possible proposals in round 1 is exponential in the combined chip set of players. It is not possible to use standard density estimation techniques because many such offers were not seen in the training set or were very rare. Therefore, we employed a supervised learning approach that assumed people used a noisy utility function to accept offers that depended on the features defined above. Let $\Omega_{i,p}$ denote a data set of offers proposed by some participant $i$ to a person $p$.

For each offer $\omega_{i,p}^r \in \Omega_{i,p}$ let $y(r^r_{i,p} \mid \omega_{i,p}^r)$ denote an indicator function that equals 1 if the person accepted proposal $\omega_{i,p}^r$, and zero otherwise. The error of the predictor depends on the difference between $y(r^r_{i,p} \mid \omega_{i,p}^r)$ and the predicted response $p(r^n_{i,p} = \text{accept} \mid \omega_{i,p}^r, h^{n-1})$, as follows:

$$
\sum_{\omega_{i,p}^r \in \Omega_{i,p}} (p(r^n_{i,p} = \text{accept} \mid \omega_{i,p}^r, h^{n-1}) - y(r^r_{i,p} \mid \omega_{i,p}^r))^2
$$

where $p(r^n_{i,p} = \text{accept} \mid \omega_{i,p}^r, h^{n-1})$ is defined in Equation 17.

We used a standard Genetic algorithm to estimate weight values for the features of people’s social utility that minimize the aggregate error in the training set. To avoid over-fitting the training set, we used a held-out cross-validation set consisting of 30% of the data. We chose the instance with minimal error (on the training set) in the generation that corresponded to the smallest error on the cross-validation

---

5These weights are estimated from data using statistical techniques as described in the following section.

6In one of the boards we studied the number of possible offers that provided the same benefit to both players was about 27,000, out of a total of $2^{24}$ possible offers.

8We explain how we collected this data set in the Empirical Methodology Section.
set. We used ten-fold cross-validation, repeating this process ten times, each time choosing different training and testing sets, producing ten candidate instances. To pick the best instance, we computed the value of the game \( E_u(\phi^*_i) \) for SIGAL for each of the learned models, where \( \phi^*_i \) is defined in Equation 15. This is the expected benefit for SIGAL given that it chooses optimal actions using a model of people that corresponds to the feature values in each instance.

5.2 Proposing and Revealing

This section describes our model of how people make proposals in revelation games and reason about whether to reveal information.

5.2.1 First proposal model

We used standard density estimation techniques (histograms) to predict people’s offers for different types. Based on the assumption that proposals for the first round depend on the proposer’s type and its decision whether to reveal, we divided the possible proposals to equivalence classes according to the potential benefit for the proposer player, and counted how many times each class appears in the set. Let \( p(\omega^1_{p,j} \mid t_p, \phi_p) \) denote the probability that a human proposer of type \( t_p \) offers \( \omega^1_{p,j} \) in round 1. Let \( N_{t_p, \phi_p}(\pi_{t_p}(\omega^1_{p,j} \mid t_p)) \) denote the number of first proposals which gives the human a benefit of \( \pi_{t_p}(\omega^1_{p,j} \mid t_p) \), given the human is of type \( t_p \) and its revelation decision was \( \phi_p \). Let \( N_{t_p, \phi_p}(\Omega^1_{p,j}) \) denote the number of the first proposal in this subset. \( p(\omega^1_{p,j} \mid t_p, \phi_p) \) is defined as:

\[
p(\omega^1_{p,j} \mid t_p, \phi_p) = \frac{N_{t_p, \phi_p}(\pi_{t_p}(\omega^1_{p,j} \mid t_p))}{N_{t_p, \phi_p}(\Omega^1_{p,j})} \quad (19)
\]

5.2.2 Counter-proposal model

According to our model, a player’s proposal in the second round also depends on the history, this two dimensional probability density function tends to be too sparse to calculate it directly as described in Subsection 5.2.1. Inspired by studies showing that people engage in tit-for-tat reasoning [15] we used this principal to model the counter-proposals made by people. We assumed that a responder player \( i \) will be proposed offer \( \omega^2_{p,i} \), by a human player in the second round with benefit \( \pi_{t_p}(\omega^2_{p,i} \mid t_i) \) that is equal to the benefit \( \pi_{t_p}(\omega^1_{p,i} \mid t_p) \) from offer \( \omega^1_{p,i} \) made to the people in the first round, when the human was a responder. For example, suppose that Bob is the proposer in round 1 and propose to Alice a benefit of 125. According to the model, if Alice rejects the offer she will propose Bob a counter-proposal that provides Bob with the same benefit, 125. Note that this does not assume that the proposal will provide Alice with the same benefit she got from Bob in the proposal from round 1. Formally, let \( N_{t_p, \phi_p}(\pi_{t_p}(\omega^2_{p,i} \mid t_p)) \) denote the number of counter-proposals \( \omega^2_{p,i} \) which give benefit \( \pi_{t_p}(\omega^2_{p,i} \mid t_p) \). We assume that there always exists at least one proposal that meets this criterion, i.e., \( N_{t_p, \phi_p}(\pi_{t_p}(\omega^2_{p,i} \mid t_p)) \neq 0 \). The “tit for tat” heuristic is as follows:

\[
p(\omega^2_{p,i} \mid h^1) = \begin{cases} 
0 & \pi_{t_p}(\omega^2_{p,i}) \neq \pi_{t_p}(\omega^1_{p,i}) \\
1/N_{t_p, \phi_p}(\pi_{t_p}(\omega^1_{p,i} \mid t_p)) & \text{otherwise}
\end{cases} \quad (20)
\]

This heuristic is used in Equation 7 to facilitate the computation of the expected benefit from SIGAL as a responder in round 1.

Lastly, we detail the model used by SIGAL to predict whether the person reveals its goal. Let \( N_{t_p} \) denote the number of instances in which people were of type \( t_p \), and let \( N_{t_p, \phi_p} \) denote the number of times that people of type \( t_p \) chose to reveal their type. The probability that a human player \( p \) revealed its type \( t_p \) is defined as:

\[
p(\phi_p \mid t_p) = \frac{N_{t_p, \phi_p}}{N_{t_p}} \quad (21)
\]

6. EMPIRICAL METHODOLOGY

In this section we describe the methodology we used in order to learn the parameters of the model of how people play revelation games, and to evaluate it. For these purposes we recruited 228 students enrolled in a computer science or software engineering program at several universities and colleges. Subjects received an identical tutorial on revelation games that was exemplified on a board (not the boards used in the study). Actual participation was contingent on successfully answering a set of basic comprehension questions about the game. Participants were seated in front of a terminal for the duration of the study, and could not speak to any of the other participants. Each participant played two revelation games on different boards. The boards in the study fulfilled the following conditions at the onset of the game: (1) There were two goals for each player; (2) Every player lacked one or two chips to reach each of its possible goals; (3) Every player possessed the chips that the other needed to get to each of its possible goals; (4) There existed at least one exchange of chips which allowed both players to reach each of their possible goals; (5) The goals were distributed with a probability of 30% for both players. We used two boards in the study. In the “asymmetric board”, one of the players needed a single chip of a particular color to reach its goal, while the other player needed two chips of a particular color to reach its respective goal. This is the board that is shown in Figure 1. We also used a “symmetric board” in which both players needed a single chip of one of two possible colors to get to their goal.

Participants played both symmetric and asymmetric boards in random order. They engaged in a neutral activity (answering demographic questions) between games to minimize the effects of their behavior in the first game on their behavior in the second game. The participant chosen to be the proposer in the first game was randomly determined, and participants switched roles in the second game, such that the proposer in the first game was designated as the responder in the second game. A central server (randomly) matched each participant with a human or an agent counterpart for each game. The identity of each participant was not disclosed.

We collected the board layout, and players’ proposals, responses and revelation decisions for all of the games played. To avoid deception all participants were told they would be successful answering a set of basic comprehension questions and could not speak to any of the other participants. Each participant played two revelation games on different boards. The boards in the study fulfilled the following conditions at the onset of the game: (1) There were two goals for each player; (2) Every player lacked one or two chips to reach each of its possible goals; (3) Every player possessed the chips that the other needed to get to each of its possible goals; (4) There existed at least one exchange of chips which allowed both players to reach each of their possible goals; (5) The goals were distributed with a probability of 30% for both players. We used two boards in the study. In the “asymmetric board”, one of the players needed a single chip of a particular color to reach its goal, while the other player needed two chips of a particular color to reach its respective goal. This is the board that is shown in Figure 1. We also used a “symmetric board” in which both players needed a single chip of one of two possible colors to get to their goal.

Participants played both symmetric and asymmetric boards in random order. They engaged in a neutral activity (answering demographic questions) between games to minimize the effects of their behavior in the first game on their behavior in the second game. The participant chosen to be the proposer in the first game was randomly determined, and participants switched roles in the second game, such that the proposer in the first game was designated as the responder in the second game. A central server (randomly) matched each participant with a human or an agent counterpart for each game. The identity of each participant was not disclosed.

We collected the board layout, and players’ proposals, responses and revelation decisions for all of the games played. To avoid deception all participants were told they would be interacting with a computer or a person. Participants received fixed compensation (course credit) for participating in the experiment.\(^9\)

We divided subjects into four pools. The first pool consisted of people playing other people (66 games). The second pool consisted of people playing a computer agent that used a randomized strategy to make offers and responses (170

\(^9\)Our goal was to build an agent that negotiates well with people, not to explain people’s incentives, therefore fixed compensation was sufficient.}
games). The purpose for this pool was to collect people’s actions for diverse situations, for example, their response to offers that were never made by other people. Two thirds (44 games) of the data from the first pool and the data from the second pool were used for training a model of people’s behavior. The third pool consisted of people playing the SIGAL agent (110 games). The fourth pool (118 games) consisted of people playing an agent using an equilibrium strategy to play revelation games.

7. RESULTS AND DISCUSSION

The performance of SIGAL was measured by comparing its performance against people in the third pool with people’s play in the remaining third of the first pool. We list the number of observations and means for each result. All results reported in this section are statistically significant in the $p < 0.05$ range.

7.1 Analysis: General Performance

We first present a comparison of the performance of SIGAL and people. Figure 2 shows the average benefit (the difference in score between agreement and the no-negotiation alternative score) for different roles (proposers and responders). As shown by the figure, the SIGAL agent outperformed people in all roles (111 points as proposer in round 1 versus 87 points for human proposers in round 1; 121 points as proposer in round 2 versus 77 points for human proposers in round 2).

The SIGAL agent was also more successful at reaching agreements than were people. Only 2% of games in which SIGAL played people did not reach agreement (in first or second round), while 27% of games in which people played other people did not reach agreement. In particular, offers made by SIGAL in round 2 were accepted 87% of the time, while offers made by people in round 2 were only accepted 14% of the time. If an offer is rejected at this last round, the game ends without agreement. This striking difference shows that SIGAL learned to make good offers at critical points in the game.

As shown in Figure 2 SIGAL also outperformed the equilibrium agent in both rounds. The equilibrium agent was fully strategic and assumed the other player was unbounded rational. Although not shown in the Figure, it made very selfish offers in the last round, offering only 25 average points to people and 215 to itself. Most of these offers were not accepted. In the first round, it made offers that were highly beneficial to people, offering 219 average points to people and 20 to itself. Most of these offers were accepted, but this did not aid its performance.

To explain the success behind SIGAL’s strategy, we present a comparison of the benefit from proposals made by the SIGAL agent and people in both game rounds in Figure 3. As shown by the Figure both people and SIGAL made offers that were beneficial to both players in rounds 1 and 2. However, SIGAL made offers that were significantly more generous to human responders than did human proposers (120 points benefit provided by SIGAL as proposer in round 1 versus 96 points provided by human proposers; 114 points benefit provided by SIGAL as proposer in round 2 versus 66 points provided by human proposers). As shown by the figure, there was no significant differences between the benefit to SIGAL from offers made by SIGAL itself and people (121 points to SIGAL versus 123 points to people for round 1 and 126 points versus 124 points in round 2). In particular, all of SIGAL’s proposals enabled the responder to reach its goal. Thus, SIGAL was able to learn to make offers that were better for human responders without compromising its own utility.

SIGAL’s strategy is highlighted by examining the weights learned for the different features of how people accept offers. As shown in Table 1, the largest weight was assigned to $BEN_1$, the benefit to the responder from an offer. In addition, the weight for $AI^n$ measuring the difference between the benefit for the proposer and responder was large and negative. This means that responders prefer proposals that provide them with large benefits, and are also competitive, in that they dislike offers that provide more to proposers than to responders. The offers made by SIGAL reflect these criteria. In particular, proposers asked more for themselves than for responders in both rounds. In contrast, SIGAL equalized the difference in benefit between proposers and responders in round 1, and decreased the difference between its own benefit and responder’s benefit in round 2 as compared to human proposer.

7.2 Analysis: Revelation of Goals

We now turn to analyzing the affect of goal revelation on the behavior of SIGAL. Recall that $E_a(\phi^*_a = t_a)$ denotes the value of the game for SIGAL when deciding to reveal its goal in round 0, and behaving optimally according to its model of how people make offers. Similarly, $E_a(\phi^*_a = \text{null})$ denotes the value of the game for SIGAL when deciding not...
We are currently extending this work in two directions. First, we are considering more elaborate settings in which players are able to control the extent to which they reveal their goals. Second, we are using this work as the basis for a more broad argumentation in which agents integrate explanations and justifications within their negotiation process.
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ABSTRACT

CP-net (Conditional Preference Network) is one of the extensively studied languages for representing and reasoning with preferences. The fundamental operation of dominance testing in CP-nets, i.e., determining whether an outcome is preferred to another, is very important in many real-world applications. Current techniques for solving general dominance queries is to search for improving flipping sequence from one outcome to another as a proof of the dominance relation in all rankings satisfying the given CP-net. However, it is generally a hard problem even for binary-valued, acyclic CP-nets and tractable search algorithms exist only for specific problem classes. Hence, there is a need for efficient algorithms and techniques for dominance testing in more general problem settings. In this paper, we propose a heuristic approach, called DT*, to dominance testing in arbitrary acyclic multi-valued CP-nets. Our proposed approach guides the search process efficiently and allows significant reduction of search effort without impacting soundness or completeness of the search process. We present results of experiments that demonstrate the computational efficiency and feasibility of our approach to dominance testing.

Categories and Subject Descriptors
1.2.11 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms
Algorithms, Design

Keywords
CP-nets; Dominance Testing; Heuristic

1. INTRODUCTION

The problems of eliciting, representing and reasoning with qualitative preferences over multi-attribute domain arise in many fields such as planning, design, and collective decision making [5, 6, 7, 8]. As the number of alternative outcomes of such domains is exponentially large in the number of attributes, it is impractical to express preferences explicitly by giving out the ordering over the alternative outcome space. Therefore, the AI research community has developed languages for representing preferences in such domains in a succinct way, exploiting structural properties such as conditional preferential independence. The formalism of CP-nets
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(Conditional Preference Networks) [3] is among the most popular ones, since it preserves a good readability that is similar to the way users express their preferences in natural languages. CP-nets provide a compact representation of preference ordering in terms of natural preference statements under a ceteris paribus (all else being equal) interpretation. Ceteris paribus semantics induces a graph, known as induced preference graph [2, 3]; and an outcome α is said to dominate another outcome β if there exists a directed path, also called a sequence of improving flips, consisting of successively improving outcomes in the graph from β to α [1, 3]. Unfortunately, reasoning about the preference ordering (dominance relation) expressed by a CP-net is far from easy [3, 5]. With the exception of special cases such as CP-nets with tree or polytree structured conditional dependencies, dominance testing has been shown to be PSPACE-complete even with binary domain and acyclic dependencies [5]. Some general pruning rules have been studied in [3] to reduce the search effort. But they might not be able to guide the search efficiently when the number of variables is large or the structure of the CP-net is complex. Another work proposed by Santhanam et al. [9] explores an approach to dominance testing with acyclic CP-nets via Model Checking. However, their approach mainly applies to binary-valued conditional preference statements. The complexity and feasibility of their approach to dominance testing in multi-valued CP-nets is still an open question. Hence, there is a need for efficient algorithms and techniques for dominance testing in more general problem settings.

To this end, we address the problem of dominance testing by proposing an efficient heuristic algorithm, called DT*, to guide the search process for improving flipping sequence from the worse outcome to the better outcome of the given query1. The proposed approach can be applied to arbitrary acyclic multi-valued CP-nets. It uses a numerical approximation of the given CP-net and considers the hamming distance between the currently considered outcome and the target outcome of the given query, i.e., the number of variables that the two outcomes differ from each other. We show that our proposed approach efficiently guides the search process for improving flipping sequence. It allows significant reduction of search effort without impacting soundness or completeness of the search process. Moreover, when there are no flipping sequences possible, it returns the quick failure for the dominance query without having to search all possible branches. We experimentally evaluate the proposed algorithm in different structure settings, including tree-structured CP-nets, directed-path singly connected CP-nets and arbitrary acyclic CP-nets, and with different domain sizes from binary to multi-valued. The experimental results presented in this

1The proposed heuristic will be described in the context of improving flipping sequences, but it can be applied to worsening search according to the same principle
paper demonstrate that the proposed approach is computationally efficient. It allows dominance queries for CP-nets that are quite large and complex to be answered in reasonable time.

The remainder of this paper is organized as follows. Section 2 restates the necessary background on CP-nets and discusses some existing pruning techniques for the search process in dominance testing. Second 3 introduces the proposed approach in technical details and Section 4 presents the experimental results. Finally, Section 5 discusses the concluding remarks and outlines some directions for future research.

2. PRELIMINARIES

2.1 CP-nets

Let \( V = \{X_1, \ldots, X_n\} \) be a set of \( n \) variables, for each \( X_j \in V \), \( D(X_j) \) is the value domain of \( X_j \). A variable \( X \) is binary if \( D(X) = \{x, \bar{x}\} \). If \( X = \{X_{i_1}, \ldots, X_{i_p}\} \subseteq V \), with \( i_1 < \cdots < i_p \) then \( D(X) \) denotes \( D(X_{i_1}) \times \cdots \times D(X_{i_p}) \) and \( x \) denotes an assignment of variable values to \( X (x \in D(X)) \). If \( X = V \), \( x \) is a complete assignment; otherwise \( x \) is called a partial assignment.

For any assignment \( x \in D(X) \), we denote by \( X[x] \) the value \( x \in D(X) (X \in X) \) assigned to variable \( X \) by that assignment; and \( x[W] \) denotes the assignment of variable values \( w \in D(W) \) assigned to the set of variables \( W \subseteq X \) by that assignment. If \( x \) and \( y \) are assignments to disjoint sets \( X \) and \( Y \), respectively, \((X \cap Y = \emptyset)\), we denote the combination of \( x \) and \( y \) by \( xy \).

Let \( X, Y \), and \( Z \) be nonempty sets that partition \( V \) and \( \gamma \) a preference relation over \( D(V) \). \( X \) is (conditionally) preferentially independent of \( Y \) given \( Z \) if for all \( x, x' \in D(X), y, y' \in D(Y), z \in D(Z) \):

\[
xyz > xy'z \text{ iff } xy'z > x'y'z
\]

A CP-net \( \mathcal{N} \) [3] over \( V \) is an annotated directed graph \( G \) over \( X_1, \ldots, X_n \), in which nodes stand for the problem variables. Each node \( X \) is annotated with a conditional preference table (CPT), denoted by \( \text{CPT}(X) \), which associates a total order \( \succ \) with each instantiation \( u \) of \( X \)'s parents \( \text{Pa}(X) \), i.e., \( u \in D(\text{Pa}(X)) \). For instance, let \( V = \{X_1, X_2, X_3\} \), all three being binary, and assume that the preferences of an agent can be defined by a CP-net whose structural part is the directed acyclic graph \( G = \{(X_1, X_2), (X_1, X_3), (X_2, X_3)\} \); this means that the agent’s preference over the values of \( X_1 \) is unconditional, preference over the values of \( X_2 \) (resp. \( X_3 \)) is fully determined given the value of \( X_1 \) (resp. the values of \( X_1 \) and \( X_2 \)). The preference statements contained in the conditional preference tables are written with the usual notation, that is, \( x_1 x_2 : x_3 \succ x_3 \) means that when \( X_1 = x_1 \) and \( X_2 = x_2 \) then \( X_3 = x_3 \) is preferred to \( X_3 = \bar{x}_3 \). Figure 1 illustrates an example of CP-net.

2.2 Dominance Testing

One of the most fundamental queries in any preference representation formalism is whether some outcome \( \alpha \) dominates (i.e., is strictly preferred to) some other outcome \( \beta \), called Dominance Testing. As discussed in [3, 9], such dominance queries in CP-nets are required whenever we wish to generate more than one non-dominated solutions to a set of hard constraints.

In this paper, we assume the structure of the CP-net is acyclic, i.e., does not contain any dependency cycles. In such case, two outcomes \( \alpha \) and \( \beta \) can stand in one of three possible relations with respect to \( \mathcal{N} \): either \( \mathcal{N} \models \alpha \succ \beta \) (\( \alpha \) is strictly preferred to \( \beta \)); or \( \mathcal{N} \models \beta \succ \alpha \) (\( \beta \) is strictly preferred to \( \alpha \)); or \( \mathcal{N} \models \alpha \equiv \beta \) (\( \alpha \) and \( \beta \) are incomparable). The third case means that the given CP-net \( \mathcal{N} \) does not contain enough information to prove that either outcome is preferred to the other. Given an acyclic CP-net, comparisons between two outcomes that differ in the value of a single variable are easy; we only need to check the CPT of that variable and determine which outcome assigns it to a more preferred value. The better (improved) outcome can be considered as a product of a single improving flip in the value of a variable \( X \) from the worse outcome. For any pair of outcomes that differ on more than one variables, an outcome \( \alpha \) is said to dominate another outcome \( \beta \) with respect to an acyclic CP-net \( \mathcal{N} \models \alpha \succ \beta \) if there exists a sequence of improving flips from \( \beta \) to \( \alpha \). Otherwise, \( \mathcal{N} \models \beta \succ \alpha \). The following definition of improving flipping sequence is introduced in [3].

DEFINITION 1 (IMPROVING FLIPPING SEQUENCE).

A sequence of outcomes \( \alpha \equiv \gamma_1 \succ \gamma_2 \equiv \cdots \equiv \gamma_{m-1} \succ \gamma_m = \alpha \) such that

\[
\gamma_1 \prec \gamma_2 \prec \cdots \prec \gamma_{m-1} \prec \gamma_m \equiv \alpha
\]

is an improving flipping sequence with respect to an acyclic CP-net \( \mathcal{N} \) if and only if, \( \forall 1 \leq i \leq m \), outcome \( \gamma_i \) is different from the outcome \( \gamma_{i+1} \) in the value of exactly one variable \( X \), and \( \gamma_{i+1}[X] \succ \gamma_i[X] \) given the parent context \( u \) of \( X \) assigned by \( \gamma_i \) and \( \gamma_{i+1} \).

For instance, consider the preference statements over two binary variables \( X_1 \) and \( X_2 \). \( x_1 \succ x_2 \succ x_1 \) is an improving flipping sequence from the outcome \( x_1 x_2 \) to the best outcome \( x_1 y_2 \).

2.3 Some General Search Techniques

Given an acyclic CP-net \( \mathcal{N} \), a query \( \mathcal{N} \models \alpha \succ \beta \) can be treated as a search for an improving flipping sequence from the less preferred outcome \( \beta \) to the more preferred outcome \( \alpha \). The search process can be implemented as an improving search tree rooted at \( \beta \), \( T(\beta) \). The children of every node \( \gamma \) in \( T(\beta) \) are those outcomes that can be reached by a single improving flip from \( \gamma \). Consequently, every rooted path in \( T(\beta) \) corresponds to some improving flipping sequence from the outcome \( \beta \) with respect to \( \mathcal{N} \). Taking different directions in \( T(\beta) \) leads to different improving sequences; however, taking a different direction during the tree traversal may also lead to a dead end, i.e., reach the optimal outcome of \( \mathcal{N} \) without visiting the target outcome \( \alpha \) of the query. Recent works have studied the computational complexity of testing dominance relations in CP-nets, e.g., [3, 5]. The results show that dominance testing in general CP-nets is PSPACE-complete and it remains PSPACE-complete even though the CP-net is acyclic [5]. Since the hardness of dominance testing, several search techniques for dominance queries have been studied in [3] in order to reduce the search effort.

Suffix Fixing. Let \( X_{i_1} \succ \cdots \succ X_{i_n} \) be an arbitrary topological ordering consistent with the CP-net \( \mathcal{N} \), an \( r \)-th \((r \geq 1)\) node in the improving search tree is also an outcome.
suffix of an outcome \( \alpha \) is the subset of the outcome values \( \alpha[x_{i_1}] \alpha[x_{i_2}] \ldots \alpha[x_{i_n}] \). The \( r \)th suffix of outcomes \( \alpha \) and \( \beta \) match if \( \forall r \leq j \leq n, \alpha[x_{i_j}] = \beta[x_{i_j}] \).

For a query \( \mathcal{N} \models \alpha \Rightarrow \beta \), suffix fixing rules out the exploration of any possible flipping sequences that destroy of the suffix of the currently considered outcome that matches the target outcome \( \alpha \). It prunes the subtree that improves the value of a variable within the matching suffix. For instance, consider the CP-net \( \mathcal{N} \) in Figure 1 and the query \( \mathcal{N} \models x_1 x_2 x_3 x_4 x_5 \Rightarrow x_1 x_2 x_3 x_4 x_5 \). Let \( \alpha = x_1 x_2 x_3 x_4 x_5 \) and \( \beta = x_1 x_2 x_3 x_4 x_5 \), if pruned using suffix fixing and consider the variable ordering \( X_1 > X_2 > X_3 > X_4 > X_5 \), the 2nd suffix \( x_3 x_4 \) of \( \alpha \) and \( \beta \) matches. Thus, the values of \( X_3 \) and \( X_4 \) will never be improved in the search tree \( T(\beta) \), although given the assignment \( \beta[x_1] = \bar{x}_1 \) (resp. \( \beta[X_2] = x_2, \beta[X_3] = x_3 \), \( \bar{x}_3 \succ x_3 \) (resp. \( x_4 \succ x_4 \)).

As shown in [3], any complete search algorithm for the improving search tree remains complete if pruning using suffix fixing is used.

**Least-variable flipping.** For every node \( \gamma \) in the improving search tree, least-variable flipping rule restricts flips to the variables that are least-improvable. Formally, a variable \( X \) is least-improvable in an outcome \( \alpha \) with respect to \( \mathcal{N} \) if there is some value \( x \in D(X) \) such that \( x \succ \alpha[X] \) (where \( u = \gamma[Pa(X)] \) is the parent context assigned by \( \gamma \)), and no descendant of \( X \) in \( \gamma \) has this property. For a query \( \mathcal{N} \models \alpha \Rightarrow \beta \), least-variable flipping rule restricts attention to those variables that are not part of any matching suffix with the target outcome \( \alpha \) and requires that the only neighbours of a node \( \gamma \) can be expanded in the search tree \( T(\beta) \) are those in which some least-improvable variable with respect to \( \gamma \) is improved.

However, least-variable flipping rule is only complete for a restricted class of CP-nets [3], i.e. tree-structured CP-nets and binary-valued, directed-path singly connected CP-nets. For multiply-connected networks, and networks with multi-valued variables, it does not guarantee completeness. That means, least-variable flipping may fail to find any improving sequence from \( \beta \) to \( \alpha \) although there does exist at least one. In such case, it does not provide a correct answer to the given query. For instance, consider the CP-net \( \mathcal{N} \) in Figure 1 and the query \( \mathcal{N} \models x_1 x_2 x_3 x_4 x_5 \Rightarrow x_1 x_2 x_3 x_4 x_5 \). Starting with the root node \( \beta = \bar{x}_1 \bar{x}_2 \bar{x}_3 \bar{x}_4 \bar{x}_5 \), the only least-improvable variable that can be flipped is \( X_2 \). Unfortunately, flipping \( X_2 \) to value \( x_2 \) leads to outcome \( \bar{x}_1 \bar{x}_2 x_3 \bar{x}_4 x_5 \), from which the target outcome \( \alpha = x_1 \bar{x}_2 x_3 \bar{x}_4 x_5 \) is unachievable. All branches in the improving search tree grow towards the optimal outcome \( x_1 \bar{x}_2 x_3 \bar{x}_4 x_5 \) without going through the target outcome \( \alpha \) of the query. Figure 2 shows the complete improving search tree \( T(\beta) \) using least-variable flipping. However, there in fact exists a sequence of flips from \( \beta \) to \( \alpha \): \( x_1 \bar{x}_2 \bar{x}_3 \bar{x}_4 \bar{x}_5, x_1 x_2 \bar{x}_3 \bar{x}_4 \bar{x}_5, x_1 \bar{x}_2 \bar{x}_3 \bar{x}_4 \bar{x}_5, x_1 \bar{x}_2 \bar{x}_3 \bar{x}_4 \bar{x}_5 \).

When the number of variables is large or the structure of the CP-net is complex, suffix fixing may not be able to guide the search efficiently while least-variable flipping rule does not guarantee completeness for general acyclic CP-nets. To this end, we will present another efficient heuristic approach to dominance testing. The proposed approach significantly prunes the search tree without impacting soundness or completeness of the search process.

---

**Figure 2:** Improving search tree for query \( \mathcal{N} \models x_1 x_2 x_3 x_4 x_5 \Rightarrow x_1 \bar{x}_2 \bar{x}_3 \bar{x}_4 x_5 \) using Least-variable flipping rule

### 3. HEURISTIC FOR DOMINANCE TESTING

In this section, we present our proposed heuristic approach, called \( D \), to dominance testing in arbitrary acyclic CP-nets. In broad terms, we first define a penalty function based on a numerical approximation proposed by Domshlak et al. [4] that approximates acyclic CP-nets using weighted soft constraints. Then, an evaluation function is defined based on the hamming distance between the currently considered outcome and the target outcome and their penalties as a heuristic to guide the search process.

#### 3.1 Penalty function

For a variable \( X \), let \( D(X) \) be the domain size of \( X \) and thus there are \( |D(X)| \) degrees of penalties of \( X \), denoted by \( d_1, \ldots, d_{|D(X)|} \). Without loss of generality, we assume the degree of penalties of a variable \( X \) range between 0 and \( |D(X)| - 1 \); that is, \( d_1 = 0, \ldots, d_{|D(X)|} = |D(X)| - 1 \). For instance, consider the agent’s CP-net in Figure 1, since all variables are binary, there are only two degrees of penalties, i.e., \( d_1 = 0 \) and \( d_2 = 1 \) for each variable. For a variable \( X \), consider a preference ordering over the value of \( X \) given an instantiation of \( X \)’s parents, let the rank of the most preferred value of \( X \) be 0 and the rank of the least preferred valued of \( X \) be \( |D(X)| - 1 \), given an outcome \( \gamma \), the degree of penalty of a variable \( X \) in \( \gamma \) is then the rank of the value \( \gamma[X] \) in the preference ordering over \( X \) given the parent context \( u = \gamma[Pa(X)] \).

We denote by \( d_X^\gamma(d_X^\gamma \in \{d_1, \ldots, d_{|D(X)|}\}) \) the degree of penalty of \( X \) with respect to \( \gamma \). For instance, consider a variable \( X \) such that \( D(X) = \{x, x', x''\} \). Assume that, under a parent context \( u = \gamma[Pa(X)] \) assigned by an outcome \( \gamma \), \( x \succ x' \succ x'' \). If \( \gamma[X] = x \), then \( d_X^\gamma = d_1 = 0 \); if \( \gamma[X] = x' \), then \( d_X^\gamma = d_2 = 1 \); if \( \gamma[X] = x'' \), then \( d_X^\gamma = d_3 = 2 \).

CP-net imposes a rich structure to allow variables to have different degrees of importance: variables “higher-up” in the structure of the network are considered to be more important than the lower level variables [1, 2, 3]. Thus, it is more important to obtain a preferred value for a variable than any of its descendents. We now analyse the importance weight of a variable in a CP-net. Given an acyclic CP-net \( \mathcal{N} \) and consider an improving flip from an outcome \( \gamma \) to another outcome \( \gamma' \) that flips the value of a single variable \( X \), changing the value of \( X \) may also affect the preference status of \( X \)’s children. Thus, the resulting changes from \( \gamma \) to \( \gamma' \) includes: (i) the degree of penalty of \( X \) decreases from \( d_X^\gamma \) to \( d_X^\gamma \) (\( d_X^\gamma > d_X^\gamma \)).

---

3This example has also been discussed in Example 7 in [3]
Algorithm 1: assgWeightCP(N)

Input: N, an acyclic CP-net

1. Order variables of N in a reverse topological ordering;
2. foreach X ∈ N do
   3. if Ch(X) = ∅ then
      4. wX ← 1;
   5. else
      6. wX ← 1 + \sum_{Y ∈ Ch(X)} wY \cdot (|D(Y)| - 1);
   7. end
3. end

and (ii) the degrees of penalty of X’s children changes, which in the worst case, results in the degree of penalty of each children Y increasing from \(d^c_Y = d_1\) to \(d^c_Y = d_{|D(Y)|-1}\). Consequently, in order to preserve the preference ordering induced by the given CP-net, the importance weight of a variable in that CP-net must be larger than the sum of the maximum penalties of its children. We now provide the formal definition of the variable importance weight in an acyclic CP-net.

Definition 2 (Importance Weight). Given an acyclic CP-net N over a set of variables V. For each variable X ∈ V, let Ch(X) denote the set of children of X in N, the importance weight of variable X, denoted by wX, is recursively defined by:

\[
w_X = 1 + \sum_{Y \in Ch(X)} w_Y \cdot (|D(Y)| - 1) \tag{1}
\]

Algorithm 1 provides a simple implementation to compute importance weights of variables. It takes linear time in the size of the network. Following a reverse topological ordering, it first assigns the importance weights to the variables that have no descendants (line 3–4) and then iteratively assigns the importance weights to the upper level variables according to Equation (1). Note that there are several ways to assign importance weights to the variables and the way we use here is different from [4]. In this paper, we consider the tight lower bound of the importance weight assignment, i.e. the sum of maximum penalties of the variable children \(\sum_{Y \in Ch(X)} w_Y \cdot (|D(Y)| - 1)\).

Example. Consider an agent’s CP-net over a set of 5 variables V = \{X1, ..., X5\} in Figure 1. In this example, since all variables are binary, i.e. \(\forall X \in V, |D(X)| = 2\). We can assign the importance weight to each variable in a reverse topological ordering of variables: \(w_{X_1} = 1; w_{X_2} = 1 + w_{X_4} \cdot (2 - 1) = 2; w_{X_3} = 1 + w_{X_4} \cdot (2 - 1) = 2; w_{X_4} = 1 + (w_{X_2} \cdot (2 - 1) + w_{X_3} \cdot (2 - 1)) = 5; w_{X_5} = 1 + w_{X_2} \cdot (2 - 1) = 3\). The importance weight of each variable in this CP-net is attached on top of the variables respectively in Figure 3.

Given an acyclic CP-net N and an outcome γ, the penalty of a variable X in γ is the degree of penalty of X in γ multiplied by the importance weight of X. The penalty of γ is then defined by the sum of penalties of the domain variables. We define the following penalty function for an acyclic CP-net based on the work by Domshlak et al. [4].

Definition 3 (Penalty Function). Given an acyclic CP-net N over a set of variables V and an outcome γ. The penalty function \(pen\), mapping from an outcome γ ∈ O to [0, +∞], is defined as follows:

\[
\forall \gamma \in O, pen(\gamma) = \sum_{X \in V} w_X \cdot d^c_X \tag{2}
\]

Example (Cont.) Consider our running example in Figure 1 and the outcome γ = \(\bar{x}_1\bar{x}_2\bar{x}_3\bar{x}_4\bar{x}_5\). As the agent unconditionally prefers \(X_1 = x_1\) to \(X_1 = \bar{x}_1\) (resp. \(X_5 = x_5\) to \(X_5 = \bar{x}_5\)), \(d^c_{X_1} = 1\) (resp. \(d^c_{X_5} = 1\)). On the other hand, \(x_2 \succ x_2\) (resp. \(\bar{x}_3 \succ \bar{x}_3\) \(\bar{x}_4 \succ \bar{x}_4\)) given the parent context \(X_1 = \bar{x}_1\) and \(X_2 = \bar{x}_2\) (resp. \(X_1 = \bar{x}_1\), \(X_2 = \bar{x}_2\) and \(X_3 = \bar{x}_3\)) and thus \(d^c_{X_2} = 1\) (resp. \(d^c_{X_3} = 0\)). Consequently, the penalty of outcome \(\bar{x}_1\bar{x}_2\bar{x}_3\bar{x}_4\bar{x}_5\) is: \(pen(\gamma) = w_{X_1} \cdot 1 + w_{X_2} \cdot 1 + w_{X_3} \cdot 0 + w_{X_4} \cdot 0 + w_{X_5} \cdot 1 = 5 \cdot 1 + 2 \cdot 1 + 2 \cdot 0 + 1 \cdot 0 + 3 \cdot 1 = 10\).

In order to compute the penalty of an outcome, we simply need to sweep through the network from top to bottom (i.e., from ancestors to descendants), and to check the degree of penalty of the currently considered variable given its parent context. And finally we compute the penalty of the outcome based on Equation (2). Consequently, the penalty computation for a particular outcome takes polynomial time in the size of the network. We now prove that our algorithm for assigning penalties over alternative outcomes preserves the strict preference ordering induced by the original CP-net.

Theorem 1. Given an acyclic CP-net N, we have:

\[
\forall \alpha, \beta \in O, if N \models \alpha \succ \beta then pen(\beta) > pen(\alpha)
\]

Proof. N \models \alpha \succ \beta if and only if there exists a sequence of improving flips from β to α, denoted by \(Seq(\beta, \alpha) = \gamma_1(= \beta), \gamma_2, \ldots, \gamma_m - 1, \gamma_m(= \alpha)\), with respect to the conditional preference tables in N. Each improving flip from \(\gamma_i\) to \(\gamma_{i+1}\) in \(Seq(\beta, \alpha)\) that improves the value of a single variable X, \(\text{pen}(\gamma_i) - \text{pen}(\gamma_{i+1}) = w_X \cdot (d^c_X - d^c_{X+1}) + \sigma\), where \(\sigma \geq -\sum_{Y \in Ch(X)} w_Y \cdot (|D(Y)| - 1)\) and \(d^c_X - d^c_{X+1} \geq 1\). Thus, \(\text{pen}(\gamma_i) - \text{pen}(\gamma_{i+1}) \geq w_X - \sum_{Y \in Ch(X)} w_Y \cdot (|D(Y)| - 1) = w_X - (w_X - 1) = 1 > 0\). Consequently, with each improving flip from \(\gamma_i\) to \(\gamma_{i+1}, \text{pen}(\gamma_i) > \text{pen}(\gamma_{i+1})\). Following from the transitivity: \(\text{pen}(\gamma_1(= \beta)) > \text{pen}(\gamma_2) > \cdots > \text{pen}(\gamma_{m-1}) > \text{pen}(\gamma_m)(= \alpha)\) and thus \(\text{pen}(\beta) > \text{pen}(\alpha)\).

Corollary 1. Given an acyclic CP-net N, \(\forall \alpha, \beta \in O\),

- if \(\text{pen}(\beta) > \text{pen}(\alpha)\) then \(N \models \alpha \succ \beta or N \models \alpha \bowtie \beta\)
- if \(\text{pen}(\beta) = \text{pen}(\alpha)\) then \(N \models \alpha \bowtie \beta\)

Lemma 1. Given an acyclic CP-net N over a set of variables V, let \(\alpha, \beta\) be any pair of outcomes in N, if \(N \models \alpha \succ \beta\), IS the set of all possible improving flipping sequence from \(\beta\) to \(\alpha\) with respect to the CPTs in N; HD(β, α) the hamming distance between β
and α (Note that both in binary-valued and multi-valued CP-nets, the hamming distance is defined by the number of variables that the two outcomes differ from each other); Seq(β, α) ∈ IS an improving flipping sequence from β to α; |Seq(β, α)| is the length of Seq(β, α) and thus the number of improving flips from β in this sequence is |Seq(β, α)| − 1, then.

\[ HD(β, α) ≤ |Seq(β, α)| - 1 ≤ pen(β) - pen(α) \]

PROOF. As each improving flip flips the value of a single variable, if \( N \models α > β \), there must be at least \( HD(β, α) \) flips that flips the value of each variable \( X \) that \( β ⟷ α \) differ from \( β[X] \) to \( α[X] \). Thus, \( ∀Seq(β, α) ∈ IS, |Seq(β, α)| - 1 ≥ HD(β, α) \). On the other hand, any improving flip from \( γ_i \) to \( γ_{i+1} \) in Seq(β, α) that flips the value of a single variable \( X \), pen(\( γ_i \)) − pen(\( γ_{i+1} \)) ≥ 1 (see the proof of Theorem 1). Thus, pen(\( γ_i \)) − pen(\( γ_{i+1} \)) ≥ 1.

Assume \( γ \) is an outcome in Seq(β, α) that improved from \( β \) by \( t \) flips, pen(\( β \)) − pen(\( α \)) ≥ \( t \) and pen(\( β \)) − \( t ≥ pen(γ) \) − pen(\( α \)). If \( t > pen(β) − pen(α) \), then pen(\( β \)) − pen(\( α \)) − \( t < 0 \) and pen(\( γ \)) − pen(\( α \)) < 0. According to Corollary 1, \( N \models γ > α \) or \( N \models γ ≻ α \) (\( N \models γ > α \)), contradicting the fact that \( γ \) is in the improving sequence Seq(β, α). Hence, the number of improving flips from \( β \) in Seq(β, α) can not be greater than \( pen(β) − pen(α) \), \( |Seq(α, β)| - 1 ≤ pen(β) - pen(α) \).

3.2 The proposed DT* algorithm

The penalty function mentioned above provides an order-preserving numerical approximation for a given CP-net. We also show the upper bound and lower bound of the number of improving flips from a worse outcome to a preferred outcome in Lemma 1. In this section, these results are used as a heuristic in the search process for improving flipping sequence. The proposed algorithm has a number of desirable properties:

- it often returns the quick failure for the dominance query if no flipping sequence is possible;
- it often quickly shows that back-tracking is needed when there is no possible flipping sequence to the target outcome following the currently considered path; and,
- it efficiently guides the search direction without compromising soundness or completeness of the search process.

Given an acyclic CP-net \( N \) and a pair of outcomes \( α \) and \( β \), for the query \( N \models α > β \), we build the search tree \( T(β) \) and search for an improving flipping sequence to the target outcome \( α \) as discussed in [3]. We introduce the evaluation function \( f \) for the heuristic search strategy as follows:

**DEFINITION 4 (EVALUATION FUNCTION).** Given an acyclic CP-net \( N \) and the query \( N \models α > β \), the evaluation function \( f \) mapping from a node (i.e., an outcome) \( γ \) in the improving search tree \( T(β) \) to \([0, +∞)\), is defined by:

\[ f(γ) = pen(γ) − HD(γ, α) − pen(α) \tag{3} \]

Our proposed heuristic algorithm DT* (see Algorithm 2) is adapted from the A* heuristic search algorithm with \( f(γ) \) being the evaluation function. It maintains a priority queue of nodes to be expanded, known as the fringe. On the one hand, the lower \( f \) value for a node \( γ \), the higher its priority is. On the other hand, we only consider the outcomes that the \( f \) value is non-negative. That means, an outcome \( γ \) will be added into the fringe only if \( f(γ) > 0 \). In essence, an outcome with a negative \( f \) value means that there is no possible improving flipping sequence from that outcome to the target outcome \( α \) (see Lemma 2). Before adding the original node \( β \) into the fringe, the \( f \) value of \( β \) will be computed and the algorithm will return \( False \) if \( f(β) < 0 \) (line 1–2). In this case, the query fails (\( N \not\models α > β \)) even before building the root node of the improving search tree. Otherwise, \( β \) will be added into the fringe as the root node of the improving search tree \( T(β) \) (line 4). At each iteration of DT*, the first node \( γ \), i.e., the node with the lowest \( f \) value, is removed from the fringe and being expanded (line 4). The children of a node in \( T(β) \) are those outcomes that can be reached by a single improving flip from that node. Our proposed algorithm applies suffix fixing rules, restricting attention to those variables in \( γ \) that are not part of any matching suffix with the target outcome \( α \) (line 11). Moreover, it requires that a child \( γ \) of a node be added into the fringe if and only if: (i) \( γ \) has not been traversed before; and (ii) \( f(γ) ≥ 0 \) (line 13). For the current node \( γ \) under consideration, we add each child \( γ \) of \( γ \) that meets the above requirements into the fringe in ascendant order of the \( f \) values of the nodes in the fringe (line 14). DT* continues until: the currently considered node for expansion equals to the target outcome \( α \), then it ends and returns \( True \) (line 7–8); or the fringe is empty, it returns \( False \) (line 20).

In order to prove the completeness of our proposed heuristic algorithm, we first prove the following lemma.

**LEMMA 2.** Given an acyclic CP-net \( N \) and a query \( N \models α > β \), \( ∀γ \in O \). If \( f(γ) < 0 \), then \( γ \) would not be part of any possible improving flipping sequence from \( β \) to \( α \).
Figure 4: Improving search tree

PROOF. During the execution of DT* algorithm, for any outcome γ*(including β), f(γ*) = pen(γ*) − HD(γ*, α) − pen(α). Assume that there exist an improving flipping sequence Seq(γ*, α) = γ1(= γ*), γ2, ..., γm−1, γm(= α) from γ* to the target outcome α. Based on Lemma 1, we know that there must be at least HD(γ*, α) flips improved from γ*. For any improving flip from γi to γi+1, pen(γi) = pen(γi+1) ≥ 1. Consequently, for any outcome γ* that improved from γ* by HD(γ*, α), flips, pen(γ*) ≥ HD(γ*, α) and thus pen(γ*) ≥ HD(γ*, α) ≥ pen(γ*). Hence, pen(γ*) = HD(γ*, α) − pen(α) ≥ HD(γ*, α) − pen(α). Because f(γ*) < 0, pen(γ*) = pen(α) ≤ pen(γ*) − HD(γ*, α) − pen(α) < 0. Consequently, pen(γ*) − pen(α) < 0 and N ̸= α > γ*. γ* will not be part of any possible improving flipping sequence Seq(γ*, α) from γ* to the target outcome α.

We now prove the completeness of our proposed heuristic algorithm.

THEOREM 2. DT* is complete for any arbitrary acyclic CP-nets.

PROOF. DT* traverses the tree searching all neighbours; it follows lowest evaluated value path and keeps a sorted priority queue of alternate path segments along the way. If at any point the path being followed has a higher evaluated value than other encountered path segments, the higher evaluated value path is kept in the fringe and the process is continued at the lower value sub-path. This continues until the currently considered node for expansion is the target outcome or the fringe is empty. During the execution of DT* algorithm, there are three kinds of nodes will be pruned: (i) the outcomes that have been explored previously; (ii) the outcomes that improve the value of the variable that is part of some matching suffix with the target outcome; and (iii) the outcomes with negative f values. Obviously, checking repeated nodes does not affect the completeness of the algorithm. Also, as shown in [3], any complete search algorithm for the improving search tree remains complete if pruning using suffix fixing rule is used. Furthermore, we have already proved in Lemma 2 that an outcome γ* with f(γ*) < 0 will not be part of any possible improving sequence from β to α, so pruning the third kind of outcomes also does not affect the completeness of the algorithm. Consequently, DT* is complete for any acyclic CP-nets.

EXAMPLE (CONT.) We now demonstrate the execution of DT* algorithm with the CP-net in our running example (Figure 1) and consider the query N = x1x2x3x4x5 x1x2x3x4x5. Let α = x1x2x3x4x5 and β = x2x3x4x5, we first consider the f value of the less preferred outcome β of the query. As f(β) = pen(β) − HD(β, α) − pen(α) = 10 − 5 − 3 = 2 > 0, we build the search tree T(β) with β being the root node and add β into the fringe. In the 1st iteration of DT*, γ* = x1x2x3x4x5 is removed from the fringe to be expanded. There are three imovable variable from γ*: X1, X2 and X5. Hence, there are three children nodes: x1x2x3x4x5, x1x2x3x4x5, x1x2x3x4x5 and x1x2x3x4x5. The f value of these three children nodes are computed accordingly. f(x1x2x3x4x5) = 0, f(x1x2x3x4x5) = 1 and f(x1x2x3x4x5) = 0. As none of the f value of these three children nodes is negative, all of them are added into the fringe according to the ascend order of the f value.

In the 2nd iteration, the first outcome γ* = x1x2x3x4x5 with the lowest f value is removed from the fringe (Assume that the nodes with the same f value will be traversed in the order from left to right). There are three possible children nodes of γ*: x1x2x3x4x5, x1x2x3x4x5 and x1x2x3x4x5. As f(x1x2x3x4x5) = 5 − 3 − 3 = −1 < 0, f(x1x2x3x4x5) = 6 − 3 − 3 = 0; and f(x1x2x3x4x5) = 2 − 3 − 3 = −4 < 0. There is only one outcome x1x2x3x4x5 will be added into the fringe.

In the 3rd iteration, we continue with the outcome γ* = x1x2x3x4x5. There are three possible outcomes can be reached by a single flip from γ*: x1x2x3x4x5, x1x2x3x4x5 and x1x2x3x4x5. We compute the f value of these three outcomes: f(x1x2x3x4x5) = 3 − 2 − 3 = −2 < 0; f(x1x2x3x4x5) = 5 − 2 − 3 = 0; and f(x1x2x3x4x5) = 1 − 2 − 3 = −4 < 0. Only one outcome x1x2x3x4x5 can be added into the fringe.

Similarly, in the 4th iteration, we explore the outcome γ* = x1x2x3x4x5 and add only one outcome x1x2x3x4x5 into the fringe.

In the 5th iteration, we explore the outcome γ* = x1x2x3x4x5. In essence, there are two variables can be improved from γ*: X4 and X5. However, as X4 is in the 3rd matching suffix with the target outcome α (using the topological order X1 > X5 > X2 > X3) α is only considered flipping the value of X5. And this step produces the target outcome α, which will be explored in the last iteration and the algorithm returns TRUE to this query.

Note that as we have discussed in Section 2.3, an algorithm based on Least-variable flipping rule is incomplete in this case.

4. EXPERIMENT

We now describe the results of experiments that show the feasibility of our approach to dominance testing with respect to (i) the average number of visited nodes during the search process; (ii) the number of variables svars and the domain size sdom that can be efficiently handled in practice; and (iii) the structure of CP-nets. We compare the performance of the proposed DT* algorithm with (i) a standard depth-first search algorithm that applies suffix fixing during the search, called DF; and (ii) an algorithm using Least-variable flipping rule, called LVF. We generate random preference networks by varying the number of variables, the structure of the network and the preference of the variables. For directed-path singly connected CP-nets and arbitrary acyclic CP-nets, we restrict the maximum in-degree of each node in the generated CP-nets to 10. For multi-valued CP-nets, we restrict the maximum domain size sdom to 5. We conduct the following six sets of experiments. At each set of experiments, we generate 1000 CP-nets randomly and using each resulting preference network, we evaluate 5 dominance queries by picking distinct pairs of outcomes at random.
Set 1: binary-valued tree-structured CP-nets. We vary the number of variables $s_{var}$ from 2 to 30 and only generate tree-structured dependences. From Figure 5 we can observe that on average, the numbers of visited nodes by both $DT^*$ and $LVF$ algorithms are much less than $DF$ algorithm. Note that for binary-valued tree-structured CP-nets, $LVF$ (Least-variable flipping rule) is guaranteed to be complete and backtrack-free. However, on average, $DT^*$ is more efficient than the $LVF$ algorithm for dominance testing in tree-structured CP-nets. The average execution time of $DT^*$ approach with 30 variables is less than 0.03 seconds. It offers more than three orders of magnitude improvement in performance over the $DF$ algorithm.

Set 2: multi-valued tree-structured CP-nets. We vary $s_{var}$ from 2 to 15. The results of multi-valued tree-structured CP-nets (see Figure 6(a)) is similar to the set of experiments with binary-valued tree-structured CP-nets. However, $LVF$ algorithm does not guarantee completeness in multi-valued CP-nets. Figure 6(b) shows the percentage of cases in which the $LVF$ algorithm is incomplete, i.e., it gives an incorrect answer to the query. In general, the percentage of incompleteness of $LVF$ algorithm is increasing as the number of variables increases. When there are 15 variables, in more than 28% cases that $LVF$ algorithm fails to find the improving flipping sequence for the given query although there does exist at least one. On the other hand, according to the experiment data, $DT^*$ completes the search process in about 12 seconds on average in the cases of 15 variables.

Set 3: binary-valued, directed-path singly connected CP-nets. In this set of experiments, the number of variables $s_{var}$ is from 2 to 25. Note that $LVF$ algorithm guarantees completeness in binary-valued, directed-path singly connected CP-nets while it may require back-tracking during the search. The average number of visited nodes in this set of experiments is shown in Figure 7. Both $LVF$ and $DT^*$ algorithms are much more efficient than the $DF$ algorithm. When there are 25 variables, the average execution time of $DT^*$ is about 5.7 seconds, which is more than two orders of magnitude less than the $DF$ algorithm.

Set 4: multi-valued, directed-path singly connected CP-nets. We vary $s_{var}$ from 2 to 12. Figure 8(a) shows that the average number of visited nodes of both $LVF$ and $DT^*$ algorithms are much less than $DF$ algorithm. Although the result shows that
when the number of variables is large, the \( \text{LVF} \) algorithm may visit less nodes than \( \text{DT}^* \) algorithm, the percentage of incompleteness of \( \text{LVF} \) is on the other hand, increasing as the number of variables increases (see Figure 8(b)). When there are 12 variables, this percentage is more than 25%. According to the experimental data, with 12 variables and each variable with the maximum domain size of 5, the average execution time of \( \text{DT}^* \) approach is still less than 50 seconds.

Set 5: binary-valued arbitrary acyclic CP-nets. We vary \( s_{\text{var}} \) from 2 to 20. Similar to the results presented in Set 4, when the number of variables is large (more than 15) the average number of visited nodes of \( \text{DT}^* \) algorithm is more than that of \( \text{LVF} \) algorithm (see Figure 9(a)). However, for binary-valued CP-nets in general, \( \text{LVF} \) does not guarantee completeness and the percentage of cases that the \( \text{LVF} \) algorithm returns incorrect answers is increasing as the number of variable increases (Figure 9(b)). When there are 20 variables, this percentage is more than 20%. While on average, \( \text{DT}^* \) algorithm returns a correct answer to the given query in about 20 seconds.

Set 6: multi-valued arbitrary acyclic CP-nets. In the last set of experiments, we vary \( s_{\text{var}} \) from 2 to 10. The results with arbitrary acyclic CP-nets in multi-valued setting is similar to that in binary-valued setting (see Figure 10(a) and Figure 10(b)). When there are 10 variables, the percentage of incomplete cases the \( \text{LVF} \) algorithm is more than 20%; on the other hand, \( \text{DT}^* \) guarantees to return a correct answer in about 9 seconds on average.

In summary, our experiments show that on average, our proposed \( \text{DT}^* \) algorithm is much more efficient than the \( \text{DF} \) algorithm. It is as relatively efficient as \( \text{LVF} \) algorithm while guaranteeing soundness and completeness of the search process. From the experiment, we can also conclude that our proposed \( \text{DT}^* \) algorithm allows dominance queries for CP-nets that are quite large and complex to be answered in reasonable time.

5. CONCLUSION AND FUTURE WORK
In this paper, we have studied the problem of dominance testing in CP-nets. We have proposed a heuristic algorithm \( \text{DT}^* \) for dominance testing with arbitrary acyclic CP-nets. The proposed approach significantly reduces the search effort without impacting soundness and completeness. We have also experimentally shown that the proposed algorithm is computationally efficient. Nonetheless, the present work is only applicable for acyclic CP-nets. The investigation of techniques to deal with cyclic preferences need to be further explored.
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ABSTRACT

In this paper we address efficient decentralised coordination of co-operative multi-agent systems by taking into account the actual computation and communication capabilities of the agents. We consider coordination problems that can be framed as Distributed Constraint Optimisation Problems, and as such, are suitable to be deployed on large scale multi-agent systems such as sensor networks or multiple unmanned aerial vehicles. Specifically, we focus on techniques that exploit structural independence among agents’ actions to provide optimal solutions to the coordination problem, and, in particular, we use the Generalized Distributive Law (GDL) algorithm. In this settings, we propose a novel resource aware heuristic to build junction trees and to schedule GDL computations across the agents. Our goal is to minimise the total running time of the coordination process, rather than the theoretical complexity of the computation, by explicitly considering the computation and communication capabilities of agents. We evaluate our proposed approach against DPOP, RDPI and a centralized solver on a number of benchmark coordination problems, and show that our approach is able to provide optimal solutions for DCOPs faster than previous approaches. Specifically, in the settings considered, when resources are scarce our approach is up to three times faster than DPOP (which proved to be the best among the competitors in our settings).

Categories and Subject Descriptors

I.2.11 [Distributed Artificial Intelligence]: [Coherence and coordination, Multiagent systems]

General Terms

Algorithms, Performance, Experimentation

Keywords

multiagent coordination, junction tree, treewidth, variable elimination, heuristic algorithm, GDL, DCOP

1. INTRODUCTION

Many practical applications require the development of effective decentralised coordination techniques for cooperative multi-agent systems. For example, agent-based techniques have been widely used to control physical devices which can acquire and process information from the environment, such as sensor networks deployed to collect environmental data [12] or multiple unmanned aerial vehicles deployed to collectively patrol and map a defined area [16]. The development of decentralised coordination techniques is particularly challenging in these domains because such devices usually have constrained computational resources (due to the requirement of minimising power consumption) and because communication is usually limited in bandwidth and is dependent on the physical distance and mutual positions of the devices (due to the wireless communication technology frequently used). Moreover, to develop more cost effective systems, and to manage legacy, it is expected that the devices within such networks will be heterogeneous; having different computation and communication capabilities.

Recent work has shown that to develop effective and efficient coordination techniques it is crucial to exploit the structural independence between the agents’ utility functions (i.e. the fact that the utility of each agent only depends on its own choice of action and that of a small number of locally interacting neighbours) [16, 14]. Doing so allows the decentralised coordination problem to be framed as a Distributed Constraint Optimisation Problem (DCOP), enabling a number of optimal algorithms to be used as solution techniques, e.g., ADOPT [9], OptAPO [8] and DPOP [15].

However, these algorithms take no account of the heterogeneous computational and communication resources available to the different agents within the system. In many settings, and particularly in the cooperative settings we focus on here, it may be beneficial to delegate computations such that (i) we take advantage of agents with greater than average computational capabilities, and (ii) we minimise communication between agents with poor communication links. Current algorithms for solving DCOPs do not consider such strategies. For example, DPOP arranges the constraint network into a pseudo-tree using a Depth First Search (DFS) method. While the DFS can be conveniently performed using distributed algorithms, it does not take into account agents’ individual computation and communication capabilities, and it can result in an inefficient allocation of computations to the agents. In contrast Paskin and Guerstein developed an approach to cope with networks that have poor quality communication links (as it is frequently the case with wireless networks) [14]. Their approach uses the routing tree of the communication network to arrange agents into a junction tree, which is then further optimised in order to minimise communications. While this work takes computation and communication into account, it forces the junction tree structure to be a spanning tree of the communication network, which can, as we shall show later, significantly reduce the efficiency of the coordination process.

Thus, against this background, in this paper we address these shortcomings by proposing a resource aware solution technique for DCOPs. Our approach pre-processes the constraint network by
building a junction tree, over which optimal inference is performed using standard message passing techniques, such as those provided by the Generalised Distributive Law (GDL) framework [1]. Junction trees are well known structures, frequently used in graphical models and constraint processing [7] and while finding the optimal junction tree (in the sense of a minimal size of the largest clique) is NP-hard, a number of heuristics that build near optimal junction trees are well known. Here, we propose a distributed approach to build the junction tree that is based on the variable elimination algorithm [5], but is extended to consider the heterogeneous nature of both computational and communication resources within the network. In this context, the optimal tree is not the one that minimises the theoretical complexity of the computation (as is the case within the standard literature of junction trees), but is the one that minimises the total running time of the coordination algorithm (including both the time required by the agents to individually compute their partial solutions, and the time for these solutions to propagate up and down the junction tree).

In doing the above, this paper makes the following contributions to the state of the art:

- We present the first model of decentralised coordination that explicitly considers the total running time required by a coordination algorithm that operates in heterogeneous multi-agent system.

- We propose a novel distributed algorithm, based on the variable elimination algorithm, which uses a novel resource aware heuristic to minimise the running time of the coordination process (as defined above).

- We empirically evaluate the proposed technique on a simulated environment, comparing it with three state of the art approaches for multi-agent systems: the pseudo-tree built by DPOP, the junction tree formation algorithm of Paskin and Guestrin, and a benchmarking centralised approach. Our results show that, when communication resources are scarce, our resource aware heuristic improves upon previous techniques being up to 3 times faster than DPOP, which proved to be the best competitors in our settings.

The rest of the paper is organised as follows: Section 2 provides basic background knowledge on DCOPs and graphical models while Section 3 formalises the problem we are addressing. Section 4 details our approach and the resource aware heuristic we propose. Section 5 presents the empirical analysis of our approach, Section 6 discusses related work and Section 7 concludes.

2. BACKGROUND

We provide here a brief review of background knowledge concerning DCOPs, junction trees and the GDL framework.

2.1 Distributed Constraint Optimisation Problems

Formally a DCOP can be defined as a tuple \((A, X, D, \Psi)\), where \(A = \{A_1, \ldots, A_n\}\) is a set of agents, \(X = \{1, \ldots, n\}\) is a set of variables. Each variable is owned by exactly one agent, but an agent can potentially own more than one variable. An agent is responsible for assigning values to the variables it owns. \(D = \{D_1, \ldots, D_n\}\) is a set of discrete and finite variable domains, each variable \(i\) can take value in the domain \(D_i\). Finally, \(\Psi = \{\psi_1, \ldots, \psi_m\}\) is a set of constraint functions that describe the constraints among variables. Each function \(\psi_i : D_{r_1} \times \cdots \times D_{r_m} \to \mathbb{R}\) depends on a set of variables \(X_i \subseteq X\), where \(r_i = |X_i|\) is the arity of the function. Each function assigns a real value to each possible assignment of the variables it depends on. Given this settings, we wish to find the variable assignment \(X^*\) such that the sum of all constraint functions is maximised:

\[
X^* = \arg \max_X \sum_{i=1}^{m} \psi_i(X_i)
\] (1)

2.2 Junction Trees

DCOPs can be solved using message passing algorithms across the constraint network; a graph representation of a DCOP where nodes are variables and edges are constraint functions. However, in order to ensure completeness and termination, the constraint network must be a tree. If this is not the case, then it is necessary to transform the original constraint network into a special graphical structure called a junction tree. This is done by forming a clique graph whose nodes (cliques) and edges (separators) are clusters of variables. A junction tree is simply a clique graph which satisfies the following four properties: single-connectedness, running intersection, covering and maximality. Single-connectedness ensures that the graph is a tree, yielding termination. Running intersection ensures that any variable present in the intersection of the domain of two cliques is also present in every clique of the path joining them, yielding correctness. Covering ensures that the domain of every constraint function of the DCOP is the subset of at least one clique. Maximality states that a clique can not have a domain which is a subset of the domain of another clique. One of the most well-known algorithms to transform a constraint graph into a junction tree is the variable elimination algorithm. This algorithm works by sequentially selecting variables of the constraint graph, eliminating them and forming cliques accordingly (see [7] for more details).

2.3 GDL

Having formed a junction tree, the optimal solution of the DCOP can be found using a suitable message passing algorithm, of which GDL is the most general [1]. The GDL algorithm uses two operators, \(\otimes\) for function combination and \(\odot\) for function marginalisation, and exploits the distribution property of \(\odot\) over \(\otimes\). It works by passing messages along the edges of the junction tree and performing computation at the level of the nodes. DCOPs can be solved by GDL using the sum and max operators respectively.

A message from a clique \(n\) to a clique \(m\) is a utility function defined recursively over the intersection of the domains of \(n\) and \(m\)
by the formula: \( \forall y \in d(m) \cap d(n) \), where the function \( d \) gives the set of variables associated to a clique or separator (collect phase):

\[
\psi_n \rightarrow m(y) = \bigoplus_{x \in d(n)} d(m) \left( \bigotimes_{i \in \Gamma(n)} \psi_i \rightarrow n \otimes \psi_n \right)(x \cup y)
\]

A special node, called the root, receives the information from all of its neighbours. It computes the optimal instantiation of its variables and then starts the recursive phase of local optimisation yielding the global optima (propagation phase). Specifically, a clique \( m \) receives the instantiation from its parent \( n \) conditionally optimises the instantiation of its variable and then propagates the set of instantiation it knows:

\[
x^*_n = (\arg\max_{x \in d(n)} d(m) \left( \bigotimes_{i \in \Gamma(n)} \psi_i \rightarrow n \otimes \psi_n \right)(x \cup x^*_m \cap n)) \cup x^*_m \cap n
\]

Both the collect and propagation phases can be performed with a linear number of messages. However, during the collect phase, the computation of the messages and the size of the messages are exponential in the size of the clique sending them, and the cardinality of the corresponding separator respectively.

The use of junction trees in combination with the GDL algorithms is attractive as they inherently work in a distributed way by message passing. Moreover such an approach is efficient as it is exponential only in the treewidth rather than in the total number of variables. The treewidth is a parameter of a tree decomposition which is the size of the largest clique, and is usually far smaller than the total number of variables. Finding a junction tree of minimal treewidth is however an NP-hard problem [7].

3. PROBLEM DESCRIPTION

Having presented the necessary background, we now formally describe the problem that we tackle; that of, minimising the total running time of a coordination algorithm when faced with heterogeneous computational resources, and a bandwidth constrained communication structure. To this end, we introduce the concept of a computational task to model the GDL solution process for DCOP. A computational task \( \tau(\psi_n \rightarrow m(y)) \) describes the amount of computation that an agent has to perform in order to compute the message \( \psi_n \rightarrow m(y) \) defined in Section 2.3.

Since the computation of a message \( \psi_n \rightarrow m(y) \) recursively depends on the computation of messages from neighbouring cliques, these computational tasks are tied by the set of execution constraints \( EC(\tau_i) = \{\tau_{i1}, \ldots , \tau_{in}\} \) where \( \tau_i \) are tasks that must be executed before \( \tau_j \). We denote the set of all the computational tasks as \( T \), and this consists of the set of cliques of the junction tree and the set of constraint functions.\(^1\) A computational task involves the processing of constraint functions and received messages (i.e., the summation of those functions and the maximisation over some subsets of the decision variables) in order to compute the message. Each computational task is assigned to a single agent, which is responsible for all the aspects of the execution of this task. We denote \( \alpha: T \rightarrow A \) the function representing this allocation.

The completion time of a task \( \tau \) depends on its size (given by the size function), on the computational power of the agent \( \alpha(\tau) \) expressed as the number of constraint checks per unit of time (given by the speed function), and on the characteristics of the communication links used to route the messages produced by the execution of \( EC(\tau) \) to the agent \( \alpha(\tau) \) (given by the trans function). The completion time of a single computational task, can then be defined as

\[
\tau(\psi_n \rightarrow m(y)) = \max_{\tau \in EC(\tau)} \tau(\tau_i) + \text{trans}_{\alpha(\tau)}(\tau_i) + \text{size}(\tau)/\text{speed}(\alpha(\tau))
\]

Note that, we assume that agents are not multitasking and tasks are not preemptive, such that agents can either compute, send or receive messages at any time, and can not interrupt one of those activities if already started. We consider a restricted communication structure composed of pairwise communication links. For each link we consider a symmetric limited bandwidth that defines the time required to transmit messages over the link. If an agent on the shortest path between two agents is performing one of the above activities, messages between these two agents have either to wait or to find a new route. Such a setting models some important aspects of wireless sensor networks such as limited bandwidth, limited connectivity, multi-hop communication and possible network congestions. Small bandwidth values can represent both low throughput reliable communication links or high throughput unreliable communication links.

Figure 1 shows an exemplar instance of a constraint network associated with a restricted communication network. The nodes represent decision variables, the thin black edges are constraint dependencies between the variables. Constraints that hold between variables are associated with constraint functions \( \psi_i \) as shown in the figure. The thick grey edges represent the underlying communication network between the agents responsible for the variables. Numbers next to those edges correspond to the bandwidth of the communication links while numbers next to the agents represent computational speed of the agents.

Now, given any specific constraint network, we can define the set of computational tasks and the set of messages that need to be computed and propagated according to the GDL algorithm. The GDL algorithm can then be described as the execution of the associated computational tasks using agents as computational resources. Specifically, given a DCOP instance \( \langle A, X, D, \Psi \rangle \), to obtain the set of associated computational tasks we have to choose a set \( C \) of cliques, an allocation \( A_\alpha : \Psi \rightarrow C \) of constraints functions to cliques, and an allocation \( A_\alpha : C \rightarrow A \) of the cliques onto the agents. We can now define \( MS(C, A_\alpha, A_\alpha) \) as the time to complete all tasks subject to the execution constraints. Such a criterion is known as the makespan in the scheduling literature\(^2\), and in our setting it corresponds to the time at which the last task has been computed (which is the maximisation of the root clique).

\(^1\)Constraint functions can be seen as computational tasks requiring no processing from the agent side, but requiring some non-zero transmission time to the agent responsible of the clique to which the constraint function is allocated.

\(^2\)The makespan is a concept more general but akin to the number of non concurrent constraint checks in DCOP literature since it explicitly takes into account communication delays.
Our aim is then to find the junction tree, the allocation of constraints to cliques and cliques to agents that will minimise this makespan, such that:

\[
\arg \min_{C, \alpha_C, \alpha_{\Psi}} MS(C, \alpha_{\Psi}, \alpha_C)
\]

Unfortunately, optimally scheduling a set of tasks onto a set of heterogeneous processors, even without considering communication, is known to be NP-hard [18]. Therefore, in this paper, we aim to design an effective heuristic that works well in practice.

4. RESOURCE-AWARE JUNCTION TREES

Here we present our approach to build junction trees and allocate computational tasks to agents in order to heuristically minimise the makespan of the coordination process. We first note that the minimisation problem stated in the previous section can be divided into two sub-problems: (i) finding a suitable junction tree decomposition of the problem, by defining cliques and allocating constraint functions to cliques; (ii) allocating the resulting computational tasks to agents to minimise the makespan. However, the two subproblems are interconnected because grouping of variables in cliques induced by the junction tree impacts on the computation and communication that agents need to perform. The approach we propose treats both subproblems at the same time, and it is divided into two key parts: a distributed protocol that implements variable elimination and a novel resource aware heuristic (RAH) that seeks to select variables in order to heuristically minimise the makespan of the coordination process.

**Distributed Protocol for Variable Elimination**

This protocol is a distributed negotiation protocol that extends the variable elimination algorithm by making use of calls for proposals (CFP) and bids in order to determine the next variable to eliminate and the agent responsible for the associated clique maximisation. Our protocol proceeds by each agent broadcasting one CFP for each variable it is responsible for. Each agent then replies to a CFP by estimating the makespan associated with itself being responsible for the computation of the clique that would be created if the variable specified in the CFP was eliminated. Given this description, we now formally define the key elements of our protocol.

- A **constraint** is a tuple \((c, X, \psi, a)\), where \(c\) is the identifier of the constraint, \(X \subseteq \mathcal{X}\) is the domain (or label) of the constraint function, \(\psi : 2^X \rightarrow \mathbb{R}\) is the constraint function and \(a \in \mathcal{A}\) is the identity of the agent owning the constraint.
- A **variable** is a tuple \(x = (X, \Gamma_X, \Gamma_{\Psi}^{\text{past}}, a_X, c_X)\), where \(X\) is the identifier of the variable, \(\Gamma_X \subseteq \mathcal{X}\) is the set of neighbours of this variable in the constraint graph, \(\Gamma_{\Psi}^{\text{past}} \subseteq \mathcal{X}\) is the set of former neighbours that have already been eliminated, \(a_X \in \mathcal{A}\) is the agent responsible for this variable and \(c_X \in \mathcal{C}\) is the clique related to the elimination of this variable (initially void). For instance, in the Figure 1 variable \(X_2\) is represented by the following tuple \(\{X_2, \{2, 1, 3\}, \emptyset\}\).
- A **clique** is a tuple \((c, X, \Psi, \Gamma_{\Psi}^{\text{past}}, a_c, c)\), where \(c\) is the identifier of the clique, \(X \subseteq \mathcal{X}\) is the domain (or label) of the clique, \(\Psi \subseteq \mathcal{X}\) is the set of constraint functions allocated to the clique (initially void), \(\Gamma_{\Psi}^{\text{past}} \subseteq \mathcal{C}\) is the set of neighbours in the junction tree (initially void), \(X \subseteq \mathcal{X}\) is the variable whose elimination led to the creation of \(c\) and \(a_c \in \mathcal{A}\) is the identity of the agent responsible of the clique. For instance in the Figure 2 the clique \(X_1X_2X_3\) is represented by the following tuple \(\{X_1, X_2, X_3\}, \{\Psi_1, \Psi_2, \Psi_3\}, \{X_1X_2X_3\}, \{1, 2, 3\}\).
- An **agent** is a tuple \((a, \alpha_{\Psi}, \alpha_C, c)\), where \(a\) is the identifier of the agent, \(\Psi_a \subseteq \Psi\) is the set of constraint functions allocated to the agent, \(C_a \subseteq \mathcal{C}\) is the set of cliques allocated to the agent (initially void) and \(\Gamma_{\Psi}^{\text{com}} \subseteq \mathcal{A}\) is the set of neighbours of the agent in the communication graph. For instance in the Figure 2, agent 3 is represented by the following tuple \(\{X_3, \{\Psi_3\}, \{X_1X_3X_6, X_3X_4X_5\}, \{1, 2, 3\}\}\).

- A **CFP** is initiated by one agent which proposes to another to take the responsibility of a clique (which is only partially created and initialised). Formally a CFP is a tuple \((s, c, d)\), where \(s \in \mathcal{A}\) is the sender agent, \(d\) is a date (the number of the bidding turn), and \(c\) is a clique, whose function (of exponential size) is not created. The initialised fields of \(c\) are \(\Psi_c\) - with the list of subfunctions that would be allocated to \(c\), \(\Gamma_{\Psi}^{\text{past}}\) - with the list of neighbouring cliques in the junction tree (this set is needed to determine the set of separators, which in turns define the scope of messages that would have to be transmitted or received by \(c\) and \(X_c\) - which identifies the variable for which the CFP has been sent.

- A **bid** is formally a tuple \((s, r, cfp, clique, v)\) where \(s \in \mathcal{A}\) is the sender agent, \(r \in \mathcal{A}\) is the addressee agent, \(cfp\) is the CFP for which the bid is a reply, **clique** is the identity of the clique to which the constraint functions of the clique of the CFP will be allocated and \(v \in \mathbb{R}^+\) is an evaluation of the time it would take the agent \(s\) to compute the clique proposed by agent \(r\) in his CFP.

**Algorithm 1** Variable selection and elimination (selection)

1: \(\text{parallel } \{ \text{treat\_CFP]() } \}
2: date ← 0
3: while date < |\(\mathcal{X}\)| do
4: // compute variables’ heuristic values
5: send\_CFP()
6: treat\_bids()
7: // select the next variable to eliminate
8: selected\_bid ← consensus\_select(best\_bid)
9: \(c ← \text{selected\_bid\_cfp\_c}\)
10: \(X ← X_c\)
11: // allocate the clique
12: if selected\_bid \(s = a\) then
13: \(C_a ← C_a ∪ \{c\}\)
14: end if
15: // update the set of constraint functions
16: if \(X \in \mathcal{X}_c\) then
17: \(\Psi_a ← \Psi_a \setminus \Psi_c\)
18: end if
19: // add new constraint dependencies between each pair of neighbours
20: for \(Y \in \mathcal{X}_c \cap \mathcal{X}_a\) do
21: for \(Z \in \mathcal{X}_c : Y \neq Z\) do
22: if \(Y \not\in \Gamma_Z\) then
23: // extend variables’ neighbourhood
24: \(\Gamma_Z ← \Gamma_Z ∪ \{Y\}\)
25: \(\Gamma_Y ← \Gamma_Y ∪ \{Z\}\)
26: end if
27: end for
28: end for
29: // update variables neighbourhood with respect to \(X\)
30: for all \(X_a \in \mathcal{X}_a\) do
31: // remove variables’ constraint edges
32: \(\Gamma_{\text{com}} ← \Gamma_{\text{com}} \setminus \{X\}\)
33: // memorise variables’ past constraint edges
34: \(\Gamma_{\text{com}} ← \Gamma_{\text{com}} \cup \{X\}\)
35: end for
36: // reset the algorithm’s local variables
37: best\_bid ← \(\emptyset\)
38: date ← date + 1
39: end while
40: compute a maximum spanning tree and connect the cliques accordingly
41: start the GDL message passing inference algorithm
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Having defined our terms we now present our protocol in algorithms 1-5. Variable elimination works first by computing a heuristic evaluation for each variable. This is done by concurrently executing the functions `treat_CFP` (line 1 of Algorithm 1), `send_CFP` and `treat_bids` (lines 5-6 of Algorithm 1). CFP are used in order to assess the impact on the makespan of the elimination of a variable. In order to do so a CFP contains the clique corresponding to the elimination of this variable. No clique is added to the junction tree until a consensus has been reached on the variable to eliminate (lines 9-14 of Algorithm 1), at which time only one clique is actually created.

- **send_CFP** computes and sends a CFP for each of the variable an agent is responsible for. The field \( \Psi \) is filled with the set of constraint functions \( \Gamma \) that would be allocated to this clique if actually created, and the set \( \Gamma_{c} \) is filled accordingly with the neighbourhood of this clique. Notice that this is a conservative estimation as the actual neighbours will be computed in Algorithm 1 (line 40). A CFP is compiled only with the information available in the direct neighborhood of the variable in the constraint graph (lines 4, 6 and 8). The CFP is then propagated to all the agents.

- **treat_CFP** waits for incoming CFP and calls upon receiving the procedure `RAH_evaluate clique`. This function returns a heuristic evaluation of the impact on the makespan for this agent to compute the clique in the CFP. If the clique of the CFP has a domain which is a subset of one of the cliques associated with a variable of the agent, the evaluation is then set to 0, and the clique that would be created is set to this already existing clique. Otherwise, the value is left untouched and the clique that would be created is the one in the CFP (lines 4-9). This is done in order to enforce the use of maximal cliques only. The bid is then sent to the sender agent.

- **treat_bids** handles received bid messages. If an incoming bid has an evaluation lower than the current best bid, it is selected as the best bid (lines 5-8). The agent corresponding to the lowest evaluation is stored inside the bid data structure. When all the bids have been received, the flow of control returns to Algorithm 1.

- **selection** is the function implementing the actual distributed variable elimination algorithms. Once the previous algorithms complete, it selects a variable to eliminate according to the heuristic evaluation computed (line 7). This step is made through a consensus, where each agent proposes the best bid it has received. Various algorithms such as a wave propagation algorithm [17] could be used in order to perform a consensus, however the simplest way is to propagate each message to all the agents. The variable and the clique are then extracted (lines 8-9). The agent selected by the winning bid adds the new clique to the set of cliques that it is responsible for (lines 11-13). The agent owning the selected variable first updates the set of its constraint functions by removing the ones allocated to the new clique (line 17). All the neighbouring agents of the selected variables update concurrently both their neighbourhood (lines 31-34) and the constraint neighbourhood of their variables (lines 24-25). It is necessary to do so in order to store both the deleted edges (used to compute the heuristic) and the full set of dependencies between variables (used to communicate with all the relevant agents). When all the variables have been eliminated, the cliques are connected together using a maximum spanning tree, which enforces the tree structure and the running intersection property of the junction tree [3]. This can be done efficiently in a distributed way using the approach of [6]. Finally, Algorithm 1 starts

\[3\] The actual function is not transmitted as it is of exponential size. The heuristic can be computed by considering only its domain (see line 13 of Algorithm 5)

\[4\] While each agent might not be able to reach all other agents directly, messages will be propagated to all the agents possibly through multi-hop communication.

---

**Algorithm 2 Outgoing CFP management (send_CFP)**

1: // compute and send CFP
2: for all \( X \in X_{a} \) do
3: // compute the domain of the clique
4: \( X_{c} \leftarrow (X) \cup \Gamma_{X} \)
5: // compute the set of related constraint functions
6: \( \Psi_{c} \leftarrow \bigcup_{Y \in \Gamma_{X}} \bigcup_{Y \subseteq X} \{ f, X_{f} \} : \psi_{j} \in \Psi_{Y}, X_{f} \subseteq X_{c} \}
7: // compute the set of related cliques
8: \( \Gamma_{c} \leftarrow \bigcup_{Y \subseteq X} \{ V \} \)
9: // partially create the clique
10: clique \( \leftarrow (c, X_{c}, \Psi_{c}, \Gamma_{c}, X, \emptyset) \)
11: // create the CFP
12: CFP \( \leftarrow (a, clique, date) \)
13: broadcast CFP
14: end for

**Algorithm 3 Incoming CFP management (treat_CFP)**

1: if receive(cfp \( = (s, c, d) \) \& \( d = date \) then
2: \( v \leftarrow RAH\_evaluate\_clique(c) \)
3: // enforce the use of maximal cliques only
4: if \( X \subseteq X_{a} : X_{c} \subseteq X_{a} \) then
5: clique \( \leftarrow c_{X} \)
6: \( v \leftarrow 0 \)
7: else
8: clique \( \leftarrow c \)
9: end if
10: bid \( \leftarrow (a, s, cfp, clique, v) \)
11: send bid
12: end if

**Algorithm 4 Incoming bid management (treat_bids)**

1: bids \( \leftarrow \emptyset \)
2: while \( |\text{bids}| < |A| \) do
3: if receive(bid \( = (s, r, cfp, clique, v) \) \& \( r = a \cap cfp.d = date \) then
4: \( \text{bids} \leftarrow \text{bids} \cup \{ \text{bid} \} \)
5: if \( \text{best\_bid} . v > v \) then
6: best\_bid \( \leftarrow \text{bid} \)
7: \( v \leftarrow 0 \)
8: end if
9: // select the next variable
10: end if
11: end while

As there are a finite number of variables and one variable is always eliminated at the end of each turn, this algorithm will always terminate provided that there is no message loss. While we do not deal with such an issue here, we note that such issue could be addressed by using other consensus approaches [4] or specific communication protocol (such as for example TCP). Our protocol is fully distributed as an agent only needs to know the constraints it is involved with and the total number of agents in the system, at no moment does an agent know the full set of constraints or variables. In contrast, each agent executes the part of the variable elimination relative to their variables. The consensus protocol ensures that at each step, all the agents are synchronised on the identity of the eliminated variable. Therefore, our protocol is correct, and results in the same junction tree that would be created through a conventional centralized variable elimination using our resource aware heuristic.
Figure 3: Constraint graphs of (a) ring, (b) tree and (c) cluster instances

Resource Aware Heuristic

Algorithm 5 RAH heuristic (RAH\_evaluate\_clique(c : clique))

1: \( v \leftarrow X_c \)
2: \( \text{eval} \leftarrow +\infty \)
3: \( a \leftarrow \) identity of the current agent
4: \( \text{timeComp} \leftarrow s(d(c))/\text{speed}(a) \)
5: // estimate trans for \( \tau \in C \) (separators)
6: \( \text{timeSep} \leftarrow 0 \)
7: for all \( c' \in \Psi_c \) do
8: \( \text{timeSep} \leftarrow \max(\text{timeSep}, sp(a, a_{c'}, s(X_c \cap X_{c'}))) \)
9: end for
10: // estimate trans for \( \tau \in \Psi \) (constraint functions)
11: \( \text{timeSub} \leftarrow 0 \)
12: for all \( f \in \Gamma_c^\tau \) do
13: \( \text{timeSub} \leftarrow \max(\text{timeSub}, sp(a, a_f, s(X_f))) \)
14: end for
15: \( \text{eval} \leftarrow \min(\text{eval}, \text{timeComp}+\text{timeSep}+\text{timeSub}) \)
16: \( \text{return} \ \text{eval} \)

The \( \text{RAH\_evaluate\_clique} \) procedure takes as input a clique and gives an heuristic estimate of the impact on the makespan of the computation of the clique on the current agent. This is done by greedily allocating constraint functions to this clique and allocating the clique to one agent. In more detail, this procedure computes the sum of three values: the time to compute the task, the time to transfer the allocated constraint functions, and the time to transfer the messages of the execution constraints (lines 5-14 of Algorithm 5). The evaluation of the time to transfer messages is computed as the size of the message divided by the maximal bandwidth between the involved agents. This computation is done by the \( \text{sp} \) function (lines 8, 13 of Algorithm 5), where the function \( s \) returns the number of elements in the utility table representing a function given its domains. Note that this is an approximation since congestion in the communication network will impact this result, however as discussed in Section 3 we focus here on an effective heuristic approach rather than an optimal allocation which is known to be NP-hard [10].

Figure 2 depicts the results of our approach applied to the MAS coordination problem of Figure 1. The constraint function allocation are indicated beneath the cliques, and clique allocation to agents are indicated on top of each clique with the number of the responsible agent. The asterisk denotes the root. In this instance, agent 3 is responsible for two cliques as the heuristic estimates that the makespan could best be reduced by saving communication rather than exploiting distribution of computations.

5. EMPIRICAL EVALUATION

We empirically evaluate our RAH algorithm against two closely related state of the art distributed inference algorithms: (i) DPOP, whose pseudo-tree is built with a distributed DFS approach\(^3\), and (ii) RDPI (Robust Distributed Probabilistic Inference), the initial junction tree construction of Paskin and Guestrin which builds a junction tree over the minimum spanning tree of the communication network [14]. We also compare against a centralised benchmarking approach, which generates a near-optimal junction tree using the standard variable elimination algorithm and the minimum size (MS) heuristic, and then allocates all tasks to the fastest agent in the system. We refer to this algorithm as MS.

We benchmark these algorithms on a set of three scenarios with different constraint network structures. Agents are located in a square of fixed size of 1000 unit and we consider three different topologies: rings, trees and clusters with 30, 40 and 30 agents respectively. For simplicity we consider that there are as many variables as agent; constraints are n-ary. Figure 3 shows the structure of the three constraint networks considered.

For each scenario we perform a set of experiments by varying the communication range (i.e., the distance within which two agents can communicate) in order to study the impact of the availability of communication resources on the coordination procedure. The communication range describes the availability of the communication resources. A communication range lower than 100 indicates that only a few communication links between neighbouring agents exist, while a communication range greater than 500 implies that each agent is roughly connected to at least half of the agents in the system. The wider is the communication range, the more likely it is to find direct high bandwidth communication links between any two agents. In the limit, such a case is equivalent to having no communication constraint at all.

Figure 4 represents the structure of the communication network for three different ranges of communication in the cluster instance. For each experiment (i.e. a fixed constraint and communication network structure) the agents’ computational speed and links’ bandwidth are randomly drawn from the set \( \{2,4,8\} \).

Results

We measure the makespan and the treewidth (the size of a maximal clique \( \{7\} \)) for each algorithm. The makespan is empirically computed on a simulation environment matching the full characteristics described in Section 3 (i.e., blocking communications, non multitask agents and non preemptive tasks) using the same routing policy for all the algorithms (except RDPI which has its own). Note that in these simulations we include the full effect of network congestion. The unit of makespan measurement is the time step of the simulator. For each experiment we performed 15 runs, and we report the mean and the standard error of the mean in Figure 5. The treewidth measurements are reported in Table 1. In both case \( r \) notes the communication range parameter.

In the ring and cluster scenario, the resource aware heuristic performs up to three times faster than DPOP when resources are discussed in [15] drives the DFS to obtain pseudo-trees with low treewidth.
scarce (communication range below 100). The performance then stabilises (two times faster than DPOP) when the communication range increases. In the tree scenario, because the communication and constraint networks are both tree structured and generated according to a distance measure between agents, communication along the DPOP pseudo-tree matches the communication network more closely than in other instances, where the agent responsible for neighbouring cliques are less likely to be neighbours in the communication graph. As a result the performances of RAH and DPOP are similar until the point where communication is no longer a scarce resource (communication range of 400) where DPOP is able to perform better. These results show the importance of taking into account the differences between the communication and constraint networks in DCOPs.

The comparison between RAH and MS shows that the difference in performance is not only highly contrasted but is reversed when communication is no longer a scarce resource. Specifically in such a case MS is able to perform better than the resource aware heuristic we propose as all the agents are able to directly communicate with fast communication links with the centralising agent, indicating that in this case centralising the solution is more efficient. Conversely when resources are highly constrained the RAH is able to perform up to 3 times faster than MS.

The makespan obtained with the RDPI algorithm was extremely high (around two orders of magnitude higher than MS) in our settings, and are thus not reported in the Figure 5. This is related to the high treewidth (see Table 1) of the junction trees which is up to six times the treewidth of a near-optimal junction tree and two to three times larger on average. This is due to the fact that RDPI forces the junction tree to be built on top of a spanning tree of the communication network and this can result in junction trees with very large treewidth. In order to tackle this problem, Paskin proposes to use simulated annealing in order to optimise the junction tree. However, such a procedure requires an expensive distributed evaluation procedure in order to evaluate the cost of a local move and an unbounded number of messages [13]. As we focus here on the efficiency of junction trees that can be obtained with simple preprocessing techniques, we only report for RDPI the performance of the initial junction tree. The reported experimental evidences suggest that the cost of RDPI when the optimisation procedures converge, is within a factor of two of hypothesized optimal junction tree, which was built using an off-line centralised procedure, while the initial tree is up to seven times worst than that. However, notice that in our experiments RDPI results were orders of magnitude worst than competitors.

Furthermore notice that the treewidth for MS and RAH are very similar (see Table 1) but RAH clearly outperforms MS when communication is scarce (see Figure 5). These results again show the importance of taking into account agents’ communication and computation capabilities when building the junction tree.

Summarising, our results show that while the treewidth of the junction tree remains an important parameter as it has an exponential impact on the efficiency of the algorithm, junction trees with higher treewidths can still result in better overall performances in such heterogeneous distributed settings if computations are appropriately scheduled across agents.

**Complexity**

While the running time depicted in Figure 5 only shows the relative performance of the different junction trees, it is important for real-world applications to also take into account the distributed running time of the preprocessing steps of all those algorithms. We discuss here the complexity, in terms of number of messages exchanged for the different approaches. For ease of notation, let us assume there

<table>
<thead>
<tr>
<th>r</th>
<th>MS</th>
<th>RAH</th>
<th>DPOP</th>
<th>RDPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>5</td>
<td>5.8 ± 0.1</td>
<td>6</td>
<td>10.4 ± 0.3</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5.4 ± 0.1</td>
<td>6</td>
<td>8.8 ± 0.2</td>
</tr>
<tr>
<td>300</td>
<td>5</td>
<td>5.2 ± 0.1</td>
<td>6</td>
<td>11.1 ± 0.5</td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>5.1 ± 0.1</td>
<td>6</td>
<td>19.4 ± 0.5</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>4.4 ± 0.1</td>
<td>5</td>
<td>13.3 ± 0.7</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>4.4 ± 0.1</td>
<td>5</td>
<td>18.5 ± 0.7</td>
</tr>
<tr>
<td>300</td>
<td>4</td>
<td>4.2 ± 0.1</td>
<td>5</td>
<td>20.6 ± 1.0</td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>4.1 ± 0.1</td>
<td>5</td>
<td>20.6 ± 1.0</td>
</tr>
<tr>
<td>50</td>
<td>7</td>
<td>7.0 ± 0</td>
<td>7</td>
<td>8 ± 0</td>
</tr>
<tr>
<td>100</td>
<td>7</td>
<td>7.4 ± 0.1</td>
<td>7</td>
<td>8 ± 0</td>
</tr>
<tr>
<td>300</td>
<td>7</td>
<td>7.1 ± 0.1</td>
<td>7</td>
<td>13 ± 0.7</td>
</tr>
<tr>
<td>700</td>
<td>7</td>
<td>7.0 ± 0</td>
<td>7</td>
<td>24.2 ± 0.5</td>
</tr>
</tbody>
</table>

*Table 1: Benchmarked treewidths*
are as many agents as variable, where \( n \) is this number, \( tw \) is the treewidth, and that each agent possesses exactly one variable.

In terms of number of messages, DFS exploration uses \( 2n \) messages, and the MCN heuristic uses \( tw \) messages at each steps, yielding a number of messages for our DPOP implementation in \( O(ntw) \). RDPI uses \( O(n \log n) \) messages in order to build a spanning tree and then \( 2(n-1) \) messages in order to build the junction tree on top of it, yielding a number of messages in \( O(n \log n) \). The MS algorithm is centralised and therefore each agent sends to the centralising agent its information regarding the variables and variables neighborhood, requiring the exchange of \( n \) messages. Finally the number of messages of our approach is the following. During the step \( 0 < k < n \) of Algorithm 1 \( n - k \) CFP and \( n(n - k) \) bids are sent, yielding a total number of messages for RAH in \( O(n^3) \).

While the number of messages of our algorithm is higher than the others, as the results show, our approach can yield better running time for the DCP solving algorithm for the solution phase. For real applications the measure we are interested in is the combined running time of the preprocessing phase and the actual solution phase. Such a running time depends on various parameters, the number of variables \( n \), the tree-width \( tw \) and the cardinality \( d \) of the variables and also depends on the computation and communication capabilities of the multi-agent system. Now, the number of messages of the preprocessing phase for RAH is higher than competitors, but notice that messages sent in this preprocessing phase are of fixed size with respect to \( tw \) and \( d \), while the complexity of the junction tree solution phase is exponential in \( tw \) with a basis of \( d \). Therefore, depending on the values of the above parameters, the time required to send the messages for the preprocessing phase can be negligible with respect to the gain obtained in the running time for the solution phase. For instance if we consider the cluster experiment, we have \( n = 30, tw = 7, d = 2 \). The maximal time to compute a clique in such a case is \( 2^7 \times 128 \) times steps, while the RAH algorithm needs to exchanges \( 27 \times 10^5 \) messages. However, if we consider \( d = 10 \), the complexity of the junction tree solution phase become prevalent with \( 10 \times 10^6 \) times steps while the number of messages sent by RAH does not change.

Thus, depending on the settings of a coordination problem our algorithm can provide substantial gains in terms of total running time despite having a preprocessing overhead greater than the ones currently used in DPOP, MS and RDPI.

6. RELATED WORK

The use of junction trees (and other related graphical models) for solving DCOPs and the development of distributed approaches for junction tree compilation is a recent research topic that is gaining increasing attention. For example, Xia and Prassana use a distributed junction tree creation algorithm based on a DFS tree and propose to select the root so as to minimise the makespan [19]. Otten and Dechter propose an heuristic for graphical models based on problem size measure that aims at load balancing efficiently the junction tree inference on as set of processors [11]. Allouche and al. explicitly consider the problem of using distributed variable elimination in order to solve hard constraint optimisation problems [2]. However, none of these approaches address the problem from a MAS perspective, and as such they do not consider heterogeneity of computation and communication and they do not focus on having a distributed approach.

7. CONCLUSION

In this work we take a first important step to explicitly consider multi-agent system specific issues (such as heterogeneity of computation and communication across the agents) when applying solution techniques developed in the graphical model community to decentralised constraint optimisation.

Specifically, we show the importance of taking into account the actual resources of a multi-agent system when solving combinatorial optimisation problems across it, and validate our approach on benchmark coordination problems.

Future work are divided in two directions. The first is to empirically validate our approach on a deployed wireless sensor network. The second aims to investigate bounded approximate algorithms. Addressing the trade-off among communication, computation and the bound that can be provided on solution quality.
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ABSTRACT
We propose the bounded multi-objective max-sum algorithm (B-MOMS), the first decentralised coordination algorithm for multi-objective optimisation problems. B-MOMS extends the max-sum message-passing algorithm for decentralised coordination to compute bounded approximate solutions to multi-objective decentralised constraint optimisation problems (MO-DCOPs). Specifically, we prove the optimality of B-MOMS in acyclic constraint graphs, and derive problem dependent bounds on its approximation ratio when these graphs contain cycles. Furthermore, we empirically evaluate its performance on a multi-objective extension of the canonical graph colouring problem. In so doing, we demonstrate that, for the settings we consider, the approximation ratio never exceeds 2, and is typically less than 1.5 for less-constrained graphs. Moreover, the runtime required by B-MOMS on the problem instances we considered never exceeds 30 minutes, even for maximally constrained graphs with 100 agents. Thus, B-MOMS brings the problem of multi-objective optimisation well within the boundaries of the limited capabilities of embedded agents.
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1. INTRODUCTION
Many real world problems involve the optimisation of multiple, possibly conflicting, objectives. Examples of bi-objective problems include the use of unmanned aerial vehicles (UAVs) for searching for survivors, while simultaneously establishing a wireless communication network between them [17], and controlling the motion of mobile robots to minimise travel distance while preventing collisions [14]. In both cases, independently maximising one objective results in detrimental performance in terms of the other. Now, due to the potential life-critical nature of these problems, centralised control of these UAVs or ground robots is not desirable, since it creates a single point of failure. Consequently, the use of multi-agent technology has been advocated to achieve reliable, robust and scalable control within these sensitive scenarios [7, 9]. Specifically, many decentralised constraint optimisation algorithms have been proposed to allow multiple agents to coordinate their actions in an attempt to achieve their collective goals [4, 5, 10, 13, 15].

However, whilst both multi-objective constraint optimisation and decentralised coordination has generated considerable interest, no decentralised multi-objective optimisation algorithms have been proposed in previous work.

On the one hand, the field of decentralised optimisation has focused exclusively on problems involving a single objective, which are often represented as decentralised constraint optimisation problems (DCOPs). A number of algorithms have been proposed for solving general DCOPs, which can be divided in three broad classes. The first contains algorithms that are designed to find optimal solutions, such as ADOPT [13] and DPOP [15], but have a computational or communication complexity that is exponential in the number of agents. The second is composed of algorithms, such as the distributed stochastic algorithm (DSA) [5] or Maximum Gain Message [10], designed for large multi-agent systems, but which often converge to poor quality solutions. However, there exists a third class of algorithms usually referred to as Generalised Distributive Law (GDL) [1], which constitutes a compromise between the extremes represented by the first two classes, and can be used to compute good quality approximate solutions. In particular, one GDL algorithm, the max-sum algorithm, has been shown to generate solutions closer to the optimum than (for example) DSA, while being robust against message loss and exhibiting a scalable computational and communication cost [4]. An inherent shortcoming of the max-sum algorithm, however, is that it is not guaranteed to converge on cyclic constraint graphs, in which case it can perform arbitrarily poorly. This limits its applicability in safety-critical domains. The bounded max-sum algorithm, an extension to the standard max-sum algorithm, addresses this shortcoming, by pruning the constraint graph to a tree. In so doing, it is capable of providing performance guarantees on the computed solutions [3].

On the other hand, research on multi-objective constraint optimisation has yielded two extensions to well known single-objective algorithms, such as bucket elimination and branch and bound [16, 11], to solve general multi-objective optimisation problems. However, such approaches are centralised, and therefore lack the robustness required in the aforemen-
tioned scenarios. Moreover, since these algorithms exhibit a computation cost that is exponential in the number of agents, they are capable of solving only the smallest of problem instances. Another line of research has investigated extensions to standard DCOP algorithms for solving single-objective DCOPs with resource constraints [2], such as a capacity constraints in power distribution networks [8]. However, these resource constraints are not expressive enough to represent general multi-objective problems.

Thus, against this background, we identify a need for a decentralised coordination algorithm that has scalable computational and communication costs, and can provide good quality solutions for problems involving multiple objectives. To address this requirement, we propose the first decentralised coordination algorithm for multi-objective optimisation problems; the bounded multi-objective max-sum algorithm (B-MOMS). B-MOMS extends the bounded max-sum algorithm to solve multi-objective DCOPs (MO-DCOPs), a novel extension to the DCOP framework. These MO-DCOPs are encoded into a bipartite factor graph, in which vertices represent variables (owned by agents) and multi-objective functions, and edges represent the dependencies between the two. The B-MOMS algorithm then operates by exchanging messages between the variables and functions to compute approximate solutions to an MO-DCOP, whilst providing quality guarantees.

In more detail, this paper makes the following contributions to the state of the art:

- We propose the MO-DCOP problem, a general formalism for multi-objective coordination problems, which generalises the well known DCOP framework to the multi-objective setting.

- We develop B-MOMS, the first bounded decentralised algorithm for solving multi-objective optimisation problems. The operation of B-MOMS consists of three phases:
  - The first extends the bounded max-sum algorithm [3] to compute a cycle-free sub-graph of the multi-objective factor graph. To achieve this, we generalise the maximum spanning tree problem solved by the previous algorithm to handle the vector weights that we face in MO-DCOPs.
  - The second generalises the key mathematical operators required by max-sum to optimally solve the multi-objective problem encoded in this cycle-free factor graph.
  - Since there might be multiple Pareto optimal assignments to the cycle-free problem, the third and final phase enables agents to reach consensus on which global assignment to choose.

- We prove B-MOMS is optimal in acyclic factor graphs, and derive problem dependent approximation bounds in general graphs that do contain cycles.

- We present an extensive empirical evaluation of B-MOMS by benchmarking against a centralised optimal algorithm on a multi-objective extension of the graph colouring problem. We demonstrate that the approximation ratio never exceeds 2, even for extremely constrained problems (i.e. fully connected graphs), and is less than 1.5 for graphs where constraints exists between 20% of all pairs of agents for 14 variables. Moreover, the results indicate that the runtime required by B-MOMS never exceeds 30 minutes, even for maximally constrained graphs with 100 agents, positioning it well within the confines of many real-life applications.

The remainder of this paper is organised as follows. In Section 2 we discuss the theoretical background of B-MOMS. In Section 3, we formalise the MO-DCOP framework. In Section 4, we develop the algorithm, describing each of its three phases, and describe its theoretical properties in Section 5. Finally, we empirically evaluate B-MOMS in Section 6. Section 7 concludes.

2. PRELIMINARIES

In this section we review the theoretical background of our algorithm. In particular, in Section 2.1, we introduce fundamental concepts related to multi-objective optimisation and in Sections 2.2 and 2.3 we discuss the max-sum algorithm and the bounded max-sum algorithm respectively.

2.1 Multi-Objective Optimisation

A multi-objective optimisation problem (MOOP) is defined as the problem of simultaneously maximising a number of objective functions, defined over a set \( x = \{x_1, \ldots, x_M\} \) of \( M \) discrete variables, where each \( x_j \) takes values in a discrete domain \( D_x \). Thus, a solution to a MOOP is an assignment \( \mathbf{a}^* = \{x_1 = d_1^1, \ldots, x_M = d_M^M\} \) of values to variables, such that:

\[
\mathbf{a}^* = \arg\max_{\mathbf{a} \in D_x} U(x) = [U_1(x), \ldots, U_k(x)]^T
\]

where \( D_x = \times_{j=1}^M D_x \) is the domain of variables \( x \). Here, each objective function \( U_i \) can be defined over a subset \( x_i \subseteq x \) of the variables of the problem. However, for ease of exposition, we assume each function is defined over the same set of variables.

Now, since the functions are incommensurable, it is possible that multiple assignments satisfy Equation 1. For example, consider three assignments \( a_1, a_2 \) and \( a_3 \), such that \( U(a_1) = [4, 5], U(a_2) = [4, 3], \) and \( U(a_3) = [6, 3] \). Clearly we have that \([4, 5]\) and \([6, 3]\) are larger than \([4, 3]\). However, \([4, 5]\) and \([6, 3]\) are not comparable. Thus, \( a_2 \) does not satisfy Equation 1. Indeed, Equation 1 involves the optimisation of sets of partially-ordered assignments. Thus, to characterise the optimal solutions of a multi-objective optimisation problem, we use the well known concept of Pareto optimality:

**Definition 1 (Pareto Optimality [12]).** An assignment \( \mathbf{a}^* \in D_x \) is Pareto optimal iff there does not exist another assignment \( \mathbf{a} \in D_x \), such that \( U(\mathbf{a}) \geq U(\mathbf{a}^*) \), and \( U^i(\mathbf{a}) > U_i^i(\mathbf{a}^*) \) for at least one objective function.

The utility vector \( U(\mathbf{a}^*) \) corresponding to a Pareto optimal assignment \( \mathbf{a}^* \) is referred to as a non-dominated vector. We define the notion of non-dominance as follows:

**Definition 2 (Non-dominance).** A vector \( U(\mathbf{a}^*) \in D_x \) is non-dominated iff there does not exist an assignment \( \mathbf{a} \in D_x \), such that \( U(\mathbf{a}) \geq U(\mathbf{a}^*) \), with at least one \( U^j(\mathbf{a}) > U_i^j(\mathbf{a}^*) \). Otherwise, \( U(\mathbf{a}^*) \) is said to be dominated.
Thus, since a multi-objective problem involves the optimisation over partially ordered assignments, its solution is a set of Pareto optimal assignments. In the remainder of this paper, we will refer to the set of Pareto optimal assignments as PO.

2.2 The Max-Sum Algorithm

The max-sum algorithm is a decentralised message-passing optimisation algorithm belonging to the generalised distributive law (GDL) framework [1]. GDL algorithms exploit the factorisability of many optimisation problems, to solve them in an effective and efficient manner. Particularly, such problems are characterised as optimisation problems where the valuation algebra of the global constraint function is a commutative semi-ring (i.e. where the distributive law holds).

All standard DCOP problems exhibit this characteristic [4].

Now, the most general characterisation of a DCOP involves \( M \) agents, each controlling a single discrete variable \( x_j \), \( j \in [1, M] \). Constraints between agents are encoded as functions \( U_i(x_i) \) \( (i \in [1, N]) \) over these variables. The scope \( x_i \subseteq x \) of constraint function \( U_i \) contains the variables of the agents over which the constraint is defined. The aim of the coordination problem is then to choose variable assignments that maximise the sum of the constraint functions:

\[
U(x) = \sum_{i=1}^{N} U_i(x_i)
\] (2)

In order to use the max-sum algorithm the problem is encoded as a special bipartite graph called a factor graph, in which vertices represent variables and functions, and edges the dependencies between them.

Max-sum defines two types of messages that are exchanged between variables and functions:

From variable \( x_j \) to function \( U_i \):

\[
q_{i\rightarrow j}(x_j) = \sum_{k \in M(j) \setminus i} r_{k\rightarrow j}(x_j)
\] (3)

where \( M(j) \) represents the set of indices of the functions connected to variable \( x_j \) (i.e. the functions in which \( x_j \) occurs as an argument).

From function \( U_i \) to variable \( x_j \):

\[
r_{i\rightarrow j}(x_j) = \max_{x_i \setminus x_j} \left( U_i(x_i) + \sum_{k \in N(i) \setminus j} q_{k\rightarrow j}(x_k) \right)
\] (4)

where \( N(i) \) represents the set of indices of the variables connected to function \( U_i \).

Note that both \( q_{i\rightarrow j}(x_j) \) and \( r_{i\rightarrow j}(x_j) \) are scalar functions of variable \( x_j \). When the factor graph is acyclic, these messages represent the maximum aggregate utility possible over the respective components of the graph formed by removing the dependency between \( U_i \) and \( x_j \), for each value \( d \in D_{x_j} \) in the domain of variable \( x_j \). Thus, in this case, the marginal function of each variable is calculated by:

\[
z_j(x_j) = \sum_{i \in M(j)} r_{i\rightarrow j}(x_j) = \arg \max_{x_i \setminus x_j} \sum_{i=1}^{N} U_i(x_i)
\] (5)

after which the optimal assignment of \( x_j \) is found by:

\[
a_j = \arg \max_{x_j} z_j(x_j)
\]

2.3 The Bounded Max-Sum Algorithm

When the factor graph is cyclic, the straightforward application of max-sum is not guaranteed to converge. However, by pruning edges such that an acyclic sub-graph of the factor graph is obtained, a bounded approximation can be derived [3]. More specifically, here, the goal is to compute a variable assignment \( \tilde{a} \) in the acyclic factor graph, such that:

\[
V^* = \sum_{i=1}^{N} U_i(a_i^*) \leq \rho \sum_{i=1}^{N} U_i(\tilde{a}_i) = \rho \tilde{V}
\]

where \( a^* \) is the optimal solution of the cyclic factor graph, and \( \rho \) is the approximation ratio. To ensure this approximation ratio is as small as possible, the algorithm prunes those edges that have the least impact on solution quality. The impact of an edge between \( x_j \) and \( U_i \) is defined as its weight \( w_{ij} \), which is computed by:

\[
w_{ij} = \max_{x_i \setminus x_j} \left[ \max_{x_j} U_i(x_i) - \min_{x_j} U_i(x_i) \right]
\] (6)

Once all the weights are computed, the GH algorithm [6] is used to compute a maximum spanning tree of the factor graph in a decentralised fashion. The newly obtained acyclic factor graph is then used in the second phase, in which the max-sum algorithm is used to compute \( \tilde{a} \), which is the optimal variable assignment to the modified problem:

\[
\tilde{V}_m = \sum_{i} \min_{x_i^c} U_i(\tilde{a}_i)
\]

where \( x_i^c \) is the set of variables that were eliminated from the scope of function \( U_i \), corresponding to the edges that were pruned from the factor graph.

The approximation ratio \( \rho \) is now given by:

\[
\rho = 1 + \left( \tilde{V}_m + W - \tilde{V} \right) / \tilde{V}
\] (7)

where \( W \) is the sum of the weights of the pruned edges. Thus, an upper bound on the optimal solution can be computed as follows:

\[
\tilde{V}_m + W \geq V^*
\]

3. MO-DCOP Formalisation

We formalise the general problem by extending the DCOP framework to the setting of multiple objective functions. More formally, we consider the multi-objective DCOP (MO-DCOP) problem, which involves the simultaneous optimisation of \( k \) DCOPs, where each DCOP is defined as in Section 2.2. Specifically, we consider the problem of maximising the following vector of objective functions:

\[
U(x) = \left[ U^1(x), \ldots, U^k(x) \right]^T
\] (8)

Since each component of \( U(x) \) is a DCOP, this global objective functions is decomposable into \( N \) factors, each of which is a multi-objective constraint function \( U_i \):

\[
U_i(x_i) = \sum_{i=1}^{M} U_i(x_i)
\]

where, again, each \( x_i \subseteq x \) is the subset of variables representing the scope of multi-objective constraint function \( U_i \), which are defined as:

\[
U_i(x_i) = \left[ U_{i1}^1(x_i), \ldots, U_{ik}^k(x_i) \right]^T
\]
Figure 1: An example of a multi-objective factor graph, involving three variables, three objectives and three constraint functions.

Note that, for ease of exposition, we assume that all the local constraint functions $U_i^k$ are defined over the same set of variables $x_i$. However, this is not an essential requirement for the application of our algorithm.

Within this setting, the different solutions of a MO-DCOP are characterised using the solution concepts of Pareto optimality and non-dominance introduced in Section 2. Following these definitions, the solutions of a MO-DCOP are characterised as a set of Pareto optimal assignments $PO$ corresponding to a set of non-dominated utilities vectors $ND$. Note that $\prod_{i=1}^n |D_i|$ is an upper bound of the number of possible solutions, which is equal to the size of the Cartesian product of the domains of all variables.

Finally, we encode the MO-DCOP as a multi-objective factor graph by representing each variable $x_i$ of the MO-DCOP as a variable node, while each function node now represents a vector function $U_i$. The following example illustrates such a multi-objective factor graph.

**Example 1.** Consider the factor graph in Figure 1, with three variables $x_1$, $x_2$, and $x_3$, which are controlled by agents $A_1$, $A_2$, and $A_3$. There are three constraints between the agents, represented by functions $U_1$, $U_2$, and $U_3$, each defined over three objectives $U^1$, $U^2$, and $U^3$.

## 4. THE B-MOMS ALGORITHM

In this section we present the bounded multi-objective max-sum (B-MOMS) algorithm. B-MOMS extends the max-sum algorithm to compute solutions to MO-DCOPs. In detail, our algorithm proceeds in three phases:

- **The bounding (B) phase**, which extends the bounded max-sum algorithm discussed in Section 2.3, in order to provide quality guarantees. To achieve this, we generalise the maximum spanning tree algorithm to vector weights.

- **The max-sum (MS) phase**, during which the agents coordinate to find the Pareto optimal set of solutions to the cycle-free factor graph computed in the first phase. This requires a redefinition of the two key operations required by the max-sum algorithm (addition and marginal maximisation) for multiple objectives.

- **The value-propagation (VP) phase**, in which agents select a consistent variable assignment. This extends the standard VP phase [15] to the case where multiple non-commensurable alternatives exist.

In what follows, we discuss each phase in more detail.

### 4.1 The Bounding Phase

This phase builds upon the bounded max-sum algorithm described in Section 2.3 by extending the edge weights $w_{ij}$ to the multi-objective vector weights. To this end, we first compute the impact of each variable $x_i$ in the scope of each local multi-objective function $U_i$ over all $k$ objectives:

$$w_{ij} = [w_{ij}^1, \ldots, w_{ij}^k]^T$$

Moreover, we define each scalar weight $w_{ij}^o$ ($1 \leq o \leq k$) as in the single-objective case:

$$w_{ij}^o = \max_{x_i} \left[ \max_{x_j} U_i^o(x_i) - \min_{x_j} U_i^o(x_i) \right]$$

Since the problem of finding a maximum spanning tree is defined on instances with scalar edge weights, it is necessary to rank the vector weights. This procedure must ensure that the resulting ordering favours deletion of dominated vectors over non-dominated ones. One way of doing this is to assign a scalar weight $w_{ij}$ to each vector $w_{ij}$, which is proportional to the number of edge weights it dominates. More formally:

$$w_{ij} = -|\{w_{mn} | w_{mn} > w_{ij}, (i, j) \neq (m, n)\}|$$

Thus, using this scalarisation, non-dominated vector weights are assigned a value of 0, vectors dominated by a single element are assigned a value of 1, and so on. With these scalar edge weights, the GHS algorithm can be used to compute a maximum spanning tree as discussed in Section 2.3.

### 4.2 The Max-Sum Phase

The second phase executes max-sum on the acyclic factor graph resulting from the previous phase. In order to apply max-sum to the multi-objective setting, however, the messages exchanged between functions and variables (Equations 3 and 4) need to be generalised to vectors of constraint functions.

Recall from Section 2.2 that, if the factor graph is acyclic, the messages $r$ and $q$ exchanged between $U_i$ and $x_j$ represent the maximum aggregate utility over the two components of the graph obtained by removing the dependency between $U_i$ and $x_j$. The same holds in the multi-objective case. However, instead of $q_{j\rightarrow i}(x_j)$ and $r_{i\rightarrow j}(x_j)$ being scalar functions of $x_j$, these messages now map the domain of $x_j$ to a set of utility vectors. To see why this is true, note that in the multi-objective domain, maximum utility is now defined in terms of the dominance relation from Definition 2. Since this relation induces a partial ordering, more than one such maximum might exist. To illustrate this, consider the following example:

**Example 2.** Suppose the following message $r_{i\rightarrow j}(x_j)$ is sent by function $U_i$ to variable $x_j$ with domain $D_j = \{\text{Red}, \text{Green}, \text{Blue}\}$:

$$r_{i\rightarrow j}(x_j) = \begin{cases} \{0,0,0\} & \text{if } x_j = \text{Red} \\ \{0,1,0\} & \text{if } x_j = \text{Green} \\ \{-1,2,-1\}, [2,1,-1] & \text{if } x_j = \text{Blue} \end{cases}$$

This message conveys the fact that, if $x_j$ is assigned the value Red, the maximum possible utility obtained within the sub-graph connected to $U_i$ after removing the dependency on $x_j$ is equal to [0, 0, 0]. Similarly, if $x_j = \text{Blue}$, there are two incomparable maxima (since neither dominates the other), namely $[-1,2,-1]$ and $[2,1,-1]$. 
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To compute these messages, the two key mathematical operators required by max-sum—the addition of two vector functions (Equations 3 and 4) and the marginal maximisation with respect to a single variable (max\(x_i \setminus x_j \) in Equation 4)—need to be defined for this domain. These operators were previously defined in the context of the multi-objective bucket elimination algorithm [16]. Here, however, we redefine these to compute the messages exchanged in the max-sum algorithm.

In more detail, to add two functions \( f \) and \( g \) defined over scope \( x \):

\[
(f + g)(x) = ND((v + w | v \in f(x), w \in g(x)))
\]

where function \( ND(A) \) filters out the dominated vectors from input set \( A \). Using the + operator we can compute the sum of the messages \( r \) (which are univariate functions of \( x_j \)) in Equation 3, as well as the addition of multi-variate function \( U_j \) to the sum of univariate functions of different variables \( x_j \) in Equation 4.

The second operator, marginal maximisation (max\(x_i \setminus x_j \)), takes as input a multi-variate vector function \( f(x_i) \) and outputs a function \( f'(x_j) \):

\[
f'(x_j = d) = ND \left( \bigcup_{d \in D_{x_i \setminus x_j}} f(\{x_i \setminus x_j\} = d, x_j = d) \right)
\]

where \( D_{x_i \setminus x_j} \) is the Cartesian product of the domains of variables \( x_i \setminus x_j \).

At the end of the max-sum phase, each variable \( x_i \) computes its marginal function \( z_j \) (Equation 5) to obtain a set of Pareto optimal assignments \( A_j^* \). Since there might be multiple optimal assignments, agents need to reach consensus on which global assignment to choose. Thus, in what follows, we define a value-propagation phase where the agents jointly choose a Pareto optimal solution among the ones computed by the max-sum phase.

### 4.3 The Value-Propagation Phase

The third and final phase, value-propagation, again operates on the cycle-free factor graph computed by the bounding approach. In this phase, variables and function nodes in this factor graph coordinate to select a consistent variable assignment.

Now, at the end of the MS phase, each variable \( x_i \) computes the set \( A_j^* \) of marginal Pareto optimal variable assignments for \( x_j \), which is obtained by maximising over the marginal function \( z_j \):

\[
A_j^* = \arg \max_{x_j} z_j(x_j)
\]

If, for any variable \( x_j \), \( |A_j^*| > 1 \), then there exists more than a single global optimal assignment in the acyclic factor graph: \( |PO| > 1 \). If this is the case, a variable can select an assignment \( a_j^* \in A_j^* \) at random, or one that satisfies some (logical) condition \( C \). For example, \( a_j^* \) might be chosen such that objective 1 is maximised, subject to objective 2 being at least 4, or more formally, \( a_j^* \in A_j^* \) and \( z_j(a_j^*)_1 \) subject to \( z_j(a_j^*)_2 \geq 4 \). To select an assignment that satisfies this condition, the value-propagation phase proceeds by passing messages between the variables and functions in the acyclic factor graph, and is thus fully decentralised. First, the variable \( x_r \), with the lowest index is chosen as the root of the tree, and is responsible for initiating the value propagation phase by selecting a Pareto optimal assignment \( a_r^* \) that satisfies \( C \). The variable then sends value-propagation messages \( (x_r = a_r^*) \) to all the function nodes to which the variable is connected.

The behaviour of all the other nodes in the graph will then depend on their type. More specifically:

**Function nodes:** Upon receiving a message \( (x_j = a_j^*) \) from variable \( x_j \), multi-objective constraint function \( U_j \) computes the set \( A^* \) of local Pareto optimal assignments for variables \( x_i \setminus x_j \), conditioned on \( x_j = a_j^* \):

\[
A^* = \left\{ a | a \in D_{x_i \setminus x_j}, g(a) \in ND \left( \bigcup_{a \in D_{x_i \setminus x_j}} g(a) \right) \right\}
\]

where \( g(a) \) is defined as:

\[
g(a) = U_j((x_i \setminus x_j) = a, x_j = a_j^*) + \sum_{k \in N(i) \setminus j} q_k(a_k)
\]

After computing set \( A^* \), value propagation selects a Pareto optimal assignment \( a^* \in A^* \) that satisfies condition \( C \) and sends the message \((x_k = a_k)\) to every variable \( x_k \) \((k \neq j)\), where \( a_k \) is the element of \( a^* \) corresponding to \( x_k \).

**Variable nodes:** For each non-root variable \( x_j \), once it receives a message \((x_j = a_j^*)\) from a function \( U_j \), it sets its value to \( a_j^* \) and propagates the message \((x_j = a_j^*)\) to all the function nodes \( U_k \), \( k \neq i \).

Note that, during value propagation, a single message is sent across each link in the factor graph. Thus, the algorithm terminates once each non-root variable has received a value-propagation message.

## 5. THEORETICAL ANALYSIS

We now discuss the theoretical properties of the B-MOMS algorithm.

### 5.1 Optimality of the MS Phase

The first property concerns the performance of the max-sum phase of the B-MOMS. Specifically, we show that the following theorem holds:

**Theorem 1.** The max-sum phase (MS) computes the entire set of Pareto optimal solutions PO of the acyclic factor graph that is obtained by pruning edges during the bounding (B) phase of the algorithm.

**Proof.** The proof consists of two steps. Firstly, the valuation algebra defined by the + and max operators discussed in Section 4.2, together with the co-domain of the global multi-objective constraint function \( U \) (Equation 8), is a commutative semi-ring [16]. Secondly, any GDL algorithm optimally solves problems whose valuation algebra is a commutative semi-ring, whenever the underlying constraint graph is acyclic [1]. Thus, since the second phase of B-MOMS is a GDL algorithm, the result holds. □

Now, while solutions PO are Pareto optimal in the acyclic sub-graph, they are not necessarily (or likely) Pareto optimal in the original factor graph. However, using Theorem 1, we can derive bounds on the quality of these solutions in the original factor graph.
5.2 Bounded Approximation

To derive these bounds, we follow a procedure similar to that of the bounded max-sum algorithm (Section 2.3). First, we define vector $W = [W^1, \ldots, W^k]$ as the sum of vector weights $w_\ell$ of the edges between $U_\ell$ and $x_i$ that were pruned in the bounding phase to obtain an acyclic graph (Section 4.1). Furthermore, to characterise the upper bound computed by B-MOMS, we first define the concept of utopia point:

**Definition 3 (Utopia Point [12]).** The utopia point $V^*$ of a multi-objective optimisation problem characterised by objective function $U(x) = [U^1(x), \ldots, U^k(x)]^T$ is given by:

$$V^* = \left[\max_x U^1(x), \ldots, \max_x U^k(x)\right]$$

Put differently, the utopia point is the vector of values resulting from optimising each $k$ DCOPs independently. Clearly, given any Pareto optimal assignment $\tilde{a}^* \in PO$, $U(\tilde{a}^*) \leq V^*$ holds for any MO-DCOP. Thus, the utopia point is an upper bound of the value of a Pareto optimal solution of a MO-DCOP. Given these concepts we can state the following theorem:

**Theorem 2.** Given an arbitrary MO-DCOP, for any assignment $\tilde{a} \in PO$ computed by B-MOMS, the following bound holds:

$$U(\tilde{a}) + W \geq V^*$$  \hspace{1cm} (9)

**Proof.** The theorem follows directly by the fact that we extend the bounded max-sum algorithm for single objective DCOPs to the case of multi-objective problems. In more detail, for each objective $o$ ($1 \leq o \leq k$) of an MO-DCOP, by using the approach defined in [3], it is easy to see that the following bound holds:

$$U^o(\tilde{a}) + W^o \geq \max_x U^o(x)$$

thus concluding the proof. \hfill $\square$

Similarly, we define the problem dependent approximation ratio $\rho = [\rho_1, \ldots, \rho_k]$ of the solutions computed by B-MOMS, where each $\rho_i$ is given by Equation 7.

5.3 Complexity

Finally, we derive the computation and communication complexity of B-MOMS using properties inherited from the max-sum algorithm. Now, since B-MOMS exploits the factorisability of the problems it is solving, the scope of each constraint function $U_\ell(x_i)$ contains only the variables on which the constraint is defined. Therefore, computing message $r_{x_i}^{x_j}$ from function $U_\ell$ to variable $x_j$ (Equation 4) requires $O(D_{\max}^{M+1})$ evaluations of function $U_\ell$, where $D_{\max}$ is the largest domain among variables $x$. Hence, the computation is exponential only in the number of variables in the scope of $U_\ell$, not the total number of variables.

Furthermore, since in the worst case every variable assignment of $x$ is Pareto optimal, after a certain (but finite) number have been exchanged, these messages contain $O(k \times D_{\max}^{M+1})$ values: $D_{\max}$ sets of vectors (one for each value in the variable’s domain), each containing at most $D_{\max}^M$ non-dominated vectors of size $k$.

6. EMPIRICAL EVALUATION

Since B-MOMS is not an optimal algorithm, empirical evaluation is required to ascertain the quality of the solutions it computes. To this end, in this section we benchmark the performance of B-MOMS against an optimal algorithm. In the remainder of this section, we present a multi-objective extension to the canonical graph colouring problem used in our experiments, detail the experimental setup, and discuss the results.

6.1 Multi-Objective Graph Colouring

In order to evaluate the performance of our algorithm we consider a multi-objective extension of the graph-colouring problem, which is a well known benchmark problem in the DCOP literature [4]. In this multi-objective graph colouring problem, each agent $A_i$ owns a single variable $x_i$, taking values in the domain $D_j = \{Red, Green, Blue\}$. Within this setting, the agents’ goals is to maximise the following multi-objective function:

$$U(x) = \left[ U^1(x), U^2(x), U^3(x) \right]^T$$  \hspace{1cm} (10)

where $U^1, U^2, U^3$ are the sum of bi-variate constraint functions $U^1_i(x_j, x_k), U^2_i(x_j, x_k), U^3_i(x_j, x_k)$ that exist among the variables $x$. These three types of constraint functions are defined as follows:

**Chromatic Difference:** This objective function represents the common graph colouring conflict function:

$$U^1_i(x_j, x_k) = \begin{cases} 0 & \text{if } x_j \neq x_k \\ -1 & \text{if } x_j = x_k \end{cases}$$  \hspace{1cm} (11)

**Chromatic Ordering:** This objective function imposes an ordering among the colours: $Red = 1$, $Green = 2$, and $Blue = 3$. Specifically, given two variables $x_j$ and $x_k$ where $j < k$, the variable with the higher index should have a higher ranked colour:

$$U^2_i(x_j, x_k) = \begin{cases} 0 & \text{if } j < k \text{ and } x_j < x_k \\ -1 & \text{otherwise} \end{cases}$$  \hspace{1cm} (12)

**Chromatic Distance:** This objective is similar to the chromatic ordering. However, it considers the distance between the colours of different variables. In more detail, given two variables $x_j$ and $x_k$, the distance of the colours between the two variable should equal one:

$$U^3_i(x_j, x_k) = \begin{cases} 0 & \text{if } |x_j - x_k| = 1 \\ -1 & \text{otherwise} \end{cases}$$  \hspace{1cm} (13)

Thus, given an arbitrary graph $G = (V, E)$, we construct a factor graph as follows. Each vertex is represented as a variable $x$. Furthermore, for each edge $(v, v')$ the factor graph contains a three-objective constraint function $U_i(x_j, x_k) = [U^1_i(x_j, x_k), U^2_i(x_j, x_k), U^3_i(x_j, x_k)]^T$ where $x_j$ and $x_k$ are the variables corresponding to vertices $v$ and $v'$.

6.2 Experimental Setup

We analyse the performance of B-MOMS by executing it on several instances of the multi-objective graph colouring problem defined previously. Specifically, we randomly generate connected graphs $G = (V, E)$ with a varying number $M = |V|$ of vertices, and varying graph density $\delta \in \ldots$
This latter parameter defines the constrainedness of the problem by controlling the number of edges; when $\delta = 0$ the number of edges $|E| = M - 1$, and the resulting graph $G$ is a tree. Conversely, when $\delta = 1$, $G$ is a complete graph, and $|E| = \frac{1}{2}M(M - 1)$.

We generated problem instances with $M = \{8, 10, 12, 14, 20, 40, 60, 80, 100\}$ and $\delta = \{0, 0.1, \ldots, 1.0\}$. Moreover, for each combination of values for $M$ and $\delta$ we ran B-MOMS 120 times to achieve statistically significant results. However, we do report metrics 1 and 2 for $M > 14$, since we were unable to run a sufficient number of experiments to obtain statistically significant results. However, we do report metrics 1 and 2 for $M$ up to 100.

6.3 Results and Discussion

For $M \leq 14$, results are shown in Figure 2. First of all, all three plots confirm that the algorithm is optimal for acyclic graphs ($\delta = 0$), as proved by Theorem 1. Moreover, by increasing the number of constraints of the problem (i.e. by increasing $\delta$), we can observe that the performance of B-MOMS degrades gracefully in terms of the approximation ratio, distance, as well as the fraction of optimal solutions found. Moreover, the approximation ratio never exceeds 2 (i.e. the value of the computed solution is greater than half of that of the optimal solution) even for extremely constrained problems, and is close to the value of 1.27 reported for the single-objective graph colouring problem by the single-objective bounded max-sum algorithm [3] when each variable is involved in three constraints (corresponding to $\delta = 0.3$ for $M = 14$). Most importantly, for relatively sparse graphs ($\delta \approx 0.2$), which are often found in real-life multi-agent applications, B-MOMS recovers roughly 50% of the optimal solutions for $M = 14$.

Figures 3(a) and 3(b) report the approximation ratio and the runtime for larger problem instances. Specifically, Figure 3(a) clearly shows that, even for large instances, the approximation ratio again never exceeds 2, demonstrating the effectiveness of the bounding approach. Furthermore, 3(b) gives strong empirical evidence of the practical applicability of the algorithm. Despite the exponential relation between the number of variables and the time required by B-MOMS$^1$, for $M = 100$ and a maximally constrained problem, this time does not exceed 30 minutes. Moreover, it is important to note that these experiments were run on a single processor, while the computational load in a multi-agent system is shared among multiple computational entities. This brings B-MOMS well within the realm of the limited computational capacities of embedded agents found in many real-life applications.

7. CONCLUSIONS

In this paper, we proposed the bounded multi-objective max-sum algorithm (B-MOMS), the first decentralised coordination algorithm for multi-objective optimisation problems. B-MOMS extends the bounded max-sum algorithm for decentralised coordination [3] to compute bounded approxi-

---

$^1$This is partially due to our implementation of the value-propagation phase, which for the purpose of these experiments, recovers an exponential number of (approximately) Pareto optimal solutions, instead of just a single one.
Figure 3: Empirical results for $10 \leq M \leq 100$. Errorbars indicate the standard error of the mean.
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ABSTRACT

In this paper we focus on solving DCOPs in communication constrained scenarios. The GDL algorithm optimally solves DCOP problems, but requires the exchange of exponentially large messages which makes it impractical in such settings. Function filtering is a technique that alleviates this high communication requirement while maintaining optimality. Function filtering involves calculating approximations of the exact cost functions exchanged by GDL. In this work, we explore different ways to compute such approximations, providing a novel method that empirically achieves significant communication savings.
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1. INTRODUCTION

Distributed constraint optimization (DCOP) is a model for representing multi-agent systems in which agents cooperate to optimize a global objective. There are several complete DCOP algorithms that guarantee global optimality such as ADOPT [11], DPOP [13], and its generalization GDL [1, 15]. Since DCOPs are NP-Hard [11], solving them requires either an exponential number of linear size messages (ADOPT) or a linear number of exponentially large messages (DPOP, GDL). Nonetheless, some application domains are specially communication constrained. For instance, data transmission is severely limited in wireless sensor networks [17], and bandwidth is a scarce resource in peer-to-peer networks [6]. An approach in these domains is to drop optimality in favor of lower complexity, approximate algorithms with weaker guarantees [7, 9, 16]. As an alternative, we aim at reducing the communication costs while keeping optimality.

Function filtering [2, 3] is a technique that reduces the size of exchanged messages, and can be readily applied to GDL. Essentially, GDL with function filtering exchanges approximations of the messages that would be sent by GDL. As a consequence, the resulting algorithm’s efficiency is highly dependent on the strategy used to compute these approximations. Intuitively, better strategies produce better approximations, leading to larger communication savings.

We first review state-of-the-art approximation methods [5, 14], fitting them in a common framework of bottom-up approximations. However, these methods are designed for the centralized case. Hence, their purpose is to reduce the overall computation, disregarding any communication costs.

Our main contribution in this paper is a novel class of message approximation techniques, the top-down approximations, that are specifically aimed at lowering such communication costs. Thereafter, we present two realizations of this new approach, namely brute-force decomposition and zero-tracking decomposition. Finally, we empirically evaluate the overall computation time and communication costs of these methods on several experiments. The results show that top-down approximations outperform bottom-up ones, always achieving larger communication savings. Further, zero-tracking decomposition remains competitive in computational effort with respect to state-of-the-art approximation methods [5, 14] while transmitting much less information.

This paper is structured as follows. Firstly, Section 2 introduces the DCOP model, and Section 3 presents the GDL algorithm with function filtering. Next, Section 4 describes the message approximation problem we aim to solve. Then, Section 5 introduces the bottom-up approximation framework, which represents current state-of-the-art approaches to message approximation. Next, Section 6 introduces our novel top-down approximation framework. Section 7 provides an empirical evaluation of both bottom-up and top-down approximation methods. Finally, Section 8 draws the most important conclusions of this work.

2. DCOP

Distributed Constraint Optimization Problems (DCOPs) involve a finite set of variables, each taking a value in a finite discrete domain. Variables are related by cost functions that specify the cost of assigning certain values to a subset of variables. Costs are positive real numbers plus 0 and ∞.

A DCOP is defined as a tuple \((X, D, C, A, \alpha)\), where \(X = \{x_1, \ldots, x_n\}\) is a set of \(n\) variables; \(D = \{D(x_1), \ldots, D(x_n)\}\)
is a set of finite discrete domains; \( D(x_i) \) is the finite set of \( x_i \)'s possible values; \( C \) is a set of cost functions; each cost function \( f_s \in C \) is defined on the ordered set \( S \subseteq X \) (S is \( f_s \)'s scope, \( |S| \) is \( f_s \)'s arity), specifies the cost of every combination of values of variables in \( S \), namely \( f_s : \prod_{j \in S} D(x_j) \to \mathbb{R}^+ \); \( A \) is a set of \( p \) agents; and \( \alpha : X \to A \) maps each variable to some agent.

The objective of DCOP algorithms is to find the assignment of individual values to variables, such that the total (aggregated) cost over all cost functions is minimized. We make the common assumption that there are as many agents as variables, each agent controlling one variable, so from now on the terms variable and agent will be used interchangeably.

Next, we introduce some definitions of concepts and operations that will be used throughout the rest of this paper. A tuple \( t_s \), with scope \( S \), is an ordered set of values assigned to each variable in the subset \( S \subseteq X \). The cost of a complete tuple \( t_x \) that assigns a value to each variable \( x_i \in X \) is the addition of all individual cost functions evaluated on that particular tuple. Whenever a complete tuple \( t_x \) yields a cost lower than a user-specified threshold, we say that it is a solution. Further, a solution \( t_x \) is an optimal solution if its cost is the minimum of all possible solutions.

**Definition 1 (Min-marginal).** The projection \( t_S[T] \) of a tuple \( t_s \) to \( T \subseteq S \) is a new tuple \( t_T \), removing the values assigned to variables not found in \( T \). The min-marginal \( f_s[T] \) of a cost function \( f_s \) onto \( T \subseteq S \) is a new cost function \( f_T \) where each tuple \( t_T \) is assigned the minimum cost among all tuples \( t_S \) whose projection to \( T \) is \( t_T \).

\[
\forall t_T \quad f_T(t_T) = \min_{t_S[T]=t_T} f_s(t_S[T]).
\]

**Definition 2 (Combination).** The combination of two cost functions \( f_s \) and \( f_r \), written \( f_s \odot f_r \), is a new cost function \( f_U \) defined over their joint domain \( U = S \cup T \), s.t.: \( \forall t_U \quad (f_s \odot f_r)(t_U) = f_s(t_U[S]) + f_r(t_U[T]) \)

Combination is an associative and commutative operation.

**Definition 3 (Lower bound).** A function \( f_T \) is a lower bound of \( f_s \), noted \( f_T \leq f_s \), iff \( T \subseteq S \) and for all \( t_S \) tuples, the value by \( f_T \) of its projection \( t_S[T] \) is lower than or equal to the value by \( f_S \) of \( t_S \):

\[
\forall t_S \quad f_T(t_S[T]) \leq f_S(t_S).
\]

Given two lower bounds \( f_T, f_U \leq f_S \), we say that \( f_T \) is at least as good as \( f_U \) iff \( f_U \leq f_T \).

3. **GDL**

Several algorithms can optimally solve DCOPs [11, 13]. In particular, we consider the GDL algorithm [1], following the Action-GDL description [15]. GDL works over a special structure named junction tree (JT) [8], also known as joint tree or cluster tree. JTs represent a decomposition of the DCOP objective function into an equivalent, partially ordered sequence of combinations and marginalizations that are computationally easier to perform. It is partially ordered because those operations at the same tree-level can be carried out in parallel. Further, GDL is easily applicable to distributed solving because, given a DCOP where each agent holds a different variable, a JT can be computed in distributed form [12]. Additionally, in the distributed case, JTs also represent the communication links that are going to be exploited, and what information they are going to exchange.

As a result, each node of the JT (also known as clique) represents an agent operating over a subset of problem’s variables and cost functions, whereas edges represent communication links that nodes will use by exchanging marginalizations of their problem parts onto their shared variables.

In short, the full serial version of GDL for the all-vertices problem (also known as DCTE [2]) works as follows [1, 15]: it sends messages up and down the JT, two messages per edge of the JT. Each message contains a cost function that summarizes the effect of the JT part from which this message comes on the considered agent. After exchanging these messages, each agent contains enough information to optimally solve its subproblem. However, it may happen that two optimal solutions \( t_1 \) and \( t_2 \) (with the same cost) exist, so some agents would choose \( t_1 \) while others choose \( t_2 \). This may lead to assigning two different values to the same variable.

To prevent this, the JT root decides the optimal assignment and informs its children in the JT, which recursively inform their own children and so on. In this way, a coherent optimal solution is selected. For a detailed description of GDL’s operation, consult [1, 15].

**Limiting Message Size.** A major drawback of GDL is that the size of exchanged messages is exponential with respect to the number of variables in the JT edges (s). A strategy to alleviate this fact is to relax GDL to an approximate form, such that the size of messages can not exceed \( exp(r) \), where \( r < s \). This approach was first introduced in [2], where it is named DMCTE(r). Since messages’ sizes are now limited, DMCTE(r) does not necessarily compute the optimal solution anymore. Nevertheless, it provides an approximate solution, as well as an interval \( [\text{lower bound}, \text{upper bound}] \) limiting the optimum cost. In general, the larger the \( r \)-arity parameter, the better the solution quality, but the higher the communication cost. Hence, the algorithm can also be iterated by slowly increasing \( r \) until an acceptable (or optimal when the lower bound equals the upper bound) solution is found.

**Function Filtering.** Function filtering [2, 3] is a technique to further reduce messages’ sizes. Remember that messages are formed by cost functions \( f \) of arity \( s \) in GDL, \( f' \) of arity \( r \) in DMCTE(r) represented as tuples \( t \), and their associated cost \( f(t) \). The idea is to avoid sending those tuples \( t \) that, when combined with other functions, will have a cost equal to or higher than the current upper bound.

To see how this can be done, imagine the following situation: let \( t \) be a tuple that should be sent from agent \( i \) to agent \( j \), and let \( UB \) be an upper bound of the global cost. After \( t \) arrival, agent \( j \) may realize that all possible combinations of \( t \) with its own cost functions reach or exceed the \( UB \), so \( t \) can not be part of an optimal solution. In this situation, actually sending \( t \) is useless. Hence, if \( i \) was able to detect such irrelevant tuples, it could avoid sending them altogether, further reducing its message size. In GDL, function \( f \) containing \( t \) should be added with \( g \), a function formed by combining all cost functions of agent \( j \) plus all cost functions received by agent \( j \) except the one from agent \( i \). In the DMCTE(r) approximation, function \( f' \) containing \( t \) is a lower bound of the exact function \( f \). If agent \( i \) knows any lower bound \( g' \leq g \) before sending \( f' \), it can detect some tuples that exceed the \( UB \) cost, and therefore avoid sending them. Removing such useless \( t \) tuples is called filtering \( f' \)
with $g'$, noted $f^{g'}$.

Finally, notice that if we iterate DMCTE($r$) with increasing $r$ values, the function $g'$ sent from agent $j$ to agent $i$ in the previous iteration is a lower bound of $g$. Hence, agent $i$ can readily use $g'$ to filter $f'$ before sending it at the current iteration, leading to a lower size message. The resulting algorithm is known as DIMCTEf, consisting of three phases for each iteration: (1) Cost propagation: agents exchange approximate cost functions ($CF$ messages), using cost functions of the previous iteration to filter cost functions at the current iteration. (2) Solution propagation: values for the variables in the separators of the JT are decided in a top-down manner ($SS$ messages). (3) Bound propagation: agents exchange global lower bounds and local upper bounds ($BB$ messages) among nodes of the JT, following the same communication strategy as cost propagation. For a detailed description of each phase and the structure of the different message types, the reader should consult [2].

Example. The toy example of Figure 2 allows us to illustrate the behavior of the above mentioned algorithms. Figure 1 shows messages exchanged by GDL ($r = 1$) (middle) and DIMCTEf (right). GDL performs exact solving. $CF$ messages contain cost functions, while $SS$ messages contain assignments of variables propagated top-down in the JT. After receiving them, each agent is able to compute the optimum cost (5) and the same global solution ($xyz \leftarrow bbb$). DMCTEf ($r = 1$) performs approximate solving, where only cost functions of arity 1 ($r = 1$) can be exchanged (when sending/receiving cost functions to/from $C_3$, since initial cost functions are binary they are approximated by unary lower bounds). $BB$ messages contain a lower bound $lb$ and a partial upper bound $ub$ of the cost of the solution propagated by $SS$ messages. After receiving them, each agent is able to compute a lower bound (4) of the optimum cost, a global upper bound (6) and the same solution of that cost ($xyz \leftarrow aab$). DMCTEf performs exact solving with function filtering. The first iteration is DMCTEf ($r = 1$), only unary cost functions can be sent. The second iteration, when also binary cost functions can be sent, uses cost functions of the first iteration ($g_1, g_2, g_3, g_4$) to filter current cost functions (the filtering process is shown between brackets). As result, some tuples are removed because they reach or exceed the $UB$ computed at the previous iteration (6). Since the allowed arity equals the largest separator size, at the end of this iteration each agent is able to compute the minimum cost (5) and the same optimal solution ($xyz \leftarrow bbb$).

4. MESSAGE APPROXIMATIONS

During the cost propagation phase, GDL’s task is to propagate cost functions in the form of min-marginals. DMCTEf($r$) relaxes this phase by sending lower-bound approximations instead of exact min-marginals, so that less information needs to be sent. Therefore, the more accurate these approximations are, the better results DMCTEf($r$) is going to achieve at the same iteration. Further, because greater accuracy means that function filtering will be able to prune more tuples, increasing the accuracy should also lower the total amount of communication needed to solve the problem.

Since we are interested in communication-constrained scenarios, from now on the bound $r$ means that agents can not send functions of more than $r$ variables. However, agents can compute functions of any arity. Consider an agent operating in DMCTEf($r$). Eventually, it will receive messages from all its children in the JT. Then, the agent combines this information with its own and marginalizes it onto the variables in the separator, to send the result to its parent. Nevertheless, since the agent is now constrained by the arity limit $r$, it can not send the exact min-marginal and it has to compute an approximation. Hence, the objective of the approximation task is to find a good lower bound for the min-marginal while communicating only functions of at most $r$ variables. Some algorithms for this task have already been proposed in the literature [5, 14]. In the next section we review them and we fit them into a common framework which we call bottom-up approximation. In order to do that precisely, we need to introduce some additional definitions.

In the following, let $F = \{f_{T_1}, \ldots, f_{T_n}\}$ be a set of functions, $V$ a set of variables and $r$ an arity limit.
\[ F = \{ f_{xt}, f_{yt}, f_{zt} \} \]
\[ V = \{ x, y, z \} \]
\[ r = 2 \]

The \textit{min}-\textit{marginal} of \( F \) onto \( V \) is the \textit{min}-\text{marginal} of the combination of all functions in \( F \), that is \((\bowtie F)[V]\). In contrast, the \textit{one-to-one \textit{min}-\text{marginal}} of \( F \) onto \( V \) is the set containing the \textit{min}-\text{marginal} of each of its functions \( f_T \) onto \( T \cap V \), namely \( F \downarrow V = \{ f_{T_1}(T_1 \cap V), \ldots, f_{T_n}(T_n \cap V) \} \).

Given a function \( f_v \), we say that \( F \) is a \textit{V}-lower bound of \( f_v \) iff the combination of the one-to-one \textit{min}-\text{marginal} of \( F \) onto \( V \) is a lower bound of \( f_v \), that is if \( \bowtie (F \downarrow V) \leq f_v \).

Furthermore, \( F \) is an \((r,V)\)-\textit{lower bound} of \( f_v \) iff \( F \) is a \( V \)-lower bound of \( f_v \) and every function in \( F \downarrow V \) has arity smaller than or equal to \( r \).

Given \( F \) and \( G \), \((r,V)\)-\textit{lower bounds}, \( F \) is at least as good as \( G \) \((G \leq F)\) iff \( \bowtie (F \downarrow V) \geq \bowtie (G \downarrow V) \).

**Observation 1.** \( F \) is a \( V \)-\textit{lower bound} of the \textit{min}-\text{marginal} of \( F \) onto \( V \). Formally,

\[ \bowtie (F \downarrow V) \leq (\bowtie F)[V]. \]

For any \( f_S, f_T \in F \), the \textit{combination} of \( f_S \) and \( f_T \) in \( F \) is the set of functions that results from removing \( f_S \) and \( f_T \) from \( F \) and adding \( f_S \bowtie f_T \). \( F_{S \bowtie T} = (F \setminus \{ f_S, f_T \}) \cup \{ f_S \bowtie f_T \} \).

Two functions \( f_S \) and \( f_T \) are \((r,V)\)-\textit{combinable} iff the \textit{min}-\text{marginal} of \( V \) of the combination of \( f_S \) and \( f_T \) can be expressed by a function of arity smaller than or equal to \( r \). Any \( f_S \) and \( f_T \) such that \(|S \cup T\) \cap V| \leq r\) are \((r,V)\)-\textit{combinable}.

The approximation task receives as input a set of functions \( F_0 \), a set of variables \( V \), and an arity limit \( r \). Its goal is to find an \((r,V)\)-\textit{lower bound} for the \textit{min}-\text{marginal} of \( F \) onto \( V \). Since for a given approximation task the set of variables \( V \) is fixed, in the following we talk of \( r \)-\textit{combinable}, \( r \)-\textit{lower bound}, and \textit{min}-\text{marginal} without explicitly mentioning \( V \).

### 5. BOTTOM-UP APPROXIMATIONS

Informally, the fundamental idea behind current algorithms for \textit{min}-\text{marginal} approximation is the following. If we combine any pair of functions from a set that is an \( r \)-\textit{lower bound} of the \textit{exact} \textit{min}-\text{marginal}, the result is another \( r \)-\textit{lower bound} which is at least as good as the original (and, in fact, most of the times better). Furthermore, if the two functions selected are \( r \)-\textit{combinable}, then the result is also an \( r \)-\textit{lower bound}.

The pseudocode for bottom-up approximation appears in Algorithm 1. Since by Observation 1 we know that \( F \) is a lower bound of the \textit{min}-\text{marginal} of \( F \) onto \( V \), a bottom-up algorithm starts from the original set of functions \( F_0 \). At each iteration, the algorithm: (1) selects a pair of \( r \)-\textit{combinable} functions \( (f_S, f_T) \) from the current set of functions; and (2) updates the set of functions to the combination of \( f_S \) and \( f_T \) in \( F \), that is \( F_{S \bowtie T} \). Since \( F_{S \bowtie T} \) is also an \( r \)-\textit{arity} lower bound and it is at least as good as \( F \), the iterations are likely to improve the lower bound. When no more pairs of \( r \)-\textit{combinable} functions are found, the algorithm returns approximation represented by the last \( F \).

### 5.1 Scope-based partitioning

Scope-based partitioning (SCP) is the most common bottom-up method [5]. Basically, it tries to combine as many functions as possible by choosing the two highest arity functions at each iteration, so long as they are \( r \)-\textit{combinable}.

More in detail, the \( r \)-\textit{combinable} pairs are selected as follows. First, the set of functions \( F \) is sorted decreasingly by arity and each function in the list is marked as non-finished. At each iteration, SCP takes the first non-finished element \( f_S \) of \( F \) and the element \( f_T \) of \( F \) closer to the head such that \( f_S \) and \( f_T \) are \( r \)-\textit{combinable}. It removes them from \( F \) and inserts their combination at the head of the list. When there is no function \( f_S \) \( r \)-\textit{combinable} with \( f_T \), it marks \( f_S \) as finished. The algorithm proceeds until all functions are marked as finished.

Figure 4a depicts how SCP would compute an approximation for the example in Figure 3. Since all functions in \( F \) have the same arity (two), they are readily sorted. Hence, SCP would merge the two leftmost ones, and send the third one independently, resulting in the approximation:

\[ F' = \{(f_{zt} \bowtie f_{yt})[xy], f_{zt}[z] \} = \begin{bmatrix} z \mid y \mid x \mid a \mid b \mid o \mid b \mid o \mid b \mid 0 \end{bmatrix} \]

The main advantage of SCP is the low computational complexity that results from its simplicity. The algorithm performs a nested scanning through the list of functions. During this scanning process, the algorithm computes up to \(|F| - 1 \) function combinations. To determine the maximum arity of these functions, consider that \( S \) is the joint domain of all functions in \( F \). Then, the number of variables that do not appear in \( V \) is \(|S \setminus V|\). Since the arity limit is \( r \), the maximum arity of each single merged function is \(|S \setminus V| + r \). As a result, the complexity of the algorithm is \( O(|F| \exp(|S \setminus V| + r)) \).

### 5.2 Content-based partitioning

A major advantage of scope-based partitioning is its small computational overhead. Nonetheless, its main drawback is that it does not consider the information within each function. For instance, consider again the previous example. We showed that scope-based partitioning would produce partition \( F' \) above. However, notice that there are further approximations that satisfy the \( r \)-bound.

Content-based partitioning techniques guide the bottom-up approximation by consulting the functions’ contents in addition to their scopes. In general, content-based partitioning tries to assess which pair of \( r \)-\textit{combinable} functions yield the highest improvement.

In [14] Rollon and Dechter present a framework for content-based partitioning that implements the general approach.
outlined in Algorithm 1. Given an $r$-lower bound $F$, content-based partitioning provides the mechanism for selecting the best $r$-combining pair of functions $f_S, f_T \in F$ such that the approximation represented by $F_{f_S \bowtie f_T}$ is better than the approximation represented by $F$. At each iteration, the technique: (1) generates every pair of $r$-combining functions $f_S, f_T \in F$; (2) measures the gain obtained by combining $f_S$ and $f_T$; and (3) selects the pair that maximizes the gain.

Notice that the advantage of combining two functions before sending them is that they will be marginalized together. Hence, the gain can be calculated based on the difference between marginalizing together or marginalizing separately, which can be computed as:

$$f_V = (f_S \bowtie f_T)[V] - (f_S[V] \bowtie f_T[V]).$$

Therefore, the gain function is a metric that takes $f_V$ as its input. Rollon and Dechter present two such functions. Firstly, the local relative error (LRE) metric, which is equivalent to the averaged 1-norm of $f_V$, assigns as gain the result of adding the costs of all tuples in $f_V$ and dividing by the total number of tuples. Secondly, the local maximum relative error (LMRE) metric, which is equivalent to the $\infty$-norm of $f_V$, assigns as gain the maximum cost of any tuple in $f_V$.

The downside of content-based decomposition is that, in the worst case, the algorithm performs up to $|F| - 1$ selections, computing $|F| - 1$ efficiencies for each selection. Hence, the complexity of the algorithm is $O(|F|^2 \exp(|S \setminus V| + r))$.

6. TOP-DOWN APPROXIMATIONS

Bottom-up approximation methods focus on lowering the computational cost. Instead, our purpose is to primarily reduce communication costs. With this aim, we propose a new approach to generate approximations based on: (1) initially computing the function to approximate, and; (2) subsequently decomposing it into lower arity output functions. Figure 4b represents the process of building a top-down approximation of the example in Figure 3. As a first step, $f_{xt}$, $f_{yt}$ and $f_{zt}$ are combined, and then marginalized onto $\{x, y, z\}$ to produce $f^0$, the function to approximate. After that, the decomposition process starts. Firstly, consider that we select $S' = \{x, y\}$ out of all possible subsets of $\{x, y, z\}$ with arity two. Secondly, $f^0$ is marginalized onto $S'$ to produce $f^0_{xy}$, and this marginal is subtracted from $f^0$ to obtain $f^1$ (namely $f^1 = f^0 \bowtie (-f^0_{xy}))$. Therefore, $f^0$ is decomposed as $f^0_{xy} \bowtie f^1$, where $f^0_{xy}$ can be regarded as a function ready to communicate and $f^1$ as the remainder after communicating $f^0_{xy}$. The process continues searching for a decomposition for this remainder.

The main advantage of top-down over bottom-up methods is that they can represent a much wider space of approximations, and hence they should yield more accurate results. Unlike bottom-up methods, which start from an initial set of input functions and proceed by deciding which functions to join, top-down methods start from the function to approximate and proceed by successively selecting the best lower arity min-marginal. While such min-marginal is already part of the decomposition, the process continues by decomposing the result of subtracting the min-marginal from the function to approximate. In general a top-down approximation method is an iterative procedure that at each step $i$ focuses on finding the most informative $\min$-marginal for $f^i$ whose arity is smaller than or equal to $r$. It incorporates the selected min-marginal, $f^i_{\text{min}}$, to the list of output functions and updates the function to approximate as follows:

$$f^i = f^{i-1} \bowtie (-f^{i-1}_{\text{min}}[S'])$$

When the iterative process terminates, the following set of functions stands for the resulting decomposition of $f$:

$$F = \{f^0[S'], f^1[S'], \ldots, f^n[S'_{n+1}]).$$

More in detail, a general top-down approximation method works as outlined in Algorithm 2. First, it computes the function to approximate ($f$) by combining the input functions in $F$ and marginalizing onto $V$. After that, it uses some heuristic to select the best min-marginal $f_{S'}$. Finally, $f_{S'}$ is added to the set of output functions and subtracted from $f$. This process is repeated until no min-marginal provides additional information. In the remaining of the section we introduce two top-down approximation methods that implement the general method outlined in Algorithm 2.

6.1 Brute force decomposition

In order to determine the most informative min-marginal, a first approach is to consider every possible min-marginal onto $r$ variables from $V$. Then, we can readily use the gain functions from content-based partitioning to rank the min-marginals and select the most informative one.

This procedure has, however, a high computational cost. At the first iteration, it must compute $\binom{|V|}{r}$ marginals and evaluate them, each requiring $\exp(|V|)$ operations. At each following iteration, the number of marginals to compute decreases by one (the selected marginal is never computed again, but all others have to be reevaluated because $f^i$ is

---

1Given $f$, we define $-f$ as $f$ but changing the sign of $f$ costs. It is easy to see that $f \bowtie -f$ is the null function.

2Note that discarding functions whose arity is lower than $r$ does not reduce the space of representable functions.
### 6.2 Zero-tracking decomposition

The main disadvantage of brute force decomposition is its high computational cost. Here we introduce zero-tracking decomposition, a top-down approximation method that aims at dodging this burden to reduce the computational cost.

Zero-tracking decomposition uses the zero norm of a min-marginal as the heuristic to assess its quality. The zero norm of a function is simply the number of elements in the marginal as the heuristic to assess its quality. The zero norm of a function is generally considered to be a good indicator of the overall computational cost.

The reduction in computational cost comes from realizing that, at each iteration, there is a way to compute the zero norms of each min-marginal from the results of the previous iterations. This avoids the need for recomputing every min-marginal at each iteration as we pursue.

In what follows we detail the operation of the zero-tracking method when applied to the example in Figure 3. Let \( p=\binom{V}{r} \) be the number of possible \( r \)-arity min-marginals and \( q \) the number of tuples for each min-marginal.\(^3\) First, the algorithm allocates a boolean table \( \text{Zeroes} \) of \( p \) rows and \( q \) columns. Each entry \((U,t)\) in \( \text{Zeroes} \) encodes whether the value for \( t \) of the \( r \)-arity min-marginal of \( f \) onto \( U \) is zero or not. That is, \( \text{Zeroes} \) is true whenever \( f[U](t) \) is zero. Hence, all entries are initialized to \( false \). Additionally, it allocates a vector \( C \) of \( p \) integers to count the number of non-zero tuples for each min-marginal. Since \( C \) counts non-zero elements, it is initialized to the number of tuples in each min-marginal \((q)\). At the top of Figure 5a we show (for iteration \( i=0 \)) table \( \text{Zeroes} \) and vector \( C \) after initialization. Next, the exact min-marginal \((\bowtie F)[V] \) is calculated by combining all the initial functions and marginalizing the result onto \((x,y,z)\). The result is shown in Figure 5b as \( f^0 \).

Notice that, at this point, \( f^0 \) does not contain any zero. In order to introduce some zeroes, we subtract from \( f^0 \) its minimum (which amounts to the min-marginal of \( f^0 \) onto the empty set). In the example, this subtraction yields function \( f^0[\emptyset] \), shown at the top of Figure 5c. Subsequently, it calculates the next remainder \( f^1 \) using Equation 1.

After calculating the new remainder \( f^1 \), the new function to approximate, update the \( \text{Zeroes} \) table along with the \( C \) counter. Back to our example, notice that \( f^1 \) contains a single tuple with zero cost \( t_S=xyz \rightarrow aab \). Then, the algorithm calculates the projection of \( t_S \) to each row \( U \) and sets cell \((U,ts[U])\) true in the \( \text{Zeroes} \) table. In the example, the cell for row \( xy \) and column \( aa \) is set to true in the \( \text{Zeroes} \) table. Moreover, the counter for row \( xy \) decreases to record that there is one less non-zero cost tuple. Figure 5a \((i=1)\) shows the state of both the \( \text{Zeroes} \) table and the counter vector after iteration \( i=1 \). In general, for each new zero cost tuple \( t_S \), the algorithm checks the \( \text{Zeroes} \) table cell at row \( U \) and column \( ts[U] \). If the cell is \( false \), it is set to \( true \) to indicate that the cost of the min-marginals for the tuple will be zero from iteration \( i \) onwards. Moreover, the value of the counter of non-zero cost tuples for the min-marginal, \( C(U) \), decreases by one.

Once the \( \text{Zeroes} \) table and counters are updated, there are two cases: (1) If all counters’ values are zero, it means that the cost for all tuples of all subsequent min-marginals will be zero. Therefore, since it is not possible to extract more information from subsequent min-marginals, the algorithm terminates and returns the list of selected min-marginals so far: \( \{f^0[S_1], f^1[S_2], \ldots, f^n[S_{m+1}]\} \), as resulting decomposition. (2) Otherwise, the min-marginal with more non-zero tuples is selected as the best min-marginal, and the algorithm continues.

In the example in Figure 5, all candidate min-marginals (see the rows in table \( \text{Zeroes} \) at iteration \( i=1 \)) contain 3 non-zero tuples. Thus, at the next iteration \((i=2)\), the algorithm can randomly choose the marginalization of \( f^1 \) onto any pair of variables. Say that the algorithm chooses \( \{yz\} \). There-

---

\(^3\)For simplicity of exposition we assume that all variables are defined over the same domain.
fore, the selected best min-marginal is \( f^1[\{yz\}] \), and hence the new remainder \( f^2 \) can be computed. After updating the \( Zeros \) table, there are still two counters larger than zero, as shown in Figure 5a (\( i=2 \)). In our case, the algorithm selects \( f^2[\{xz\}] \) (discarding \( f^2[\{xy\}] \)), calculates the new remainder \( f^3 \), and updates the \( Zeros \) table to yield the table in Figure 5a (\( i=3 \)). At this point, since all counters are zero, the algorithm terminates to return the following set of selected best min-marginals as the resulting decomposition:

\[
F' = \{f^0[\emptyset], f^1[\{yz\}], f^2[\{xz\}]\}.
\]

On the one hand, notice that the whole procedure—shown in Algorithm 3—never calculates a min-marginal unless it is going to be returned as part of the resulting decomposition. Further, since the maximum number of functions in a decomposition is \( |V| \), the worst case complexity of calculating the decomposition is \( O((|V|)!\exp(|V|)) \). On the other hand, the algorithm has to maintain the zeros table, which also has a cost. Note that function selectBestMarginal only processes the new remainder \( f^2 \) and updates the \( Zeros \) table to yield the table in Figure 5a (\( i=3 \)). This means that to maintain the table, each tuple will be processed at most once. Since for each tuple we mark each possible min-marginal, the time complexity of maintaining the table is \( O(|V|!\exp(|V|)) \), not increasing the overall time complexity.

7. EMPIRICAL EVALUATION

In this section we evaluate the performance of the different function approximation approaches on DIMCTEf. For each experiment, we present both the communication savings and increase in overall computational cost with respect to GDL. We choose to track these measures because they are the key ones in constrained environments. For instance, consider a wireless sensor networks setting. Since running out of battery disables a node, battery consumption is probably the most important figure to consider. Therefore, both communication and computation costs are important because they directly determine battery consumption. We estimate the overall computational cost by adding the processing times incurred by each node, while ignoring communication times. Similarly, the overall communication cost can be easily determined by adding the number of bytes of all sent messages.

Because GDL’s communication and computation is mainly determined by the maximum clique size of the computed Junction Tree, experiments are segmented by this parameter. Consequently, both GDL and all DIMCTEf approaches use the very same Distributed Junction Tree Generator [15] algorithm to compute JT’s. Additionally, notice that the parallelism degree is roughly the same for all algorithms, because it mainly depends on the computed JT. As a consequence, since DIMCTEf always communicates less information than GDL, the relative increase in real solving time between GDL and DIMCTEf would be lower than the relative increase in overall computation shown in this paper.

Since DIMCTEf removes tuples, it generates sparse functions. Sending sparse functions can lead to communication savings, but only if the implementation uses a specific codification to transmit these functions. However, exploring the codification of sparse functions was not one of the objectives of this paper. Hence, we simply set a special value as 0 for the filtered tuples, and compressed the messages. Specifically, we chose an Arithmetic Encoder [4] with a Partial Prediction Matching model of 8 bytes. This compression method is known to achieve good compression ratios, so long as its input contains repeated values. The downside is that compressing has a high computational cost, which is considered as part of our overall cost. Regarding GDL, compression hurts because the overall computation increases by an order of magnitude, while communication savings are practically negligible. Therefore, we report GDL results without compressing (following the idea of presenting results for each algorithm in its best possible condition). Likewise, although we tried both the LRE and LMRE metrics for both content-based partitioning and brute-force decomposition, we only report the best results obtained.

We conducted tests with the sensor networks instances from [10], but they were very easy for GDL (5 maximum clique variables). Thus, all approaches lead to the same results, requiring 3 times less communication while maintaining the same computation cost as GDL.

Next, we designed an experiment to measure the methods’ trend as the variables’ arity increases. Thus, it is composed of 35 problems of 20 variables for each domain size, with a random structure of densities ranging from \( p=0.1 \) to \( p=0.3 \), where \( p \) is the probability of appearance for all edges. Function costs are taken from a normal distribution \( \mathcal{N}(0, 1) \), and then made positive by adding its minimum value to each relation. Results in Figure 6a show that top-down approximation methods perform significantly better than bottom-up approximations in the communication front, with nearly constant savings between two and three times better. As expected, the brute force approach is way more expensive computationally than other methods (up to 100 times slower than GDL in the worst case). Nevertheless, zero-tracking’s overall computation cost is just slightly higher (13 times that of GDL at most) than that of the content-based approach (10.5 times), whereas their savings are much larger (110.5 times less sent bytes for zero-tracking against 38.3 times for content-based). Moreover, its savings in communication increase almost 10 times faster than the computational cost.

Then, we conducted a second experiment that measures the trends when the problems’ maximum clique variables increases. Consequently, it contains problems of 20 variables of arity 5 for each maximum clique variables, also with random structures between \( p=0.1 \) and \( p=0.3 \), and normal costs. Figure 6b shows that the communication savings increase exponentially for all methods, yet zero-tracking grows at a much faster rate than the others while keeping the computational cost under control.

Finally, the third experiment measures the impact of structure in the problems’ constraint graph. Thus, it contains lattice-structured problems of 25 and 36 variables, leading to JT’s of 8 and 10 maximum clique variables. Once again, top-down approximation methods achieve the largest communication savings. In particular, zero-tracking decomposition requires up to 612 times less bytes than GDL in 25% of the clique size 8 problems, while being only 44 times slower.

In summary, top-down approximations result in large communication savings. Additionally, zero-based decomposition remains competitive in computational effort with respect to state-of-the-art approximation methods. Hence, we see zero-based decomposition as the method of choice to optimally solve DCOPs in communication-constrained scenarios.
8. CONCLUSIONS
We addressed the issue of optimal DCOP solving in communication-constrained scenarios, using GDL with function filtering. We first reviewed current state-of-the-art approaches to message approximation, presenting them in a common framework that we named bottom-up approximations. Next, we proposed top-down approximations, a new class of methods designed to reduce communication costs. We then presented two realizations of this novel approach: (1) brute-force decomposition, a naive implementation with high computational cost; and (2) zero-tracking decomposition, which greatly reduces the amount of computation. Finally, we empirically evaluated their performance, showing that top-down approximations always achieve larger communication savings than bottom-up ones. In fact, zero-tracking decomposition does so while keeping the computational cost at bay, becoming the method of choice for optimally solving DCOPs in communication-constrained scenarios.
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ABSTRACT

Multi-agent systems form the basis of many innovative large-scale distributed applications. The development of such applications requires a careful balance of a wide range of concerns: a detailed understanding of the behaviour of the abstract algorithms being employed, a knowledge of the effects and costs of operating in a distributed environment, and an expertise in the performance requirements of the application itself. Experimental work plays a key role in the process of designing such systems. This paper examines the multi-agent systems development cycle from a distributed systems perspective. A survey of recent experimental studies finds that a large proportion of work on the design of multi-agent systems is focused on the analytical and simulation phases of development. This paper advocates an alternative more comprehensive development cycle, which extends from theoretical studies to simulations, emulations, demonstrations and finally staged deployment. AgentScope, a tool that supports the experimental stages of multi-agents systems development and facilitates long-term dispersed research efforts, is introduced. AgentScope consists of a small set of interfaces on which experimental work can be built independently of a particular type of platform. The aim is to make not only agent code but also experimental scenarios, and metrics reusable, both between projects and over simulation, emulation and demonstration platforms. An example gossip-based sampling experiment demonstrates reusability, showing the ease with which an experiment can be defined, modified into a comparison study, and ported between a simulator and an actual agent-operating system.

Categories and Subject Descriptors

C.2.4 [Computer-Communication Networks]: Distributed Systems—Distributed Applications

General Terms

Experimentation

Keywords

Multi-Agent Systems Development

1. INTRODUCTION

Agents, unlike passive nodes in traditional computer systems, analyse and react to their surroundings, autonomously making decisions and adapting to their environment. These properties pose a unique challenge in the design of distributed systems. Such knowledge intensive activities are predicated on the availability of information. As systems scale up and become more decentralised the costs of gathering information becomes an important consideration in an agent’s design. Increases in complexity which are beneficial in theory may not prove cost effective in application. Or agent algorithms may set requirements that are beyond the resources of an underlying computing system.

For agent algorithms in which information obtained from the environment in a large-scale distributed system is crucial, design is not limited to the theoretical or conceptual stage of development, but is a continuous process that spans into an experimental implementation, testing and comparison process. Procedures that provide information services need to be carefully matched, and perhaps customised. The performance of an algorithm must be examined in combination with the services it uses. Possible designs must be compared in the intended application setting, and improvements in effectiveness weighed against increased cost.

This process of designing practical multi-agent systems can be viewed as an incremental development cycle, moving from theoretical studies to experimental simulations, emulations, and demonstrators, and finally to staged deployment. Experimental work plays an important role in the process. Simulation, emulation and demonstration experiments allow key aspects of system behaviour to be examined in detail in a controlled environment. Correctness and performance of algorithm implementations can be confirmed, and alternative algorithms can be carefully compared.

In contrast to this comprehensive view of the development cycle, a survey of recent papers finds that experimental work on multi-agent systems is heavily weighted towards the simulation stage. A large proportion of works appear to be strongly influenced by methodologies that view system design as occurring primarily in the theoretical or analytical stage of development.

AgentScope is a tool that supports the experimental stages of multi-agents systems development and facilitates long-term dispersed research efforts. AgentScope defines a set of generic interfaces for (1) networked communication between agents, (2) measurement and analysis of agent behaviour, and (3) the setup of experimental scenarios. The AgentScope interfaces allow protocols and experiments written for one type of platform, for instance a simulation environment, to be easily ported to other types of platforms, such as emulation environments, as research progresses through the development cycle. Real agent environments, such as the AgentScape middleware platform [15], can also be used, simplifying the transition between the experimental and deployment stages of the development cycle. AgentScope further enables the publishing of experiments, making it easier to compare algorithms with previous work, and reuse experimental scenarios and metrics.

The aim of the AgentScope project is to allow researchers to view experimental work from a more ambitious perspective than...
Experimental work is an integral part of many Agents research projects. In order to obtain a rough picture of the experimental tools and methods used in recent work a survey was made of the 61 papers presenting original work published in the Journal of Autonomous Agents and Multi-Agent Systems (JAAMAS) in 2009 and 2010 [1]. JAAMAS covers a wide range of topics, 37 of the pa-
pers surveyed presented experimental results, of these 18 ran experiments on distributed, potentially large-scale multi-agent systems. A further examination is made of these 18 papers as they represent the type of experimental work directly targeted by AgentScope.

The vast majority of work falls in the simulation phase of the development cycle. None of the 18 papers examined deployed applications, only two were based on deployed demonstrators. Of the remaining 16 all ran simulations. None of these simulations could be characterised as emulations, running on a real network. Though six papers ran more advanced simulations that modelled messages, only two of these measured communications costs and only one of those two stated that it was run in real time rather than being rounds based. Only three of the simulations used a scenario based on measurements of actual systems.

It is surprising that so little experimental work falls within the later stages of the development cycle, especially given that JAA-MAS papers generally represent the more mature projects within the field. Given the importance of considering application characteristics it is disappointing that there is little work representing deployed applications, or scenarios based on expert analysis and measurements of existing systems. This imbalance may reflect the influence of development methodologies that focus on the theoretical side of Agents research, considering the bulk of important design decisions to occur in the early analytical stages of development. Methodologies, such as Gaia [16], which place an abstraction barrier between design and implementation, make an implicit assumption that implementation and application details will have little effect on system design.

Reusability is a key factor in supporting the wider spread adoption of a more comprehensive development methodology. The reuse of agent components, as discussed in [2], lowers the cost of extending previous work and running comparisons studies. We found little evidence of the reuse of agent components in the 18 works surveyed. While all the papers discussed related algorithms, only half did experimental comparisons. Four of these mentioned either needing to re-implement previous work or not being able to do a further comparison because of a lack of code.

Standard experimental platforms further improve reusability. Examining platform reuse found that of the 18 selected papers, four used existing published simulators, and two used previously published demonstrators. For five papers a custom simulator was developed, seven papers did not state what simulator was used. A good variety of simulators are in fact available [4, 6, 10, 13]. The JamesII project [5] shows a common interface can be used to allow simulations to be ported between simulators. AgentScope follows this approach, extending reusability by emphasising the desirability of porting experiments between different types of platforms [14] rather than focusing on simulations.

A third aspect of reusability concerns the development of common scenarios, metrics and experiments. In the papers surveyed, scenario and metric reuse was more common than direct reuse of code: nine papers were based on previously developed scenarios, and three extended previous scenarios. Twelve papers used previously published metrics, and one used an extension of a previous metric. Six papers developed custom scenarios, five of these created custom metrics. JamesII [5] includes mechanisms to reuse experiments. In AgentScope the interfaces for implementing metrics and building experimental scenarios are given equal importance to the interface on which agents are built. The intention is to encourage the creation of standard testbeds, which make input from domain experts, and data sets more accessible. The success of agent competitions gives an indication of the value of this approach. Three of the four simulators that were explicitly reused in the papers surveyed were from agents competitions: Robocup [9], Robocup Rescue [7], and the Trading Agents Competition [8]. It is perhaps significant that these simulators are associated with full test beds, including scenarios and metrics, and for which code for previous solutions is available. AgentScope aims to improve the extendability of this approach by enabling the creation of more generalised scenario libraries.

4. THE AGENTSCOPE INTERFACES

AgentScope gives support for measurement, analysis and scenario development equal priority to support for algorithm development. It defines three interfaces that separate out the core behaviours needed to implement distributed protocols and run experiments: (1) Networked Communication (2) Measurement and Analysis and (3) Experimental Control. The Protocol Network Interface provides the methods and classes needed for agent protocol instances to communicate with each other. Protocol code written on the Protocol Network Interface can be designed to be used throughout the whole development cycle. The Measurement and Analysis Interface defines a generic method of recording protocol behaviour during an experiment. The specific measurements of interest generally change between experiments. The Measurement and Analysis Interface is designed to allow measurement code for a protocol to be easily swapped out and replaced depending on the experiment being run. The Experimental Control interface defines a generic method of setting up experiments so that an experimental scenario can be easily reused, or ported between platforms.

AgentScope promotes the creation of code whose use is not restricted to studying only the aspects of behaviour currently of interest, but that can be carried through a series of experiments, and be used throughout the development cycle. AgentScope interfaces are intentionally minimal. The restrictive interfaces encourage developers to use methods that are as generic as possible to the many environments encountered during the development cycle.

AgentScope interfaces are two sided. On one side they provide a generic set of classes and methods for use by protocol developers. On the other side they provide a set of classes and methods that a backend must implement in order to run AgentScope based protocols and experiments. In a backend, a set of “adapter” classes map a platform’s functionality to that required by AgentScope. These adapter classes can provide additional methods that allow experiments to access functionality that is specific to a particular platform. In the following sections we give details of the protocol developer side of each interface. In Section 6 we discuss backend adaptors. The AgentScope interfaces are implemented in Java.

4.1 Protocol Network Interface

The Protocol Network Interface is a stand alone package defining the basic classes and interfaces that are needed to write protocols. The core abstraction is a “protocol”: an implementation of a distributed algorithm that provides a particular service to “agents” located on nodes in a distributed system. Each participating agent runs an instance of the protocol, and collectively these protocol instances provide the service to their agents. For instance a directory protocol might maintain a list of active agents, an aggregation protocol might calculate the sum of a given dynamic variable or a load balancing protocol might distribute a set of tasks between agents.

Protocol instances each have an individual “address”, which allows them to communicate with each other by exchanging “messages”. They are triggered into action on receipt of a message, in response to “events” that are set to occur at a particular time (according to a local “clock”), or in response to a request made by their agent. Protocols also have “names” to allow particular in-
Table 1: The Protocol Network Interface

<table>
<thead>
<tr>
<th>METHODS OF PROTOCOL CLASS</th>
<th>METHODS OF MESSAGE CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol(Agent myAgent, String name)</td>
<td>Message(Address to, Address from)</td>
</tr>
<tr>
<td>sendMessage(Message m)</td>
<td>to() returns Address</td>
</tr>
<tr>
<td>receiveMessage(Message m)</td>
<td>from() returns Address</td>
</tr>
<tr>
<td>scheduleEventAt(String note, long time)</td>
<td></td>
</tr>
<tr>
<td>scheduleEventWithDelay(String name, long timeFromNow)</td>
<td></td>
</tr>
<tr>
<td>triggerEvent(Event p)</td>
<td></td>
</tr>
<tr>
<td>getAddr() returns Address</td>
<td></td>
</tr>
<tr>
<td>getName() returns String</td>
<td></td>
</tr>
<tr>
<td>getClock() returns Clock</td>
<td></td>
</tr>
<tr>
<td>start()</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The Measurement and Analysis Interface

<table>
<thead>
<tr>
<th>METHODS OF LOGBOOK CLASS</th>
<th>METHODS OF ACTIVELOGBOOK CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogBook(String name)</td>
<td>ActiveLogBook(Protocol p, String name)</td>
</tr>
<tr>
<td>aggregate(LogBook moreData)</td>
<td>recordProtocolState()</td>
</tr>
<tr>
<td>clear() returns LogBook</td>
<td></td>
</tr>
<tr>
<td>writeData(File directory)</td>
<td></td>
</tr>
<tr>
<td>combineData(File[] inputDirs, File outputDir)</td>
<td></td>
</tr>
<tr>
<td>getName() returns String</td>
<td></td>
</tr>
</tbody>
</table>

4.2 Measurement and Analysis Interface

The Measurement and Analysis Interface provides classes in which to define: (1) the data that should be recorded about a protocol's behaviour during an experimental run, and (2) how that data should be manipulated to provide the final output of the experiment. The core abstraction is a "logbook" - essentially a blank space in which a protocol instance records information, along with methods that define how to process that information. Logbooks are located on Agents. Each protocol instance can have one or more logbook instances associated with it.

The Measurement and Analysis Interface consists of two classes, LogBook and its subclass ActiveLogBook, and one interface, Logger (Table 2). A LogBook stores and manipulates the raw data recorded during an experiment. A Logger interacts with the backend to aggregate the recorded data into a final single location. In order to write an experiment a designer must subclass LogBook to specify the data of interest, and methods for analysing it.

There are two modes in which a logbook can operate - passive and active. When a logbook is passive, the protocol code specifies the data to record. When a logbook is active the logbook code specifies the data to record, a protocol need not contain specific logging code or know of the log's existence. Active logging is better suited when fully experiment-generic protocol code is desired. Passive logging is better suited to detailed measurements that involve recording events as they occur.

The more basic class, LogBook operates in passive mode. In passive mode, a protocol instance must be informed of the a logbook's existence, for example by the logbook instance registering as a listener to the protocol instance. The protocol code specifies what information to store. ActiveLogBook subclasses LogBook to add functionality for recording data independently of a protocol implementation. In active mode a logbook instance holds a pointer to a protocol instance. The data to recorded is specified within the logbook code. When triggered, for instance by a periodic signal from the logger, the logbook calls methods on the protocol to extract data.

Logbooks store data in a distributed manner within the agents which they are monitoring. A backend adaptor implementation of the Logger interface specifies details of how individual logbooks are routed by the experimental system to produce the final output of an experiment at a central location. The Logger combines data from the individual agent logs into a single central logbook instance. The LogBook.aggregate() method is used to specify how data from individual logs should be combined. The LogBook.writeData() method specifies how the final results for an experiment should be recorded to a specified directory, for instance in the form of graphs of tables. The LogBook.combineData() method further specifies how the output produced by the writeData() method for several different experimental runs can be combined into a single set of results.

The AgentScope toolkit contains a supporting package of classes for storing, manipulating, and analysing data and drawing graphs and tables with which logbooks can be implemented. It also contains a set of generic logbooks, for instance for recording, analysing and graphing series or time sequences of values. Additionally, a logger implementation that is built entirely on the Protocol Network Interface is provided. In this case the logger is a protocol that uses messaging to move data, and events to trigger active log functions. For backends that contain specific logging support, such as synchronised triggers for taking system snapshots, a logger implementation can be built that makes optimal use of that support.

4.3 Experimental Control Interface

The Experimental Control Interface provides a means of organising the setup of an experiment in a flexible manner. Both the need to change experiment configuration and the need to port experiments between backends are taken into consideration. The setup and running of an experiment is divided into several parts. First, "experiments" are distinguished from "trials". An experiment is a full experimental scenario while trials are single runs of that sce-
nario. Second, the “core” experimental scenario is separated from the parts of the experiment that may be configured differently in different trials.

The division of purpose is represented by the Experimental Control Interface classes and interfaces: (1) an Environment provides the interface through which to run a series of trials, (2) an Environment captures information about the setup of the backend environment in which the scenario is to be run, (3) an Initializer stores information on the setup of agents for a core experimental scenario, and (4) a Trial stores information on the configuration of a particular trial. (Table 3)

An Experiment provides an interface for running a trial or series of trials. Within an Experiment a designer specifies the Environment or Environments to use, Initializers, a core series of trials to run, and how the output of a series of trials should be combined to give the final experimental results. Experiment provides the basic methods on which user interfaces can be built. The AgentScope toolkit provides a simple command line UI, a web-based UI and a generic file manager that provides methods for running complex series of trials and storing them to a standard directory structure.

An Environment is the part of the adaptor for a given backend end with which an Experiment interacts. An Experiment runs a trial on a backend by calling that backend’s Environment.runTrial() method. The runTrial() method takes an Initializer as input which defines the generic agent setup. Running an experiment on a new backend only requires a switching Environments.

An implementation of Initializer specifies how agents should be set up to run a given scenario, in a backend independent manner. At the start of an experiment a backend creates empty agents, which are then passed to the initializer. The initializer adds the required protocols and logbooks to the agents and sets up the initial connections between them.

A Trial keeps track of trial specific configuration details. An Initializer specifies the setup of a generic scenario, it can be given a Trial instance to query for parameters that may vary between trials. Trials can for example be used to vary the values of variables, the number of agents, protocol implementations used, initial connections between agents, experiment event series, logbooks used, input datasets, etc. An experiment designer can thus define the fixed and variable parts of an experimental setup through defining a core Initializer and a Trial or set of Trials specifying what may change between experiment trials.

5. SAMPLING EXPERIMENT EXAMPLE

Writing an experiment in AgentScope requires developing a protocol to be tested, logbooks to measure its performance, and an experimental setup in which to run. This process is demonstrated for the implementation and testing of a basic sampling protocol, SimpleGossip. A sampling service is a degenerate form of directory service that when queried returns a randomly chosen address of an agent in the system. SimpleGossip is an unsophisticated gossip-based sampling protocol. In gossip-based sampling each agent maintains a cache of items. Each item stores the address of an agent. Pairs of agents periodically “gossip” with each other, exchanging items from their caches. Repeated gossiping creates a continuous mixing procedure in which items become spread randomly throughout the agent caches. When an agent needs a random address, the sampling protocol returns a random item from its cache. Ideally the samples returned by a sampling protocol will follow a uniform random distribution. The exact gossiping procedure, as well as a protocol’s response to node churn, message loss and other underlying system characteristics determine the degree to which it meets this requirement. A detailed discussion of gossip-based sampling is presented in [12].

The following sections provide the bulk of the code needed to implement and test SimpleGossip using AgentScope and some convenience classes from the AgentScope toolkit. First a basic simulation experiment is developed in Sections 5.1-5.3. In Section 5.4 this experiment is extended to a more complex setting involving node churn, and a comparison to an existing protocol in performed. In Section 6 a further version of the experiment is run on a full distributed agent middleware platform, AgentScape [15].

5.1 Protocol Development

The core SimpleGossip protocol, given in the code lines 1-45, is developed on the Protocol Network Interface. SimpleGossip subclasses protocol. Each SimpleGossip instance contains an address-item cache of size C (line 4). Periodically, with some interval t seconds (lines 34-37), each instance chooses a gossip partner and sends it g of the items from its cache (lines 13-16). This agent responds by returning g items from its own cache (lines 17-23). Notice that some time can pass between when a request is sent and the reply is received. No attempt is made to manage the ordering of gossips. Subsequent incoming gossips can be handled in this interval. Nor does SimpleGossip keep track of the requests it makes, or notice when a gossip fails and no reply is received. An agent joins a SimpleGossip protocol by filling its cache with items for its own address, then initiating a gossip with a bootstrap agent already in the protocol (lines 25-31).

1 public class SimpleGossip extends Protocol {
2 int i = 0, C = 25, t = 5, g = 5;
3 Address bootstrapAgent;
4 ItemCache theCache;
5 public SimpleGossip(Address myNode, Address bootstrapAgent) {
6 super(myNode, SimpleGossip.class);
7 this.bootstrapAgent = bootstrapAgent;
8 this.theCache = new ItemCache();
9 }
10 public void start() {
11 setService(myNode); setAddress(myNode);
12 protected void initializeGossip(Address partner) {
13 Item[] toSend = theCache.getRandomItem().getAddress();
14 sendGossipRequest(GossipRequestMessage(partner, toSend));
15 }
16 protected void receiveGossipResponse(GossipResponseMessage msg) {
17 theCache.addItems(msg.getItems());
18 if (msg.isRequest()) {
19 toSend = theCache.getRandomItem().getAddress();
20 sendGossipRequest(GossipRequestMessage(partner, toSend));
21 }
22 }
23 }
24 @Override
25 public void stop() {
26 theCache.removeAllItems();
27 scheduleEventWithDelay("Gossip", t);
28 if (bootstrapAgent == null) {
29 initializeGossip(bootstrapAgent);
30 }
31 }
32 @Override
33 public synchronized void triggerEvent(Event e) {
34 if (e.getName() == "GOSSIP") {
35 scheduleEventWithDelay("Gossip", t);
36 }
37 }
38
39 //...
5.2 Basic Experimental Setup

In the AgentScope Control Interface an initialiser is used to define the basic setup of agents in an experimental scenario (lines 46-61). For the sampling scenario this involves creating a SimpleGossip protocol instance for each agent, and informing each protocol of the bootstrap agent’s address (line 51).

```java
46 public class SamplingInitializer implements Initializer {
47 private int agentCount = 0;
48 Address bootstrapAgent = null;
49 @Override
50 public void initialiseAgent(Agent a, Logger l) {
51 SimpleGossip p = new SimpleGossip(a, bootstrapAgent);
52 if (bootstrapAgent != null)
53 bootstrapAgent = p.getAddress();
54 }
55 @Override
56 public boolean finishAgent() {
57 return true;
58 }
59 @Override
60 public class SamplingExperiment extends Experiment {
61 @Override
62 public void runTrial(Experiment, File outPutDirectory) {
63 FileManager fm = new FileManager(outPutDirectory);
64 LogBook log = new LogBook();
65 Environment env = new Environment();
66 env.setTrialLength(t.getLength());
67 Initialiser ini = new SamplingInitialiser();
68 Logbook results = ini.runTrial(env, log);
69 results.writeData(outputDir);
70 fm.combineOutput();
71 }
72 }

5.3 Measurement

Measurement involves creating a set of logs to record metrics of interest to an experiment. The uniformity of the samples returned by SimpleGossip can be tested by using sampling to estimate the total number of agents, \( N \), in the system [12]. Using the inverted birthday-paradox, let \( x \) be the total number of items seen before two items for the same agent are detected. The estimate of \( N \) is then \( x^2/2 \). Agents can make repeated estimates of the network size by watching the stream of incoming items produced by SimpleGossip. The statistical accuracy of this estimate gives a measure of the uniformity of the distribution from which the samples are drawn.

A listener model is used to allow objects to register to be notified each time SimpleGossip receives a new item. A class, SizeEstimate, watches the item stream and generates size estimates using the inverted birthday-paradox method. In turn SizeEstimate informs listeners registered with it each time a new estimate is generated. These estimates are recorded using the DoubleValueLog class, from the AgentScope toolkit (lines 73-113). DoubleValueLog uses the DataSet class from the AgentScope toolkit to store and analysis values (line 74). The Chart class from the AgentScope toolkit is used to produce graphs of these values (lines 92-104).

In order to specify the measurements to be made during the experiment, the initializeAgent() method ofSamplingInitializer (lines 50-56) is extended (lines 116-124) to create a SizeEstimate (line 118) and log (line 120) on each agent, and to register each log with the platform logger (line 122). The logger takes care of transferring the values recorded in each agent log to a central log. To gather the data logger calls the clear() method (lines 107-112) on each registered agent log. The logger gives this data to the central log through the aggregate() method (lines 84-88). This central log is specified in Experiment.runTrial() to be another instance of DoubleValueLog (line 69).
system size to be 82.6. With 1000 agents however it gives an average size estimate of 238.7 showing that SimpleGossip is not a precise sampling protocol.

5.4 Extending the Experiment

The experiment described above can be easily extended. Alternative sampling protocols can be tested against SimpleGossip to directly compare performance. Additional metrics can be recorded. Or the environment in which the scenario is run can be modified.

In order to compare SimpleGossip to alternative sampling protocols a SamplingTrial class is created which specifies which protocol to use through a getSamplingProtocol() method. The SamplingInitializer calls this method when setting up an agent (line 51). A library version of the Eddy protocol, described in [12], can then be run in the scenario developed for SimpleGossip simply by creating and using a corresponding SampleTrial.

Analysing different aspects of SimpleGossip’s performance only requires adding or modifying logbooks. For instance, to record how the size estimates produced by the protocol change over time, the DoubleValueLog used by the agents (line 120) can be replaced by a TimeStampedValueLog used by the SamplingExperiment can be replaced with a TimeStepsValueLog (line 69). Both of these are generic logs from the AgentScope toolkit. TimeStampedValueLog extends DoubleValueLog, recording the time at which each value is logged, and TimeStampedValueLog uses these times to divide values into time steps.

Finally, the environmental conditions in which SimpleGossip operates can be modified by configuring the Platform 9 3/4 backend. The simulator can be set to implement churn, causing agents to fail over time and adding new agents by calling the P934Environment.setChurn() method after creating the environment in SamplingExperiment.runTrial() (line 65).

Figure 2 shows the end result of these changes. The figure compares the ability of SimpleGossip and Eddy to estimate system size over time in a system with churn and an average size of 1000 agents. It highlights an important failing of SimpleGossip, as the agent set changes the item set is not adapted, resulting in the quality of samples degrading over time. Eddy shows that a more complex protocol can manage the item set in a way that allows it to estimate system size fairly accurately.

6. BACKENDS

The network, measurement, and control interfaces abstract the experimental environment in which protocols are tested. In order to use an alternative platform with a experiment written on the AgentScope interfaces an experimenter need only write a small set of adaptor classes. A backend adaptor maps the abstract concepts from the AgentScope interfaces onto concrete implementa-

7. DISCUSSION

The design of AgentScope centres on increasing the potential impact of experimental work. The example in Section 5 demonstrates the following improvements over an ad-hoc platform-specific approach to experimental design:

• Explicit services: Rather than viewing services as being provided by the backend platform, services (protocols) are moved above the experimental interface. This ensures that the full cost and complexity of an agent algorithm is clearly visible. It also widens the range of platforms and the range of agent conditions within a platform. While backends all provide the same basic functionality, they may vary significantly in the performance guarantees they provide for those functions. For instance a simulator may guarantee that messages will always be delivered with minimal delay, while in an emulation environment message and agent failures may be common occurrences. Different environments also include different support functions. Single machine environments can easily provide support for precise measurements of agent behaviour. In distributed environments measurement can require expensive coordination and communication, and thus may necessarily be less detailed. It is therefore natural that as a protocol proceeds through the development cycle the most appropriate environment for testing it will change.

In the example experiment the Platform 9 3/4 simulator can be replaced by the AgentScape agent middleware [15] simply by changing which Environment is created in line 65. Figure 3 compares the size estimate distributions for the Eddy protocol on 50 agents running in AgentScape and on Platform 9 3/4. Each backend has its advantages and disadvantages. Since AgentScape is a full agent operating system, testing is not limited to aspects that were designed into the environmental model. Run with the 1 second gossip interval, t, used in the original experiments, the Eddy protocol swamps AgentScape communications. Gossiping protocols are often designed assuming low-cost communication methods, such as UDP [3], while AgentScape communication is designed to be reliable and to maximise security. The “AgentScape Congested” trial shows that messages timing out in Eddy results in an under-estimate of the system size. Slowing the gossip rate to 10 seconds shows that Eddy performs roughly equally both in simulation and in the real environment, indicating that it does not have any inadvertent dependencies on shared data or the synchronised timing of the simulation environment. AgentScape, however, is limited to testing smaller numbers of agents than the simulator since each AgentScape agent runs as one or more threads, nor can it easily be setup to mimic churn. Run on AgentScape, the deficiencies of the SimpleGossip protocol seen in Figures 1 and 2 would not be as apparent.

Figure 1: Size estimates: basic simulations.

Figure 2: Size estimates: 1000 agents with churn.
models that can be supported. Finally, it allows AgentScope to be limited to a small simple interface that is easier to adopt and integrate with existing work.

- **Parity of protocol, scenario, and measurement:** By giving the interfaces for protocol development, experiment development and measurement equal weight, the need for reusability of all three is emphasised. An agent or protocol designer need not start from scratch, but can use existing services, scenarios and metrics. This allows researchers to focus on developing and testing the novel aspect of their ideas.

- **Abstraction of platform type:** Experiments are not specific to one type platform. The reusability of code over different stages in the development cycle is improved, and direct comparisons of performance on different platforms can be made. This has implications for the backends used, each platform need no longer provide a full solution. Timing is an important example, rather than requiring that distributed platforms include the ability to do tests with synchronised time or to create system snapshots, an approach can be used where these tests are done on a simpler centralised platform, and other metrics used to confirm that performance does not change when an experiment is run in a distributed setting.

8. CONCLUSIONS AND FUTURE WORK

This paper examines a comprehensive, long-term approach to multi-agent systems development, and in particular the experimental phases of development. A survey of recent experimental work observes a scarcity of experimental work in the later stages of development, along with a limited level of code reuse. AgentScope, a small set of interfaces on which platform generic experiments can be built is presented. The AgentScope interacts abstract agent communication, the full setup of experimental scenarios and performance measurement. A demonstration experiment shows how AgentScope can support rapid development of flexible and reusable experiments. AgentScope promotes a view of the multi-agent systems development process as a long-term research effort by a community of researchers, developing ideas from theory to practice. AgentScope’s design centres around improving researchers’ ability to transfer ideas between projects, groups, or institutions. The aim is to enable a comprehensive development process by improving the reusability of all parts of an experiment. Improvements in reusability support the creation of libraries of protocols, scenarios and metrics that can allow researchers to quickly incorporate previous work into their own experiments. With such changes, experiments become more easily reproducible, and new algorithms can be directly compared to old, making improvements and tradeoffs clear. Published libraries of scenarios, in which practitioners share their experience of expected use-cases, can be created, enabling input from industry experts to be incorporated in academic work.

Future work involves developing libraries of protocols, scenarios and metrics. Current work in this area focuses on the domain of distributed energy resource management, a highly multi-disciplinary field. The aim is to show that sophisticated agent-based experimentation can be made accessible to a broad audience. The Measurement package and Web Interface package for the AgentScope toolkit are also under development.
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ABSTRACT
We present AgentSpeak(RT), a real-time BDI agent programming language based on AgentSpeak(L). AgentSpeak(RT) extends AgentSpeak intentions with deadlines which specify the time by which the agent should respond to an event, and priorities which specify the relative importance of responding to a particular event. The AgentSpeak(RT) interpreter commits to a priority-maximal set of intentions: a set of intentions which is maximally feasible while preferring higher priority intentions. We prove some properties of the language, such as guaranteed reactivity delay of the AgentSpeak(RT) interpreter and probabilistic guarantees of successful execution of intentions by their deadlines.
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1. INTRODUCTION
Belief-Desire-Intention (BDI) based agent programming languages facilitate the development of rational agents specified in terms of beliefs, goals and plans. They allow an agent to balance deliberating about which plan to adopt in response to events (changes in its beliefs or goals) and executing its current intentions. An agent is rational if it adopts and executes intentions which achieve its goals, given its current beliefs.

If an agent’s task environment is real-time, the requirements for rational behaviour are more complex. In a real-time environment, the events to which the agent must respond are characterized by a deadline, e.g., the time by which a goal must be achieved or the agent must respond to a change in its beliefs. In such an environment, a rational agent should not adopt an intention which it believes cannot be successfully executed by its deadline or continue to execute an intention after its deadline. For example, an agent should not adopt an intention of writing a research proposal which must be submitted by 4pm on Friday if there is insufficient time to write the proposal. Similarly, if the agent believes it cannot achieve every goal or respond to every change in its environment by the relevant deadline, it should adopt intentions for the highest priority events which are feasible.

We define a real-time BDI agent as one which is rational in this sense, i.e., it adopts and schedules intentions so as to respond to events by their deadlines: if not all events can be processed by their deadlines, the agent favours intentions responding to high priority events. For a real-time BDI agent, correctness of the agent’s program depends not only on the actions the agent performs but the time at which it performs them. However programming real-time BDI agents in most existing BDI languages is hard as they lack the notion of a deadline or the ability to deliberate about the feasibility of intentions.

In this paper we present AgentSpeak(RT), a programming language for real-time BDI agents in applications such as UAVs, process control, trading agents, etc. AgentSpeak(RT) extends AgentSpeak(L) [9] with deadlines and priorities, and, given the estimated execution time of plans, schedules intentions so as to achieve a priority-maximal set of intentions by their deadlines with a specified level of confidence. Real-time tasks can be freely mixed with tasks for which no deadline and/or priority has been specified, and if no deadlines and priorities are specified, the behaviour of the agent defaults to that of a non real-time BDI agent. We prove a number of properties of AgentSpeak(RT), including that the reactivity delay of an AgentSpeak(RT) agent is bounded, that it commits to a priority-maximal set of intentions, and that in a static environment its intentions will complete successfully by their deadlines with specified confidence. We also develop a model of the ‘difficulty’ of the agent’s environment, and show how it can be used to determine the priority of intentions which will complete successfully by their deadlines with specified confidence. A key contribution of the paper is the analysis of real-time guarantees for BDI agents and how these can be achieved within a BDI programming framework. Although our approach to real-time BDI agents is developed in the context of a particular BDI agent programming language, we believe it can be applied to other BDI-based agent programming languages.

The remainder of this paper is organised as follows. In section 2 we present the syntax of AgentSpeak(RT) and briefly describe the execution cycle of the AgentSpeak(RT) architecture. In section 3 we show that under certain reasonable assumptions, the time required to execute a single cycle of the AgentSpeak(RT) interpreter (and hence the reactivity delay of the agent) is bounded. We also prove that an AgentSpeak(RT) agent commits to a priority-maximal set of intentions, and that in a static environment its intentions will
complete successfully by their deadlines with specified confidence. In section 4 we develop a model of the ‘dynamism’ of the agent’s environment, and show how it can be used to determine the priority of intentions which can be reliably scheduled, and to estimate the probability that a scheduled intention of given priority will be displaced from the schedule by the arrival of an intention of higher priority. Finally, in sections 5 and 6 we briefly review related work and conclude.

2. THE AgentSpeak(RT) ARCHITECTURE

In this section we introduce the AgentSpeak(RT) agent programming language and its associated interpreter.

We assume that an AgentSpeak(RT) agent operates in a real-time task environment in which events (external goals and changes in the agent’s beliefs about its environment) may be associated with a deadline and/or a priority. The agent responds to events by adopting and executing intentions. A developer can specify a required level of confidence for the successful execution of intentions in terms of a probability, $\alpha$, and the agent schedules its intentions so as to ensure that the probability that intentions complete by their deadlines is at least $\alpha$.

2.1 Beliefs and Goals

The agent’s beliefs represent its information about its environment, e.g., sensory input, information about other agents, etc. Beliefs are represented as ground atomic formulas. For example, the agent may believe that client1 is a client, and that good1 is the type of good that the agent buys:

client(client1)

buys(good1)

A belief atom or its negation is referred to as a belief literal. A ground belief atom is called a base belief, and the agent’s belief base is a conjunction of base beliefs.

A goal is a state the agent wishes to bring about or a query to be evaluated. An achievement goal, written $g(t_1, \ldots, t_n)$ where $t_1, \ldots, t_n$ are terms, specifies that the agent wishes to achieve a state in which $g(t_1, \ldots, t_n)$ is a true belief. A test goal, written $\neg g(t_1, \ldots, t_n)$, specifies that the agent wishes to determine if $g(t_1, \ldots, t_n)$ is a true belief. For example, the goals

$!\text{bid(client1, a101, price1)}$

indicate that the agent should bid price1 in auction a101 on behalf of client1, and determine if client1 has sufficient credit to cover price1.

2.2 Events

Changes in the agent’s beliefs or the acquisition of new achievement goals give rise to events. An addition event, denoted by $+$, indicates the addition of a base belief or an achievement goal. A deletion event, denoted by $-$, indicates the retraction of a base belief.

We distinguish between internal and external events. An external event is one originating in the agent’s environment while internal events result from the execution of the agent’s program. As in AgentSpeak(L), all belief change events are external, while goal change events may be external (goals originated by a user or another agent) or internal (subgoals generated by the agent’s program in response to an external event).

To allow the specification of real-time tasks, external events may optionally specify a deadline and a priority. A deadline specifies the time by which a goal should be achieved or the agent should respond to a change in its beliefs. Deadlines are expressed as real time values in some appropriate units, e.g., a user may specify a deadline for a goal as “4pm on Friday”. Deadlines in AgentSpeak(RT) are hard—it is assumed that there is no value in achieving a goal or responding to a belief change after the deadline has passed. A priority specifies the relative importance of achieving the goal or responding to a belief change. Priorities define a partial order over events and are expressed as non-negative integer values, with larger values taken to indicate higher priority. For example, the events

$$+!\text{bid(client2, a102, price2)[1010, 15]}$$

$$+\text{auction(a201, good1)[1060, 10]}$$

indicates the acquisition of a goal to bid price2 on behalf of client2 in auction a102 with deadline 1010 and priority 15, and a new belief that good1 is being offered in auction a201, with deadline 1060 and priority 10. By default the deadline is equal to infinity and the priority is equal to zero.

2.3 Plans

Plans specify sequences of actions and subgoals an agent can use to achieve its goals or respond to changes in its beliefs. The head of a plan consists of a triggering event which specifies the kind of event the plan can be used to respond to, and a belief context which specifies the beliefs that must be true for the plan to be applicable. The body of a plan specifies a sequence of actions and (sub)goals to respond to the triggering event.

Actions are the basic operations an agent can perform to change its environment in order to achieve its goals. Actions are denoted by action symbols and are written $a(t_1, \ldots, t_n)$, where $a$ is an action symbol and $t_1, \ldots, t_n$ are the (ground) arguments to the action. For example, the action

$$\text{send-bid(a102, price2)}$$

will cause the agent to bid price2 in auction a102. Performing an action may result in changes in the agent’s beliefs when the action’s effects on the environment are sensed at subsequent cycles of the interpreter.

Plans may also contain achievement and test (sub)goals. Achievement subgoals allow an agent to choose a course of action as part of a larger plan on the basis of its current beliefs. An achievement subgoal $!g(t_1, \ldots, t_n)$ gives rise to an internal goal addition event

1For simplicity, we assume that $\alpha$ is the same for all intentions; however the real time guarantees we prove in sections 3 and 4 still hold if $\alpha$ is different for different events.

2In the interests of brevity, we do not consider goal deletion events.
\[ g(t_1, \ldots, t_n) \] which may in turn trigger subplans at the next execution cycle. Test goals are evaluated against the agent’s belief base, possibly binding variables in the plan. For example, the plan
\[
+!\text{bid}(C, A, P) : \text{client}(C) \leftarrow \text{?credit}(C, P); \text{send-bid}(A, P).
\]
is triggered by a request from agent C to bid price P in auction A. If C is a client, then the agent will check that the client has sufficient credit and, if so, make the bid on the client’s behalf.

The BNF for plans is given below:

```
plan ::= event [ "::=" context [ "::=" ] body [ "::=" ] "::=" atomic-formula ]

event ::= "\+\" [ "::=" ] atomic-formula |
        "-\" atomic-formula

context ::= true | literal [ "\\" \" literal ]*

literal ::= atomic-formula | "\not\" atomic-formula

atomic-formula ::= p(t_1, \ldots, t_n)

body ::= true | step [ "\" step ]*

step ::= a(t_1, \ldots, t_n) [ "\!\" atomic-formula ]
        "\?\" atomic-formula
```

where \( p \) and \( a \) are respectively predicate and action symbols of arity \( n \geq 0 \), and \( t_1, \ldots, t_n \) are terms. (As in Prolog, constants are written in lower case and variables in upper case, and all negations must be ground when evaluated.)

### 2.4 Execution Time Profiles

In order to determine whether a plan can achieve a goal by a deadline with a given level of confidence, each action and plan has an associated execution time profile which specifies the probability that the action or plan will terminate successfully as a function of execution time. We assume that plans can be arbitrarily interleaved, and the estimated execution time of a plan is independent of any other plans the agent is currently executing. The expected execution time for an action or plan \( \phi \) at confidence level \( \alpha \) is given by \( et(\phi, \alpha) \). We assume that execution times increase monotonically with \( \alpha \), i.e., in general, to have higher confidence that a plan will complete successfully, we need to allow more time for the plan to execute. The shape of the execution time profile will typically be influenced by the (assumed) characteristics of the environment in which the agent will operate. For example, the probability of a plan to move to a location terminating successfully within a given time may be lower in environments with many obstacles than in environments with fewer obstacles. Execution time profiles can be derived from an analysis of the agent’s actions, plans and environment, or using automated techniques, e.g., stochastic simulation. In the simple case of plans consisting of a sequence of actions, the execution time profile for the plan can be computed from the execution time profiles of its constituent actions. However for plans which contain subgoals, the execution time profile will depend on the relative frequency with which the possible plans for a subgoal are selected in the agent’s task environment.

### 2.5 Intentions

The intention structure contains plans that have been chosen to achieve goals or respond to changes in the agent’s beliefs. Plans triggered by changes in beliefs or the acquisition of an external (top-level) achievement goal give rise to new intentions. Plans triggered by the processing of an achievement subgoal in an already intended plan are pushed onto the intention containing the subgoal. Each intention consists of a stack of partially executed plans, a set of substitutions for plan variables, and a deadline and priority. The set of variable substitutions for each plan in an intention results from matching the belief context of the plan and any test goals it contains against the agent’s belief base. The deadline and priority of an intention are determined by the triggering event of the root plan.

### 2.6 The AgentSpeak(RT) Interpreter

The interpreter is the main component of the agent. It manipulates the agent’s belief base, events and intention structure, enforces the ordering of intentions, and schedules and executes intentions. The agent’s state is a tuple \((B, E, I)\) consisting of a set of base beliefs \(B\), a set of events \(E\), and an (ordered) set of intentions \(I\). We formalize the execution of the interpreter as a sequence of function applications which compute the new state of the agent and an executed action based on its current state and its inputs at the current cycle

\[
(B', E', I'), a = exec(sched(opt(evt((B, E, I), P, G))))
\]

where \(P\) is a set of percepts, \(G\) is a set of external goal addition events, \(B', E', I'\) are the updated belief, event and intention sets, and \(a\) is an action or null.

The function \(evt\) generates a set of events based on the agent’s percepts \(P\) and external goal addition events \(G\). It updates the belief base \(B\) with the percepts in \(P\) to give an updated belief base \(B'\) and a set of belief addition and removal events \(E_F\), and returns a new state

\[
(B', E_1 = E \cup E_F \cup G, I) = \text{evt}((B, E, I), P, G)
\]

The second function, \(opt\), takes \((B', E_1, I)\) as input and returns a pair consisting of a new state and a set of applicable plans or options \(O\)

\[
((B', \emptyset, I_1), O) = \text{opt}((B', E_1, I))
\]

In contrast to AgentSpeak(L) which processes a single event at each interpreter cycle, to ensure reactivity, AgentSpeak(RT) iterates through \(E_1\), and, for each event \(e \in E_1\), generates a set of applicable plans \(O_e\). A plan is relevant if its triggering event can be unified with \(e\) and a relevant plan is applicable if its belief context is true in \(B'\). In general, there may be many applicable plans or options for each event. A selection function \(S\) chooses one of these plans for each event to give a set of options \(O = \{ S_0(O_e) \mid e \in E_1 \}\). \(S_0\) is a partial function, i.e., it is not defined if \(O_e = \emptyset\). If the event was triggered by a subgoal of an existing intention, failure to find a applicable plan for the subgoal, i.e., \(O_e = \emptyset\), aborts the intention which posted the subgoal and the intention is removed from \(I\) (hence the change from \(I\) to \(I_1\)).

The third function, \(sched\), takes \((B', \emptyset, I_1)\) as input and returns a new state

\[
(B', \emptyset, I_2) = \text{sched}((B', \emptyset, I_1), O)
\]

For each plan \(\pi\) in \(O\), it either pushes \(\pi\) on to the top of the existing intention in \(I_1\) that generated the triggering event (if the triggering event for \(\pi\) was internal), or creates a new intention \(\tau\) and adds it to a set \(I_E\) (if the triggering event for \(\pi\) was external). \(I_2\) is the result of applying the scheduling algorithm (see Algorithm 2 below) to \(I_1 \cup I_E\). The scheduling algorithm returns a set of feasible intentions in deadline order (earliest deadline first).

Finally, \(exec\) takes \((B', \emptyset, I_2)\) as input and returns a pair consisting of a new state and an executed action

\[
((B', E', I'), a) = exec((B', \emptyset, I_2))
\]

where \(I'\) is the result of executing the first intention in the schedule \(I_2\). \(E'\) contains any internal goal addition event generated by executing the intention, and \(a\) is the action executed (or null if no action was executed). Executing an intention involves executing
the first goal or action of the body of the topmost plan in the stack of partially executed plans which forms the intention. Executing an achievement goal adds a corresponding internal goal addition event to \(E'\). Executing a test goal involves finding a unifying substitution for the goal and the agent’s base beliefs. If a substitution is found, the test goal is removed from the body of the plan and the substitution is applied to the plan. If no such substitution exists, the test goal is not removed and may be retried at the next cycle. Executing an action results in the invocation of the Java code that implements the action. If the action completes within its expected execution time \(et(a, \alpha)\), it is removed from the body of the plan. Actions which time out are not removed and may be retried at the next cycle. The executed action is returned as \(a\). Reaching the end of a plan (denoted by \(true\) below) causes the plan to be popped from the intention and any substitutions for variables appearing in the head of the popped plan are applied to the topmost plan in the intention.

\[\text{Algorithm 1 AgentSpeak(RT) Interpreter Cycle}\]

\[
E := E \cup G \cup \text{belief-events}(B, P) \\
B := \text{update-beliefs}(B, P)
\]

for all \((e, \tau) \in E\) do

\[O_e := \{\pi \mid \phi \text{ is an applicable unifier for } e \text{ and plan } \pi}\]

\[\pi \theta := S(\pi(O_e))\]

if \(\pi \theta \neq \emptyset\) and \(\tau \not\in I\) then

\[I := I \cup \pi \theta\]

else if \(\pi \theta \neq \emptyset\) and \(\tau \in I\) then

\[I := (I \setminus \tau) \cup \text{push}(\pi \theta, \tau)\]

where \(\sigma\) is an mgu for \(\pi \theta\) and \(\tau\)

else if \(\pi \theta = \emptyset\) and \(\tau \in I\) then

\[I := I \setminus \tau\]

end if

end for

\[I := \text{SCHEDULE}(I)\]

if \(I \neq \emptyset\) then

\[
\tau := \text{first}(I)
\]

if \(\text{first}(\text{body}(\text{top}(\tau))) = \text{true}\) then

\[\pi := \text{pop}(\tau), \pi' := \text{pop}(\tau)\]

\[\text{push}(\text{head}(\pi') \leftarrow \text{rest}(\text{body}(\pi'))) \theta, \tau\]

where \(\theta\) is an mgu such that \(\text{head}(\pi\theta) = \pi'\theta\)

else if \(\text{first}(\text{body}(\text{top}(\tau))) = !\text{g}(t_1, \ldots, t_n)\) then

\[E := \{\alpha \mid \text{g}(t_1, \ldots, t_n)\}\]

\[\text{else if } \text{first}(\text{body}(\text{top}(\tau))) = !\text{g}(t_1, \ldots, t_n)\text{ then}\]

\[\text{if } \alpha \land \text{g}(t_1, \ldots, t_n)\text{ is an answer substitution then}\]

\[\pi := \text{pop}(\tau)\]

\[\text{push}(\text{head}(\pi) \leftarrow \text{rest}(\text{body}(\pi))) \theta, \tau\]

end if

else if \(\text{first}(\text{body}(\text{top}(\tau))) = a(t_1, \ldots, t_n)\) then

\[\text{if } \alpha \land a(t_1, \ldots, t_n)\text{ then}\]

\[\pi := \text{pop}(\tau)\]

\[\text{push}(\text{head}(\pi) \leftarrow \text{rest}(\text{body}(\pi))) \tau\]

end if

\]

end if

\]

end if

\]

The interpreter code is shown in Algorithm 1. The functions \(\text{head}\) and \(\text{body}\) return the head and body of an intended plan, and \(\text{first}\) and \(\text{rest}\) are used to return the first and all but the first elements of a sequence. The function \(\text{top}\) returns the topmost plan in an intention. The function \(\text{pop}\) removes and returns the topmost plan of an intention and the function \(\text{push}\) takes a plan (and any substitution) and an intention and pushes the plan onto the top of the intention. The function \(\text{execute}\) takes an action and an expected execution time, and executes the action for at most the expected execution time. It returns true if the action completes successfully within its expected execution time; otherwise it returns false.

The scheduling algorithm is shown in Algorithm 2. The set of candidate intentions is processed in descending order of priority. A candidate intention is added to the schedule if it can be inserted into the schedule in deadline order while meeting its own and all currently scheduled deadlines. A set of intentions \(\tau_1, \ldots, \tau_n\) is feasible if there exists a schedule where each intention is executed before its deadline. To check whether a schedule exists for a set of intentions ordered earliest deadline first, it suffices to check that for every scheduled intention \(\tau_i\)

\[\sum_{j \leq i} et(\tau_j, \alpha) - ex(\tau_j) \leq d(\tau_i)\]

where \(et(\tau_j)\) is the time \(\tau_j\) has spent executing up to this point, and \(d(\tau_i)\) is the deadline for \(\tau_i\). That is, the sum of expected remaining execution time of intentions scheduled earlier than \(\tau_i\), including \(\tau_i\) itself is less than the deadline of \(\tau_i\). A set of tasks is feasible iff they can be scheduled earliest deadline first [7]. Intentions which are not feasible in the context of the current schedule or which have exceeded their expected execution time are dropped.

\[\text{Algorithm 2 AgentSpeak(RT) Scheduling Algorithm}\]

\[
\text{function SCHEDULE}(I)\]

\[\Gamma := \emptyset\]

for all \(\tau \in I\) in descending order of priority do

if \(\{\tau\} \cup \Gamma\) is feasible then

\[\Gamma' := \{\tau\} \cup \Gamma\]

end if

end for

sort \(\Gamma\) in order of increasing deadline

return \(\Gamma\)

end function

The scheduler returns a set of intentions which is ‘maximally feasible’ (no more intentions can be added to the schedule if the scheduled intentions are to remain feasible at the specified confidence level) and moreover, intentions which are dropped are incompatible with some scheduled higher priority intention(s). Scheduling in AgentSpeak(RT) is pre-emptive in that the adoption of a new high-priority intention \(\tau\) may prevent previously scheduled intentions with priority lower than \(\tau\) (including the currently executing intention) being added to the new schedule.

Note that if deadlines and priorities are not specified for external events (and hence \(d = \infty\), \(p = 0\) for all intentions), \(et(\phi, \alpha) = \infty\) for all \(\phi, 0 \leq \alpha \leq 1\), the behaviour of an AgentSpeak(RT) agent defaults to that of a non real-time BDI agent.

2.7 Implementation

We have implemented AgentSpeak(RT) in Java, and the current prototype implementation includes the core language described above and implementations of some basic actions. Additional user-defined actions can be added using a Java API. AgentSpeak(RT) supports

\[3\text{If there are multiple intentions with the same priority and/or deadline, we assume they are processed in a fixed order.}\]

\[4\text{The real time guarantees we prove in section 3 still hold in some circumstances if intentions that exceed their expected execution time are not dropped, but it complicates the presentation. The basic idea is that an intention } \tau \text{ which has exceeded its expected execution time has its priority reduced to } 0. \tau \text{ will only be scheduled if, after scheduling all higher priority intentions, there is sufficient slack in the schedule to execute at least one step in } \tau \text{ before its deadline. Given sufficient slack in the schedule, } \tau \text{ can therefore still complete successfully. It will be however dropped if it exceeds its deadline.}\]
two mechanisms for defining primitive actions: writing a class which implements the ExternalAction interface, and direct invocation of methods in existing Java legacy code.

2.8 Example

In this section we sketch a simple example AgentSpeak(RT) agent and show how it allows the specification of tasks with priorities and deadlines.

Consider a trading agent which buys commodities in an electronic marketplace both on its own behalf and as a broker on behalf of clients. The market operates as a series of concurrent first-price sealed-bid auctions of short duration in which sellers offer goods for sale. Each auction has a deadline by which bids must be received. Once the deadline for an auction has passed, the market determines the highest bid and notifies successful agents of their purchase and remaining credit level. The trading agent responds to two kinds of events: requests from clients to make a specified bid on their behalf in a particular auction, and notifications of new auctions where the agent may decide to bid on its own behalf. The deadline of an event is the deadline for bids for the corresponding auction, and priorities are assigned to events based on the importance of the client (for client requests) and the type good sold in the auction (for auction notifications). The agent’s primary role is as a broker, so the priority of auction notification events is lower than that of client requests. When the agent receives a request to bid in an auction, it checks that the requesting agent is a client and that the client has sufficient credit before making the bid. When it receives notification of a new auction, the agent may decide to bid on its own account. Determining what price it should offer depends on the type of good offered for sale. We require that scheduled intentions complete by their deadlines with probability \( \alpha = 0.9 \).

The agent’s program is shown below.

Beliefs:
- client(client1)
- client(client2)
- credit(client1, price1)
- credit(client2, price2)
- credit(agent, price3)
- buys(good1)
- buys(good2)

Plans:
- +bid(C, A, P) : client(C) <- ?credit(c, P); send-bid(A, P).
- +auction(A, G) : buys(G) <- price(G, P); ?credit(agent, P); send-bid(A, P).

At time 1000 the agent receives the following events.

+bid(client1, a101, price1)[1100, 20] A request from client1 to bid price1 in auction a101. The deadline for this event is 1050 and the client is important so the priority of this event is 20.

+bid(client2, a102, price2)[1010, 15] A request from client2 to bid price2 in auction a102 with deadline 1010 and priority 15.

+auction(a201, good1)[1060, 10] A notification of an auction a201 offering good1 with deadline 1060 and priority 10.

These events trigger instances of the two plans in the agent’s program to give three candidate intentions, \( \tau_1 \) (plan 1 with triggering event client1), \( \tau_2 \) (plan 1 with triggering event client2) and \( \tau_3 \) (plan3 with triggering event a201). The expected execution time of \( \tau_1 \) and \( \tau_2 \) (plan 1) at the specified confidence level \( \alpha = 0.9 \) is 20. The expected execution time of \( \tau_3 \) (plan 2), which involves determining what price the agent should bid, is 50. \( \tau_3 \) is not feasible, and is dropped. \( \tau_1 \) and \( \tau_3 \) are feasible and are scheduled in deadline order: \( \tau_1 \) is scheduled first from 1000–1050, as it has the earliest deadline, followed by \( \tau_3 \) from 1050–1070. The agent starts execution of \( \tau_1 \).

Consider a new event arriving at time 1030 while \( \tau_2 \) is still executing (e.g., after the step \( \text{price} \)(good1, P) has been executed but not \( \text{credit} \)(agent, P)). The new event is a request for the agent to bid in auction a103 for client2: +bid(client2, a103, price2). The deadline is 1065 and priority is 15, and the resulting candidate intention, \( \tau_4 \) has an expected execution time of 20. \( \tau_1 \) and \( \tau_4 \) are inserted into the new schedule in deadline order. However it is not possible to schedule \( \tau_3 \) by its deadline—its expected completion time exceeds its deadline by 20. (Note that it doesn’t matter the order in which \( \tau_3 \) and \( \tau_4 \) are scheduled, they cannot both be achieved by their deadline.) \( \tau_3 \) is therefore dropped, and the agent begins to execute \( \tau_4 \).

While the plans and events in this example are extremely simple, it illustrates how the agent continually updates its scheduled intentions in response to events to give a priority maximal set of intentions that can be achieved by their deadlines with confidence \( \alpha \).

3. Real-Time Agency

In this section we show that under certain assumptions (which we believe are reasonable for real-time applications), the time required to execute a single cycle of the AgentSpeak(RT) interpreter (and hence the reactivity delay of the agent) is bounded. We also show that an AgentSpeak(RT) agent commits to a priority-maximal set of intentions, and that, given a fixed schedule, the probability that an intention will complete successfully by its deadline is \( \alpha \).

We make the following assumptions about the agent’s program and task environment:

1. the set of possible beliefs has a fixed maximal size (for example, the set of possible beliefs can be restricted to the set of ground instances of any atomic formula appearing in a belief context or a test goal for a finite set of constants);
2. the set of possible goals has a fixed maximal size (for example, the set of possible goals can be limited to the set of ground instances of any atomic formula appearing in an achievement goal for a finite set of constants);
3. the maximal possible interval between the arrival time and deadline of any event is a constant \( d_{\text{max}} \);
4. the minimal expected execution time for any plan is a constant \( t_{\text{min}} \); and
5. there is a maximal expected execution time, \( t_{\text{max}} \), for any action in the agent program (e.g., \( t_{\text{max}} = \text{max}(t(a, \alpha)) \) for any action \( a \) at the specified \( \alpha \))

**Theorem 1.** If the sets of possible beliefs and goals, the maximal expected action execution time and the maximal distance to deadline have a fixed maximal size, and the minimal plan execution time has a fixed minimal size, then the time required to execute a single cycle of the AgentSpeak(RT) interpreter is bounded by a constant \( \delta \).

**Proof.** The time required to compute \( evt \) depends on the size of the sets \( P \) and \( G \). If the set of all possible beliefs is limited to a fixed finite set of ground belief atoms (assumption 1 above), then the number of possible percepts \( |P| \) is bounded by a constant.
If the set of all possible agent goals is similarly limited (assumption 2), then the number of possible goals \(|G|\) is also bounded by a constant. This means that \(|E|\) and \(|B|\) are also bounded by a constant at all stages of the cycle.

The time required to compute \(opt\) is bounded if \(|B|\) is bounded. Computing the set of applicable plans for each event involves evaluating the belief context of each plan whose trigger matches the event against the agent’s beliefs. Assuming that returning the set of plans which match an event is a constant time operation and matching the belief context of a plan against the agent’s beliefs is bounded by a polynomial in \(|B|\), if \(|B|\) is bounded, then the time required to compute \(opt\) is also bounded by a constant. Computing \(sched\) is bounded by a polynomial (in fact, a quadratic function) in \(|I|\). In the worst case, when priority varies with deadline and intentions are inserted into the schedule in order of decreasing deadlines, then the feasibility of each new intention involves checking the feasibility of all currently scheduled intentions. \(|I|\) is bounded if the maximal possible interval between the arrival time and deadline of any event is a constant \(d_{\text{max}}\) (assumption 3), and the minimal expected execution time for any plan is a constant \(t_{\text{min}}\) (assumption 4). Then the maximal possible number of schedulable intentions is bounded by \(d_{\text{max}}/t_{\text{min}}\). By assumption 5, maximum action execution time and hence the time to compute \(exec\) is bounded by a constant \(t_{\text{max}}\).

The total cycle execution time is bounded by a constant \(\delta_e\), which is the sum of the bounds on computing each of the functions.

By the reactivity delay of an agent we mean the time the system takes to recognize and respond to an external event \([4]\) (i.e., the time from the arrival of the event to the selection of a plan for the event or deciding not to respond to the event).

**Theorem 2.** Given assumptions 1-5, the reactivity delay of an AgentSpeak(RT) agent is bounded.

**Proof.** The maximum reactivity delay is for an event which arrives just after the evaluation of \(evt\) begins, which is guaranteed to be responded to by the end of the next agent cycle. Since the agent’s cycle is bounded by \(\delta_e\), the maximum reactivity delay is hence bounded by \(2\delta_e\).

Note that the analogous result does not hold for AgentSpeak(L) [9], even when the set of beliefs and goals are bounded. AgentSpeak(L) processes a single event per cycle, and the order in which events are processed is determined by the event selection function \(S_e\). If \(S_e\) preferentially returns events of a particular type and events of this type arrive sufficiently frequently, then other events will never be processed.

We now show that an AgentSpeak(RT) agent commits to a priority-maximal set of intentions.

**Definition 1.** Consider a set of intentions \(I\). A set \(\Gamma \subseteq I\) is a priority-maximal set of intentions (with respect to \(I\)) if:

1. \(\Gamma\) is feasible;
2. \(\forall \tau \in I\) such that \(\tau \notin \Gamma; \{\tau\} \cup \Gamma\) is infeasible;
3. \(\forall \tau \in I\) such that \(\tau \notin \Gamma\), either \(\{\tau\}\) is infeasible, or \(\exists \Gamma' \subseteq \Gamma: \text{the minimal priority of an intention in } \Gamma'\text{ is greater or equal to } p(\tau)\), and \(\Gamma' \cup \{\tau\}\) is infeasible.

Intuitively, this definition describes a subset of \(I\) which is ‘maximally feasible’ (no more intentions from \(I\) can be added if the intentions are to remain feasible at the specified confidence level) and moreover, intentions in \(I\setminus\Gamma\) are incompatible with some subset of \(\Gamma\) which contains higher priority intention(s). Observe that if all intentions in \(I\) have a unique priority, then there is only one priority-maximal subset of \(\Gamma\), containing the maximal number of highest priority intentions which are jointly feasible.

**Theorem 3.** Given a partially ordered set of intentions \(I = \{\tau_1, \tau_2, \ldots, \tau_n\}\), where \(p(\tau_i) \geq p(\tau_j)\) for \(i < j\), the AgentSpeak(RT) scheduling algorithm generates a priority-maximal set of intentions \(\Gamma \subseteq I\).

**Proof.** Note that the AgentSpeak(RT) scheduling algorithm generates a sequence of sets starting with \(\Gamma_0 = \emptyset\), and sets \(\Gamma_i\) to be \(\Gamma_{i-1} \cup \{\tau_i\}\), \(\tau_i \in I\) if \(\Gamma_{i-1} \cup \{\tau_i\}\) is feasible in deadline order, or \(\Gamma_{i-1}\) otherwise. The last set \(\Gamma_n\) is \(\Gamma\). By construction, \(\Gamma\) is a feasible set of intentions. \(\Gamma\) is also clearly a maximally feasible subset of \(I\): there is no \(\tau \in I\) such that \(\tau \notin \Gamma\) and \(\Gamma \cup \{\tau\}\) is feasible. To prove that it is priority-maximal, let \(\tau_i \in I\), \(\{\tau_i\}\) feasible, and \(\tau_i \notin \Gamma\). We need to show that \(\tau_i\) is incompatible with some subset of \(\Gamma\) which contains only intentions of the same or higher priority than \(p(\tau_i)\). Since the intentions are added to \(\Gamma\) in descending order of priority, when \(\tau_i\) is considered and found incompatible with \(\Gamma_{i-1}\), \(p(\tau_i) \leq \min\{p(\tau') : \tau' \in \Gamma_{i-1}\}\). ⊓⊔

**Theorem 4.** The probability that an intention \(\tau\) will execute successfully in a static environment is equal to \(\alpha\).

**Proof.** Immediate, from the fact that the execution time profiles of plans give us the estimate of duration of the task with the probability \(\alpha\). ⊓⊔

### 4. Dynamic Environments

The guarantees in the previous section are for a static environment and schedule. They do not consider cases where a new intention generated by the arrival of an event cannot be scheduled, or a scheduled intention is dropped as a result of the arrival of a higher priority task. In this section we develop a simple model of task arrival which can be used to characterise the ‘difficulty’ of an agent’s task environment. We show how this model can be used to determine the priority of intentions which can be reliably scheduled in an environment of specified difficulty, and to estimate the probability that an intention of given priority will not be displaced from the schedule by the arrival of an intention of higher priority.

We characterise the agent’s task environment in terms of the average arrival rate and time available for the execution of intentions of a given priority. Let \(\tau_i\) be the average triggering rate of intentions of priority \(i\) (expressed as the number of triggering events / unit time), and \(a_i\) the average time available for their execution, i.e., the difference between the intention’s deadline and the time at which it was triggered. For example, if each external achievement goal has a distinct priority level, \(\tau_i\) and \(a_i\) correspond to the arrival rate and average time to achieve a particular type of goal. We assume that \(a_i \geq \tau_i\) where \(\tau_i\) is the average execution time of intentions of priority \(i\) at the specified confidence level \(\alpha\), i.e., that deadlines advance with the time at which intentions are triggered.
such that intentions are always individually feasible on average. \( t_i \) can be computed from the execution time profiles of the plans in the agent’s plan library for the task environment. The larger \( r_i \) and the smaller the difference between \( a_i \) and \( t_i \), the more difficult the agent’s environment. The larger the value of \( r_i \), the greater the number of intentions the agent must execute in a given period of time; the smaller the value of \( a_i - t_i \), the less time there is to accommodate intentions of priority less than \( i \). In general, the probability that an intention of priority \( j \) will be unschedulable is an increasing function of \( r_i \) and decreases with \( a_i - t_i \) for all \( i > j \).

In the worst case, when the schedule is full and intentions complete their execution just before their deadlines, the long-term average number of intentions of priority \( i \) in the agent’s schedule is given by \( \lambda_i = r_i a_i \). The amount of uncommitted or ‘slack’ time unused by intentions of priority \( i \) in such a schedule is \( s_i = \lambda_i (a_i - t_i) \). We assume that \( s_i \geq 0 \) for all \( i \) given an otherwise empty schedule, i.e., that the average arrival rate and time available for execution of intentions of each priority level are feasible for the agent. For intentions of priority \( i - 1 \) to be reliably scheduled, the total time required for their execution, \( \lambda_{i-1} t_{i-1} \), must be less than \( s_i \). If the maximum priority of any intention is \( m \), then the time available to schedule intentions of priority \( j \) is

\[
s_{j+1} = \lambda_m (a_m - t_m) - \sum_{i=j+1}^{m} \lambda_i t_i
\]

Hence intentions of priority \( j < m \) are typically unschedulable if \( s_{j+1} \ll \lambda_j t_j \). For given values of \( r_i \), \( a_i \) and \( t_i \), we can therefore determine the priorities of intentions which can be typically scheduled.

For a new intention of priority \( j \) to be schedulable, there must be at least \( t_j \) slack in the schedule at level \( j \), i.e., \( s_j \geq t_j \). The amount of slack at priority level \( j \) in the schedule depends on the number of intentions in the schedule at priority levels \( \ldots, m \).

(A new intention of priority \( j \) can displace already scheduled intentions with priority \( < j \) but not already scheduled intentions of priority \( j \) or higher.) Any currently scheduled intentions of priority \( i, j \leq i \leq m \), must have arrived in the last \( a_i \) time units, i.e., between \( -a_i \) and now. The number of intentions of each priority level \( j \), \( \ldots, m \) arriving between times \( -a_j, \ldots, -a_m \) and now can be represented as a vector \( \{f_j, \ldots, f_m\} \) where \( f_i \) for \( i \in \{j, \ldots, m\} \) is the number of intentions of priority \( i \) which arrive within the last \( -a_i \). Thus, for an intention of priority \( j \) to be schedulable, the following must hold:

\[
t_j \leq f_m(a_m - t_m) - \sum_{i=j}^{m} f_i t_i
\]

Let the set of vectors satisfying this condition be

\[
F = \{\langle f_j, \ldots, f_m \rangle : \ f_m(a_m - t_m) - \sum_{i=j}^{m} f_i t_i \geq t_j \}
\]

The probability that an intention of priority \( j \) is schedulable, \( F_j \), is then the probability that at most the number of intentions of each priority level specified by one such sequence of arrivals occurs. If the arrival of triggering events is a Poisson process, the probability that at most \( f_i \) intentions are added to the schedule in time \( a_i \) is given by

\[
F(f_i) = \sum_{x=0}^{f_i} \frac{e^{-\lambda_i} \lambda_i^x}{x!}
\]

That is, the probability that exactly 0 or 1 or 2 or \( \ldots \) or \( f_i \) intentions are added to the schedule in an interval of length \( a_i \). The probability that at most the number of intentions of each priority level specified by one such sequence occurs is then

\[
F_j = 1 - \prod_{\langle f_j, \ldots, f_m \rangle \in F} (1 - F(f_j) \times \ldots \times F(f_m))
\]

We can also determine the probability that a scheduled intention of priority \( j \) is displaced from the schedule by the arrival of a higher priority intention. If the uncommitted time at priority \( m \), \( s_m \), is sufficient to schedule the expected number of intentions of priority \( m - 1 \), then for an intention of priority \( m - 1 \) to be displaced from the schedule, \( s_m = [s_{m-1}/t_{m-1}] \) intentions must be added to the schedule during time \( a_{m-1} \). The expected number of priority \( m \) intentions arriving in time \( a_{m-1} \) is \( \lambda_m = r_m a_{m-1} \). The probability that at least \( s_m \) intentions are added to the schedule in time \( a_{m-1} \) is given by

\[
U(u_m) = 1 - F(u_m - 1)
\]

That is, 1– the probability that exactly 0 or 1 or 2 or \( \ldots \) or \( u_m \) events arrive in an interval of length \( a_{m-1} \).

In general, for a scheduled intention of priority \( j < m \) to be displaced, sufficient intentions of priority \( > j \), with total execution time \( > s_j \), must arrive within a time interval \( a_j \). A set of intentions with priorities \( j + 1, j + 2, \ldots, m \) sufficient to displace an intention of priority \( j \) can be represented as a vector \( \{u_{j+1}, \ldots, u_m\} \) where \( u_i \in \{j + 1, \ldots, m\} \) is the number of intentions of priority \( i \) which arrive within \( a_j \). To displace an intention of priority \( j \) such vectors must satisfy a number of conditions. First, the number of intentions of each priority must be feasible given \( s_j \). Second, the combined execution time of all intentions in the set must be greater than \( s_j \). Third, that the combined execution time of the intentions should exceed \( s_j \) by at most the least execution time of any intention in the set. Let the set of vectors satisfying the conditions be

\[
U = \{\langle u_{j+1}, \ldots, u_m \rangle : \ 0 \leq u_i \leq s_j/t_i, \ \sum u_i t_i > s_j, \ \sum u_i t_i - \min(t_i) \leq s_j \}
\]

That is, the set of all possible sequences of intentions of priority \( > j \) which have combined execution time “just greater” than \( s_j \). The probability that an intention of priority \( j \) is displaced, \( U_j \), is then the probability that at least the number of intentions of each priority level specified by one such sequence occurs

\[
U_j = 1 - \prod_{\langle u_{j+1}, \ldots, u_m \rangle \in U} (1 - U(u_{j+1} \times \ldots \times U(u_m)))
\]

where \( U(u_i) = 1 - \sum_{x=0}^{u_i} e^{-\lambda_i} \lambda_i^x / x! \) as above.

The probability that an AgentSpeak(RT) agent will execute an intention of priority \( j \) to completion is then

\[
E_j = F_j \times (1 - U_j) \times \alpha
\]

For given values of \( r_i \), \( a_i \) and \( t_i \), we can therefore determine the probability that an intention of given priority will not be scheduled, or will be displaced from the schedule by a higher priority intention before it can complete successfully. For example, given the rate at which requests to bid arrive and the time it takes to execute the agent’s plan to process bids, we can determine the probability that an intention to bid will be executed. For different applications and priority levels, different probabilities of execution may be appropriate. If, for the intended application, \( E_j \) is deemed to be too low, the agent developer must either reduce the average triggering rate of intentions of priority \( > j \) or increase \( a_i - t_i \) for \( i \geq j \), e.g., by reducing the execution time of the agent’s plans.
5. RELATED WORK

A number of agent architectures and platforms have been proposed for the development of agents which must operate in highly dynamic environments. For example, the Procedural Reasoning System (PRS) [5] and PRS-like systems, e.g., JAM [6] and SPARK [8], have features such as metalevel reasoning which facilitate the development of agents for real time environments. However, to guarantee real time behaviour, these systems have to be programmed for each particular task environment—there are no general methods or tools which allow the agent developer to specify that a particular goal should be achieved by a specified time or that an action should be performed within a particular interval of an event occurring. In contrast, AgentSpeak(RT) provides a high-level programmatic interface to a standardised real-time reasoning mechanism for tasks with different priorities and deadlines.

Perhaps the work most similar to that described here are architectures such as the Soft Real-Time Agent Architecture [12] and AgentSpeak(XL) [1]. These architectures use the TÆMS (Task Analysis, Environment Modelling, and Simulation) framework [3] together with Design-To-Criteria scheduling [13] to schedule intentions. TÆMS provides a high-level framework for specifying the expected quality, cost and duration of of methods (actions) and relationships between tasks (plans). Like AgentSpeak(RT), methods and tasks can have deadlines, and TÆMS assumes the availability of probability distributions over expected execution times (and quality and costs). DTC decides which tasks to perform, how to perform them, and the order in which they should be performed, so as to satisfy hard constraints (e.g., deadlines) and maximise the agent’s objective function. In comparison to AgentSpeak(RT), TÆMS allows the specification of more complex interactions between tasks, and DTC can produce schedules which allow interleaved or parallel execution of tasks. However the view of ‘real-time’ used in these systems is different from that taken by AgentSpeak(RT). Deadlines are not hard (tasks still have value after their deadline) and no attempt is made to offer probabilistic guarantees regarding the successful execution of tasks. In addition, although DTC can be used in an ‘anytime’ fashion, neither SRTA or AgentSpeak(XL) execute in bounded time. In [11] we described ARTS, a version of PRS which allows the specification of deadlines and priorities, but which does not provide real-time guarantees for the execution of intentions.

6. CONCLUSIONS

The AgentSpeak(RT) architecture provides a flexible framework for the development of real-time BDI agents. An AgentSpeak(RT) agent will achieve a priority-maximal set of intentions by their deadlines with specified confidence. If not all intentions can be achieved by their deadlines, the agent prefers intentions with greater priority. By varying the confidence level, the developer can control the degree of ‘optimism’ the agent adopts when determining the time required to complete a task in a given environment. In task environments requiring a higher level of confidence, the agent will typically allow more time to complete tasks (and so schedule fewer tasks). As tasks are scheduled in priority order, increasing the level of confidence also has the effect of causing the agent to focus more on high priority tasks at the expense of lower priority tasks which might be achievable given a more optimistic view of execution time. Real-time tasks can be freely mixed with tasks for which no deadline and/or priority is specified. Tasks without deadlines will be processed after any task with a specified deadline. If no deadlines or priorities are specified, the behaviour of the agent defaults to that of a non real-time BDI agent. Although the approach to real-time BDI agents we have presented here has been developed in the context of a particular BDI agent programming language, we believe it can be applied to other BDI-based agent programming languages.

AgentSpeak(RT) adopts a single-threaded execution model. While this is appropriate for the majority of real-time applications where the execution times of intentions are relatively short, there are situations where it would be advantageous to be able to execute long-running actions and plans in parallel with other intentions. In future work we plan to extend the AgentSpeak(RT) architecture to allow the parallel execution of intentions as in [2, 10] and investigate alternative approaches to handling plan failure.
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ABSTRACT

Goals are central to the design and implementation of intelligent software agents. Much of the literature on goals and reasoning about goals in agent programming frameworks only deals with a limited set of goal types, typically achievement goals, and sometimes maintenance goals. In this paper we extend a previously proposed unifying framework for goals with additional richer goal types that are explicitly represented as Linear Temporal Logic (LTL) formulae. We show that these goal types can be modelled as a combination of achieve and maintain goals. This is done by providing an operationalization of these new goal types, and showing that the operationalization generates computation traces that satisfy the temporal formula.
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1. INTRODUCTION

A widely-accepted approach to designing and programming agents is the cognitive approach, where agents are modeled in terms of mental concepts such as beliefs, goals, plans and intentions. Of the various concepts that have been used for cognitive agents, a key concept is goals. This is because agents are (by common definition) proactive, and goals are what allow agents to be proactive. It is also noteworthy that (the existence of explicitly represented) goals is one of the clearer differences between (proactive) agents and active objects. Goals have been extensively studied in artificial intelligence and multi-agent systems (e.g. [2, 13, 16, 21]).

Earlier work focused mostly on achievement goals, which represent a desired state that the agent wants to reach. However, increasingly other goal types are being studied such as maintenance goals, which represent a state the agent wants to maintain, and perform goals, which represent the goal to execute certain actions (e.g., [4, 7, 8, 11]). However, only considering a small number of goal types can be limiting, since in practical applications there may be goals that cannot be captured well by achievement or maintenance or perform goals.

To make this discussion more concrete, consider a personal assistant agent that manages a user’s calendar and tasks. One goal the agent may have is booking a meeting. This would typically be modelled as an achievement goal that aims to bring about a state where all required participants have the meeting in their calendar. However, in practice, diaries change, and we want to ensure that the meeting remains in participants’ diaries, and that should a key participant become unable to attend, a new time will be negotiated. This is not captured by an achievement goal. Rather, it is better modelled by a combined “achieve then maintain” goal which achieves a certain condition, and then maintains it over a certain time period. Another task that we might want the agent to undertake is to ensure that booking travel is not done until the budget is approved. Note that budget approval may be under the control (or perhaps just influence) of the agent, i.e. the agent may have plans for attempting to have the budget approved. Alternatively, it may be completely outside the agent’s control, in which case the agent can just wait for it to happen and then enable the travel booking process.

A number of papers have taken this line of research a step further by taking arbitrary Linear Temporal Logic (LTL) formulae as goals [1, 2, 12, 13, 16], rather than considering specific goal types. The advantage of this approach is that it does not restrict the goal types that can be used. However, a possible disadvantage is that it requires extensive alterations of a more basic agent programming framework, the practical implications of which are not yet clear.

Temporal logic is also used by M[M10], but it is used directly for agent execution, whereas we use temporal logic as a design framework for specifying goal types which are mapped to existing implementations of achievement and maintenance goals. Additionally, M[M10] requires a particular format for its rules: all rules are in one of the three forms: start \(\rightarrow \varphi\), or \(\varphi \rightarrow \varphi\) or \(\psi \rightarrow \Diamond \phi\) where \(\varphi\) is a disjunction of literals, \(\psi\) is a conjunction of literals, and \(\phi\) is a positive literal.

In this paper, we propose an approach that is somewhere in between those focusing on a limited set of goal types and those in which arbitrary LTL formulae can be taken as goals. We propose an approach in which goals that are represented by relatively complex LTL formulae are operationalized by translating these LTL formulae to more basic achieve and maintain goals. The advantage of this approach is that the goal types can be integrated in existing
agent programming frameworks that already have an operationalization of achieve and maintain goals. We illustrate the approach by showing how a number of LTL formulae can be translated to achieve and maintain goals.

This paper builds on previous work [19] which presented a unifying framework for goals based on viewing goals as LTL formulae that described desired progressions. This previous work captured existing basic goal types, whereas we propose a framework that allows the use of richer goal types. Section 2 provides a brief description of the unifying framework on which we build. Section 3 presents the new goal types which are formalized and realised in sections 4 and 5. Finally, in Section 6 we conclude the paper and discuss some future directions.

2. A UNIFYING FRAMEWORK FOR GOAL TYPES

This paper builds on the framework of van Riemsdijk et al. [19] in which a goal type is informally considered as a property characterising a set of computation traces. The framework is explained in terms of an abstract architecture for operationalizing goals such as achieve and maintain goals. In particular, the operationalized architecture aims to capture essential aspects of goals in agent programming frameworks in terms of properties of computation traces, abstracting from particular goal types.

The framework models goals as follows. The state includes state-related propositions, which capture the state of the world, as well as propositions of the form done,(a) which capture the performance of actions. This approach takes an abstract view of a goal type as a particular pattern, or structure, of a formula in Linear Temporal Logic (LTL). A given LTL formula corresponds to a set of traces which make it true, and is viewed as a goal in that it allows a given system trace to be classified as satisfying the goal or not.

van Riemsdijk et al. [19] defined four commonly-used goal types: achievement goal, (reactive) maintenance goal, perform goal, and query goal. These goals are classified into a taxonomy (below), and an operationalization is provided for them within a single framework, using a simple execution cycle which was extended with additional rules of the form \((\text{condition, action})\) where actions could be to S, A or D a goal.

A key feature of this approach is that it balances flexibility with being structured enough to ensure desired properties of goals, and hence for it to make sense for the resulting constructs to be called “goals”. A range of desired properties of goals have been identified in the literature. Winikoff et al. [21, Section 2] survey existing literature and, based on this, identify the following desired properties of goals:

1. Persistent: goals should only be dropped for a good reason.

We illustrate the approach by showing how a number of LTL formulae can be translated to achieve and maintain goals.

This paper builds on previous work [19] which presented a unifying framework for goals based on viewing goals as LTL formulae that described desired progressions. This previous work captured existing basic goal types, whereas we propose a framework that allows the use of richer goal types. Section 2 provides a brief description of the unifying framework on which we build. Section 3 presents the new goal types which are formalized and realised in sections 4 and 5. Finally, in Section 6 we conclude the paper and discuss some future directions.

2. Unachieved: goals should not already hold; alternatively, they are dropped when they are achieved.

3. Possible: goals should be dropped when they are impossible to achieve.

4. Known: the agent should be aware of its goals. In implementation terms, this implies a measure of reflectiveness.

5. Consistent: goals should not be in conflict with other adopted goals.

A number of additional properties are identified by [4]. Some of these (Producible/Terminable and Suspendable) simply correspond to the existence of a goal life-cycle. The others (Variable Duration and Action Decoupled) relate to the notion of long term goals that they argue for.

One advantage of the proposed goals framework is that the properties representing a specific goal type can be dealt with in a general and systematic way. Suppose we have a goal \(\phi\) of a certain type. The framework maps \(\phi\) to a goal construct \(g(R, \ldots)\) where \(R\) is a collection of rules (derived from \(\phi\)) that govern transitions between goal states. We can then show that the goal’s realization meets the properties of being persistent, unachieved, and possible, by requiring that the operationalization of \(g(R, \ldots)\) results in the goal being dropped exactly when \(\phi\) becomes known to be true, or known to be impossible. For example, consider the goal to achieve \(p\). This is mapped [19, Section 3.3.1] to \(g(R, \ldots)\) where \(R\) consists of two rules: one to activate the goal when it is adopted, and one to drop the goal when \(s \lor f\) becomes true, where \(s\) is the “success condition”, i.e., when the goal is succeeded, here \(s = p\); and \(f\) is a description of a condition under which the goal becomes impossible to achieve. Here \(f\) depends on properties of \(p\), but may be simply false, if it always remains possible to achieve \(p\). Then it is straightforward to show that, under the operational semantics for goals defined by [19], the goal \(g(R, \ldots)\) is dropped exactly when \(p\) becomes known to be true, or known to be impossible (properties 1–3, above). The property of being known (property 4) is achieved by having an explicit goal base which allows the agent to reflect on which goals it has. Consistency (property 5) concerns interactions between goals, and is beyond the scope of this paper.

3. NEW GOAL TYPES

In this paper, goals are represented explicitly as specific formulae in Linear Temporal Logic (LTL) [9]. While [19] defined the notion of goal as representing preferred progressions, and informally referred to LTL to explain this, the operationalization itself did not use LTL explicitly in the representation of goals. The LTL formulae that we use to represent goals are defined by the following grammar. In addition to basic propositions \((p)\), and standard propositional connectives, it has the temporal connectives \(\langle\text{eventually}\rangle\), \(\Box\) (“always”), and \(U\) (“until”). We use standard abbreviations such as \(T \equiv p \lor \neg p\) and \(\phi_1 \lor \phi_2 \equiv \neg(\neg\phi_1 \land \neg\phi_2)\). Note that we do not use the next \((\diamond)\) connective because the goals we consider in this paper does not use this operator.

\[
\phi ::= p \mid \neg\phi \mid \phi_1 \land \phi_2 \mid \langle\phi \mid \Box\phi \mid \phi_1 U \phi_2
\]

The semantics are the usual ones (given below). They are defined over a model \(M\) which is an infinite sequence of states, where each state is a set of propositions that hold in that state. A formula \(\phi\) is true with respect to a model \(M\) and an index \(i\), indicating the
current state. We use $M_i$ to denote the $i$th state in $M$.

\[
M, i \models p \iff p \in M_i
\]

\[
M, i \models \neg \phi \iff M, i \not\models \phi
\]

\[
M, i \models \phi \land \phi_2 \iff M, i \models \phi_1 \land \phi_2
\]

\[
M, i \models \Diamond \phi \iff \exists k \geq i : M, k \models \phi
\]

\[
M, i \models \Box \phi \iff \forall k \geq i : M, k \models \phi
\]

\[
M, i \models \phi_1 \land \phi_2 \iff \exists k \geq i : M, k \models \phi_2 \text{ and } \forall j \text{ such that } i \leq j < k : M, j \models \phi_1
\]

We now extend the taxonomy of [19] with additional goal types, including those discussed in the introduction. Specifically, the personal assistant agent example introduced new goal types. The first, booking a meeting and then maintaining participant availability, can be formalised as follows. Let $pa$ be short for participantsAvailable, $ms$ be short for meetingScheduled, and $mo$ be short for meetingOccurs, then we represent the goal of booking a meeting as the following LTL formula:

\[\Diamond (ms \land (pa \lor mo))\]

Considering the second goal, not booking travel until the budget has been approved, this can be formalised as:\footnote{This goal would be expected to be used in conjunction with a goal to book travel, $\Diamond bookTravel$.}

\[\neg bookingTravel \land budgetApproved\]

Abstracting from the specific goal instances to general goal types, we have defined goal types of the form $\Diamond (\phi_1 \land (\phi_2 \lor \tau))$ (achieve $\phi_1$ and then maintain $\phi_2$ until $\tau$), and $\phi \lor \tau$ (maintain $\phi$ until $\tau$). We now generalise these goal types by considering a range of ways in which a (non-temporal) property $\phi$ can be required to hold over a number of states.

Consider a multiple-state goal where a (non-temporal) property $\phi$ is required to hold over a number of states in the trace. The taxonomy in the previous section (from [19]) only supports a single multiple-state goal. However, there are a number of ways in which a goal pattern can apply to a sequence of states. It can apply:

1. to all states: $\Box \phi$;
2. at the start of the trace: $\phi \lor \tau$, where $\tau$ is a formula that describes the state at which $\phi$ is no longer required to be true;
3. at the end of the trace: $\Diamond (\tau \land \Box \phi)$, where $\tau$ is a "trigger" formula that describes the state at which $\phi$ begins to be required to be true; or
4. in the middle of the trace: $\Diamond (\tau \land (\phi \lor \tau'))$, where $\tau$ is the starting trigger and $\tau'$ the ending trigger; or
5. it can apply to a number of sub-sequences of states: $\Box (\tau \rightarrow (\phi \lor \tau'))$, where $\tau$ is a trigger that describes a state at which $\phi$ begins to be required to hold, and $\tau'$ describes the states at which $\phi$ is no longer required to hold.

These cases for multiple-state goal types are summarised in Figure 1. Note that in all cases we require that $\phi$ hold at all states within the specified region.

Considering the personal assistant example, the first goal $\Diamond (ms \land (pa \lor mo))$ corresponds to the fourth case above and the second goal corresponds to the second case above. Note that we could also consider a goal where $\neg bookingTravel$ must hold on different sequences of states, e.g. that once there is no more money in the budget ($nmn$) then travel cannot be booked until a (new) budget is approved, formally: $\Box (nmn \rightarrow (\neg bookingTravel \land budgetApproved))$.

We thus define the possible LTL patterns that we allow as multiple-state goal types as follows, where $\phi$ and $\tau$ are propositional (i.e. non-temporal). Instead of only supporting a single type of multiple-state goal, as in previous work, we support the following, which correspond with the cases in Figure 1:

\[G_\text{ms} := \Box \phi \mid \phi \lor \tau \mid \Diamond (\tau \land \Box \phi) \mid \Diamond (\tau \land (\phi \lor \tau')) \mid \Box (\tau \rightarrow (\phi \lor \tau'))\]

We also allow the single-state goal type $\Diamond \phi$. We would like to emphasize that the proposed temporal goal types are by no means exhaustive and that other LTL patterns can be identified to represent other multiple-state goal types as well. Our claim is that the proposed goal types are intuitive in that the corresponding LTL patterns represent desirable execution traces as illustrated by the examples, and that they can be operationalized by means of achieve and maintain goals. We also would like to note that other goal types (e.g., those mentioned in Figure 1) can be represented in our framework as well. For example, the query goal can be represented as $(Bp) \lor \neg (Bp \lor \neg p)$ (where $Bp$ denotes that agent believes $p$ in the current state), the achieve goal as $\Diamond p$, the maintenance goal as $\Box p$, and the perform goal as $\text{done}(a)$, where $\text{done}(a)$ denote the fact that action $a$ is performed.

4. REALISING THE NEW GOAL TYPES

The most characterising feature of our programming approach is to represent goals explicitly as temporal formulae and to operationalize these formulae in terms of achieve and maintain goals. The advantage of this approach is that achieve and maintain goal types have already well-defined operational semantics in some of the existing agent programming frameworks (e.g., 2APL [6], Ja-dex [15], and J ACK [5]) such that our goal types can be used to extend these frameworks.

In order to realise the new goal types in an operational setting, we assume that an agent configuration comprises a belief base, consisting of propositional atoms, and two goal bases. The first goal base, called the temporal goal base, contains goals specified by temporal LTL formulae. The second goal base, called the basic goal base, consists of achieve goals of the form $A(\phi)$ (read as: $\phi$ should be achieved) and maintain goals of the form $M(\phi, \tau)$ (read as: $\phi$ should be maintained until $\tau$), where $\phi$ and $\tau$ are propositional formulae. The maintain goal $M(\phi, \bot)$ represents that $\phi$ should be maintained indefinitely.

The operationalization of temporal goal types can then be defined in terms of operations on temporal and basic goal bases. In this paper, we assume that the achieve and maintain goals have a correct operationalization. In particular, for the achieve goal we assume that if $A(\phi)$ is in the basic goal base, then the agent belief base will eventually entail $\phi$, and for the maintain goals we assume that if $M(\phi, \tau)$ is in the basic goal base, then the agent belief base entails $\phi$ until $\tau$ is entailed by the belief base. The latter assumption thus ensures that there is no need for reaching $\phi$ (typically referred to as reactive maintain goal), since we assume it does not become false once the basic maintain goal has been adopted. The
This notation should not be confused and read as parameterized.

A specific instance of a goal type depending on the application at hand.

The basic maintain goal is thus interpreted as proactive avoiding the violation of desired states. Clearly, our assumption for the achieve goal is realistic as many agent programming languages such as 2APL [6] provide already programming constructs to implement achieve goals with the correct interpretation. Also, our assumption for the maintain goal is realistic as there exist operationalization proposals for the maintain goals [11] that perform lookahead steps to avoid generating execution paths where the goal is violated.

For the purposes of this paper we want to show that our framework realizes temporal goals correctly if we have correct operationalization of achieve and maintain goals. The idea is that the temporal goal ◇φ can be operationalised by adding the achieve goal A(φ) to the basic goal base. Similarly, the temporal goal φ U τ can be operationalised by adding the maintain goal M(φ, τ) to the basic goal base. More complex temporal goals can be operationalized by adding both achieve and maintain goals to the basic goal base, as will be shown in the sequel.

In our framework, goals have a life cycle as illustrated in Figure 2. Both temporal (top) and basic (bottom) goals begin in an initial state (I), and can then be either in active (A) or suspended (S) states. For the reasons explained in the next section, a temporal goal can be adopted entering in a suspended state and a basic goal (either an achieve or a maintain goal) can be adopted entering in the active state. A temporal goal in a suspended state can be activated after which it can be either suspended again or dropped. A basic goal in an active state can be either suspended or dropped.

While temporal goals are assumed to be given by an agent program (specified by an agent programmer), the basic (achieve and maintain) goals are adopted as a consequence of processing temporal goals. In our framework, a temporal goal is dropped if it can be satisfied by adopting an achieve or a maintain goal. A temporal goal is suspended if it can be partially satisfied by adopting an achieve or a maintain goal. For this reason, the actions Drop(X) and Suspend(X) drop and suspend the corresponding temporal goals and, at the same time, add the basic goal X to the basic goal base. This notation should not be confused and read as parameterised drop and suspend actions. Finally, the actions Drop(∅) and Suspend(∅) remove a temporal goal from temporal goal base and leave the basic goal base unchanged.

4.1 Life Cycle for Temporal Goals

In order to specify the state transitions of temporal goals, a set of condition-action pairs is assigned to each temporal goal. The condition of such a pair is a test on an agent’s belief base and the action is to change the goal’s state. The condition-action pairs can be either generic or domain related. A generic condition-action pair specifies a transition for all instances of a goal type while a domain related condition-action pair specifies a transition for a specific instance of a goal type depending on the application at hand.

<table>
<thead>
<tr>
<th>φ</th>
<th>δo(φ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>◇φ</td>
<td>(φ, Drop(∅)), (¬φ, Drop(A(φ)))</td>
</tr>
<tr>
<td>□φ</td>
<td>(φ, Drop(M(φ, ∅))), (¬φ, Suspend(A(φ))), (φ, Activate)</td>
</tr>
<tr>
<td>φ ∨ τ</td>
<td>(φ ∧ τ, Drop(M(φ, ∅))), (¬(φ ∧ τ), Suspend(A(φ ∧ τ))), (φ ∧ τ, Activate)</td>
</tr>
<tr>
<td>◇(τ ∧ □φ)</td>
<td>(φ ∧ τ, Drop(M(φ, τ))), (¬(φ ∧ τ), Suspend(A(φ ∧ τ))), (φ ∧ τ, Activate)</td>
</tr>
<tr>
<td>□(τ → (φ ∨ τ))</td>
<td>(τ ∧ φ, Suspend(M(φ, τ))), (τ ∧ φ, Activate)</td>
</tr>
</tbody>
</table>

The domain related condition-action pairs can be used for various purposes, e.g., to activate temporal goals in domain specific situations in which the goals are likely to be realised (in addition to the generic ones) or to suspend them in situations in which the goals are not likely to be realised (in addition to the generic ones). These domain related condition-action pairs should be designed carefully since otherwise they may cause undesirable behavior. We assume domain related condition-action pairs are assigned to each temporal goal by the agent programmer in order to influence the life cycle of temporal goal based on domain dependent knowledge. We use δo(φ) to refer to the set of generic condition-action pairs of temporal goal φ as specified in Figure 3.

It is important to note that these condition-action pairs are only applicable when goals are in specific states, e.g., goals can only be dropped when they are active and activated when they are suspended. The suspension condition-action pairs can not only fire in the active state, but also when a goal is adopted (which moves the goal into the suspended state). The applicability of condition-action pairs are formally specified by the transition rules in Section 5.1.

The first temporal goal type is characterised as ◇φ, where φ is a non-temporal formula. The first generic condition-action pair assigned to this goal indicates that when φ is entailed by the agent’s beliefs in its current state, then the goal ◇φ can be dropped and no basic goal is added to the basic goal base. In this case, the temporal goal is already believed to be satisfied. The second condition-action pair indicates that if φ is not entailed by the agent’s beliefs in its current state, then the goal ◇φ can be dropped, but simultaneously the agent adopts the achieve goal A(φ) by adding it to its basic goal base. Our assumption that the achieve goal is operationalized correctly ensures that the temporal goal ◇φ will be satisfied by the agent execution. As we will see later on, these drop actions only take place if the temporal goal is in its active state. It should be noticed that there is no condition-action pair to activate this temporal goal. We assume such a condition-action pair is added as a domain related pair by the programmer. An example of such a pair is (τ, Activate), which is a strong activation condition as it indicates that the temporal goal should always be activated.

The second temporal goal type is characterised by □φ, where φ is a non-temporal formula. The first condition-action pair drops the temporal goal and adopts the maintain goal, adding it at the same time to the basic goal base. Again, our assumption of correct operationalisation of maintain goals ensures that the temporal goal will be satisfied, which is why we can drop the temporal when adopting the basic maintain goal. That is, there is no need to suspend and...
reactivate this temporal goal should \( \phi \) no longer be believed, since the latter is assumed not to occur once the basic maintain goal is adopted. Note that a maintain goal \( M(\phi, \bot) \) is adopted in a state that satisfies the maintain condition \( \phi \). The second condition-action pair indicates that the temporal goal \( \square \phi \) should be suspended if \( \phi \) is not entailed by the current agent’s beliefs, while adopting the achieve goal \( A(\phi) \) to pursue a state from which the maintain goal can be maintained. This can occur only when adopting this temporal goal while \( \phi \) does not hold. Since this temporal goal is dropped after activation, it cannot be suspended again from the active state. The third pair ensures that the temporal goal is activated again upon achievement of \( \phi \).

The operationalisation of the third temporal goal type is very much similar to the second one since \( \square \phi \) is equivalent to \( \phi \cup \bot \), i.e., the only difference is that \( \phi \) should be maintained until \( \tau \) holds, and thus not indefinitely as was the case with \( \square \phi \).

The fourth temporal goal type is characterised by \( \diamond (\tau \land \square \phi) \). The first condition-action pair ensures that \( \phi \) is maintained indefinitely if the agent’s current beliefs entails \( \phi \land \tau \). However, if either \( \phi \) or \( \tau \) do not hold, then the temporal goal is suspended and the achieve goal \( A(\phi \land \tau) \) is added to the basic goal base. This ensures that the agent will pursue the condition before maintaining \( \phi \) indefinitely. The third pair ensures that the goal is activated again once the condition \( \phi \land \tau \) is satisfied. We adopt a goal to achieve both \( \phi \) and \( \tau \), and not just \( \tau \), because in the state in which the agent transitions from achieving \( \tau \) to maintaining \( \phi \), we want \( \phi \) to be true (so it can be maintained). This is also the reason why the third condition-action pair has a condition of \( \phi \land \tau \), and not just \( \tau \). These points also apply to the following temporal goal types.

The fifth temporal goal type is characterised by \( \diamond (\tau \land (\phi \cup \tau')) \). The first condition-action pair indicates that if \( \phi \land \tau \) holds, then the temporal goal can be dropped and at the same time the basic maintain goal \( M(\phi, \tau') \) is adopted. Note that if \( \phi \land \tau \) holds, the maintain goal \( M(\phi, \tau') \) ensures that \( \phi \) is maintained until \( \tau' \) is achieved. The second condition-action pair covers the situation where either \( \phi \) or \( \tau \) does not hold. In such a situation, the temporal goal cannot be realized. The temporal goal is therefore suspended, but the basic achievement goal \( A(\phi \land \tau) \) is added in order to achieve the condition for the first condition-action pair and the goal is activated again once this condition is satisfied.

Finally, the sixth temporal goal type is characterized by \( \square (\tau \rightarrow (\phi \cup \tau')) \). The first condition-action pair specifies that when \( \phi \land \tau \) is entailed by an agent’s belief base the temporal goal can be suspended (not dropped) and the basic maintain goal \( M(\phi, \tau') \) adopted. The adopted maintain goal ensures the maintenance of \( \phi \) until \( \tau' \). Note that the temporal goal can be pursued again since it was suspended, instead of being dropped. The second condition-action pair is to activate the temporal goal. Note that the condition of this pair is the same as the condition of the first pair, but that the first pair is applicable only to active goals and the second only to suspended goals. However, in order to avoid a loop (suspend, activate, suspend, . . . ) we impose an additional condition that a suspended goal of this type cannot be activated again until the plan generated for the goal has been performed. Formalising this restriction is straightforward but is omitted for space reasons.

### 4.2 Life Cycle for Basic Goals

Generic condition-action pairs are also assigned to basic goals when they are adopted for a temporal goal. As we will see later, these condition-action pairs implement the generic relation between beliefs and goals, e.g., an achieve goal \( A(\phi) \) is dropped when \( \phi \) is believed and a maintain goal \( M(\phi, \tau) \) is dropped if \( \tau \) is believed.

Note that the second condition-action pair for basic maintenance goals, which activates the goal, is only applicable to suspended goals (as defined in the transition rules in Section 5.2). On the other hand, the last condition-action pair, which drops a basic maintenance goal, can only be applied to an active basic maintenance goal. It should also be observed that our assumption about correct operationalisation of maintain goals implies that the condition of the suspend action is never satisfied, and therefore the basic maintain goal never gets into the suspended state. This condition-action pair is used in cases where the assumption that maintenance goals are correctly operationalised does not hold.

Additionally, a set of domain related condition-action pairs are assigned to each basic goal. Like temporal goals, domain related condition-action pairs for basic goals should be used with care since otherwise they may cause undesirable behavior. The condition-action pairs for basic goals may seem redundant as they do not contribute to the operationalisation of temporal goals. However, these condition-action pairs generalise the presented framework, thus allowing for the design of arbitrary basic goal behaviors, which may be useful for a variety of domain dependent applications. For example, a robot with an achieve goal to be at a certain position will suspend its achieve goal when its battery charge is not sufficient.

### 5. OPERATIONAL SEMANTICS

The operationalization of goal types is accomplished by operational semantics, which indicate possible transitions between agent configurations due to goal processing.

**Definition 1** The agent configuration is defined as a tuple \( (\sigma, \gamma, \gamma_0) \), where \( \sigma \) is the agent’s belief base (a finite set of propositional atoms), \( \gamma \) is the temporal goal base (a finite set of triples of the form \( (\phi, state, \Delta) \) where \( \phi \) is a temporal formula, \( state \) is the state of the temporal goal \( (init, active or suspended) \), and \( \Delta \) is the set of condition-action pairs governing the life cycle), and \( \gamma_0 \) is the base goal base (a finite set of triples of the form \( (g, state, \Delta) \) where \( g \) is one of \( A(\phi) \) or \( M(\phi, \tau) \), or \( M(\phi, \bot) \), and the remaining components are the same as for the temporal goal base). \( A(\phi) \) and \( M(\phi, \tau) \) denote goals to achieve and maintain the non-temporal formula \( \phi \), respectively. The maintain goal \( M(\phi, \tau) \) has an additional argument, a proposition \( \tau \), that indicates the deadline until which \( \phi \) should be maintained.

The operational semantics defines how the agent pursues complex temporal goals in terms of the pursuit of basic achievement and maintenance goals. How the agent pursues basic achievement and maintenance goals is not defined here, and can be found elsewhere (e.g., [19]). We make assumptions about the pursuit of achievement and maintenance goals being operationalised correctly, and then show that, given these assumptions, the semantics given here correctly achieve complex temporal goals.

#### 5.1 Transition Rules for Temporal Goals

Below, we specify transition rules for individual temporal goals, and after that transition rules that lift these to sets of temporal goals. Let \( \phi \) be a temporal goal, \( \delta_2 \) a set of domain related condition-action pair for \( \phi \), and \( \delta_1(\phi) \) be the set of generic condition-action pairs as defined in Section 4.1. Let \( \lambda \) be the generic condition-action pair

<table>
<thead>
<tr>
<th>BGoal</th>
<th>Condition – Action Pairs</th>
<th>λ</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A(\phi) )</td>
<td>( (\langle \phi, Drop \rangle) )</td>
<td>( M(\phi, \tau) )</td>
</tr>
</tbody>
</table>

**Figure 4: Generic Condition-Action Pairs for Basic Goals**
for basic goals as defined in Figure 4. We define \(+(X, \gamma_b)\) (i.e., \(\gamma_b\) extended with basic goal \(X\)) as follows (note that we do not add any domain related condition-action pair to basic goals).

\[
\begin{align*}
\bullet \ +(0, \gamma_b) & = \gamma_b \\
\bullet \ +(X, \gamma_b) & = \gamma_b \cup \{(X, \text{active}, \lambda)\}
\end{align*}
\]

The first two rules below (Adopt1 and Adopt2) define the adoption of a temporal goal \((\phi, \text{init}, \delta_b)\), firstly in the case where there is a condition-action pair to suspend the goal while adopting a basic goal, and secondly where there is no applicable condition-action pair to suspend the goal (no basic goal is added). Note that in both cases, temporal goals are adopted entering in the suspended state. Temporal goals are initially suspended in order to ensure that their corresponding maintain goal is added to the basic goal base only in states where their maintain condition is satisfied. This can be verified by observing the condition-action pairs that add maintain goals to the basic goal base in Figure 3. Note that the application of the first transition rule adds a maintain goal to the basic goal base only for the sixth goal type and only when the condition of the to be added maintain goal is satisfied. In other cases, the temporal goals that would add a maintain goal are suspended without adding the maintain goal to the basic goal base until the maintain conditions are satisfied.

In contrast to temporal goals, basic goals are adopted in an active state (see above in the definition of \(+ (X, \gamma_b)\)). This is because achieve goals can always be activated, i.e., there is no reason why they should be suspended at the start. A maintain goal can also start in an active state since its adoption condition ensures its maintain condition holds as explained above.

It is also important to notice that in the first two transition rules we use generic condition-action pairs only from \(\delta_b\) (and not from \(\Delta\)). This is because domain related condition-action pairs are only used for activation and dropping of the goals, not for their adoption. Finally, observe that the first five transition rules allow transitions from one single temporal goal to a set of temporal goals. This means that these transition rules cannot be applied consecutively. However, the last transition rule is designed to manage the processing of a set of temporal goals in terms of transitions that are derivable from the first five transition rules.

\[
\begin{align*}
\langle c, \Delta \rangle & \in \delta_b(\phi) \quad \sigma \models c \\
\langle \sigma, (\phi, \text{init}, \delta_b), \gamma_b \rangle & \rightarrow \langle \sigma, ((\phi, \text{suspend}, \delta_b) \cup \delta_b(\phi)), \gamma_b \rangle \quad \text{Adopt1}
\end{align*}
\]

\[
\begin{align*}
\bar{\exists} \langle c, \Delta \rangle & \in \delta_b(\phi) \quad \sigma \models c \\
\langle \sigma, (\phi, \text{suspend}, \delta_b), \gamma_b \rangle & \rightarrow \langle \sigma, ((\phi, \text{suspend}, \delta_b) \cup \delta_b(\phi)), \gamma_b \rangle \quad \text{Adopt2}
\end{align*}
\]

The following rule activates a suspended temporal goal.

\[
\langle c, \text{Activate} \rangle \in \Delta \quad \sigma \models c \\
\langle \sigma, (\phi, \text{suspend}, \Delta), \gamma_b \rangle & \rightarrow \langle \sigma, ((\phi, \text{active}, \Delta)), \gamma_b \rangle \quad \text{Activate}
\]

The following rule suspends an active temporal goal and (possibly) adds a basic goal to the basic goal base.

\[
\langle c, \text{Suspend} \rangle \in \Delta \quad \sigma \models c \\
\langle \sigma, (\phi, \text{active}, \Delta), \gamma_b \rangle & \rightarrow \langle \sigma, ((\phi, \text{suspend}, \Delta)), \gamma_b \rangle \quad \text{Suspend}
\]

The following rule drops a temporal goal and (possibly) adds a basic goal to the basic goal base.

\[
\langle c, \text{Drop} \rangle \in \Delta \quad \sigma \models c \\
\langle \sigma, (\phi, \text{active}, \Delta), \gamma_b \rangle & \rightarrow \langle \sigma, (\{\}), \gamma_b \rangle \quad \text{Drop}
\]

The following transition rule specifies how the above rules for single temporal goals (denoted as \(g\)) can be lifted to temporal goal bases. Note that whereas \(g\) is a single goal (a tuple), \(g'\) is a set of goals (either singleton or empty).

\[
g \in \gamma_t \quad \langle \sigma, g, \gamma_b \rangle \rightarrow \langle \sigma, g', \gamma_b' \rangle \quad \text{Lift}
\]

\[
\langle \sigma, \gamma_t, (\text{X, active}, \Delta) \rangle \rightarrow \langle \sigma, \gamma_t, (\text{X, susp, } \Delta) \rangle \quad \text{Suspb}
\]

5.2 Transition Rules for Basic Goals

The following rules specify the life cycle of a basic goal \(X\). The DropBasic rule indicates that if a basic goal is in an active state, then it can be dropped if there is a corresponding condition-action pair for which the condition is satisfied in the current state and the action is a drop action. It should be noted that for a basic achievement goal we have \(\langle \phi, \text{Drop} \rangle\), which indicates that the basic goal \(A(\phi)\) can be dropped when \(\phi\) holds. Similarly, for a basic maintain goal we have \(\langle \tau, \text{Drop} \rangle\), which indicates that the maintain goal \(M(\phi, \tau)\) can be dropped if \(\tau\) holds in the current state.

\[
\langle c, \text{Drop} \rangle \in \Delta \quad \sigma \models c \\
\langle \sigma, \gamma_t, (\text{X, active}, \Delta) \rangle \rightarrow \langle \sigma, \gamma_t, (\text{X, susp, } \Delta) \rangle
\]

5.3 Properties

In the following, we use \(P\) to denote the set of non-temporal propositional formulae, and we use \(\models, \models_{\text{out}},\text{ and } \models_{\text{LTL}}\) to respectively denote propositional entailment, propositional entailment based on the closed-world assumption, and LTL entailment.

We define the transition system \(\Sigma\) to include the rules defined earlier in this section. It is important to observe that the transition system \(\Sigma\) contains other transition rules in addition to those presented in sections 5.1 and 5.2. In particular, \(\Sigma\) is assumed to contain transition rules for action execution, which may change the belief states. As the application of transition rules may be interleaved, possible belief changes may influence the goal life cycles. One assumption that we make about the details of transition system \(\Sigma\) is that the rules defined earlier in this section have a higher priority than other rules. So for instance, if there are two applicable transition rules, say one for deriving/allowing an action execution transition, and the other for the application of a condition-action pair of a goal, then the second transition rule is applied to derive/allow the transition of goal life cycle. This assumption is crucial to show the properties of our transition system in the rest of this section.
Definition 2 Let \( S = (\sigma_1, \gamma_1) \rightarrow (\sigma_2, \gamma_2) \rightarrow \ldots \) be an infinite sequence of configurations generated by the transition system \( \Sigma \). In this sequence, the transition \((\sigma^i, \gamma^i, \gamma'^i) \rightarrow (\sigma^{i+1}, \gamma^{i+1})\) is derived by the application of a transition rule of \( \Sigma \). The sequence \( S \) is called a trace of \( \Sigma \). The trace \( S \) of \( \Sigma \) is called a fair trace if it is generated by a fair run of the transition system, that is, a run in which every transition rule that is enabled infinitely often, is also applied infinitely often.

Note that every finite trace is a fair trace. Furthermore, the priority assumption does not affect fairness, since in any given configuration, there is only a finite number of goal-related transitions that can be applied. In the following, we consider only infinite traces (which can be guaranteed by adding an "idling" rule that transitions a configuration to itself if no other transition rules are applicable). We use \( \sigma^i \), \( \gamma^i \), and \( \gamma'^i \) to denote the ingredients of the \( i \)th state of a trace \( S \).

Definition 3 Let \( S \) be a trace of \( \Sigma \). We define \( B(S) \), called the belief trace of \( S \), to be the LTL-trace \( s = s^1 s^2 \ldots \) (where \( s^i \) is a state assigning a truth value to each atomic proposition), if the following condition holds:

\[
\forall \phi \in P, \forall i \in \mathbb{N} : \sigma^i \models_{cwa} \phi \iff s^i \models \phi
\]

Furthermore, observe that since \( \phi \) is non-temporal, we also have that \( s^i \models \phi \Rightarrow B(S), i \models_{\text{LTL}} \phi \).

The following proposition states that for every trace there is one unique belief trace possible.

Proposition 1 Let \( S \) be a trace of \( \Sigma \). The belief trace \( B(S) \) is uniquely determined by \( S \).

Proof: This proposition is the direct consequence of matching belief bases \( \sigma^i \) with states \( s^i \) using the closed-world assumption. I.e., state \( s^i \) assigns the truth value of propositions based on their truth values in \( \sigma^i \) using closed-world assumption.

Assumption 1 The achieve goal \( A(\phi) \) is properly operationalized by a transition system \( \Sigma \) if the following condition holds for every trace \( S \) of \( \Sigma \):

\[
\forall i : (A(\phi), \text{active}, \Delta) \in \gamma^i \Rightarrow \exists j \geq i : \sigma^j \models_{cwa} \phi
\]

Assumption 2 The maintain goal \( M(\phi, \tau) \) is properly operationalized by a transition system \( \Sigma \) if the following condition holds for every trace \( S \) of \( \Sigma \):

\[
\forall i : (M(\phi, \tau), \text{active}, \Delta) \in \gamma^i \Rightarrow (\exists j \geq i : \sigma^j \models_{cwa} \tau) \land (\forall i \leq k < j : \sigma^k \models_{cwa} \phi) \text{ or } \tau = \bot \land (\forall k \geq i : \sigma^k \models_{cwa} \phi)
\]

The following propositions show that the operational semantics defined in section 5 correctly operationalize complex temporal goals (in \( \gamma^i \)) using the basic achieve and maintenance goals (in \( \gamma^i \)). Generally, correct realisation is the property that if a temporal LTL formula \( \nu \) is in the temporal goal base of state \( i \) and is active, formally \((\chi, \text{active}, \Delta) \in \gamma^i \), then \( B(S), i \models_{\text{LTL}} \chi \). However, since this only holds for the particular goal patterns that have been operationalized, we prove this for each case separately. All propositions are based on assumptions 1 and 2.

Proposition 2 If \((\square \phi, \text{active}, \Delta) \in \gamma^i\), then \( B(S), i \models_{\text{LTL}} \diamond \phi \) for all fair traces \( S \) of \( \Sigma \).

Proof: Case 1: Assume that \( \sigma^i \nmodels_{cwa} \phi \). By the definition of the condition-action pairs for \( \square \phi \) and the transition rule for \( \diamond \phi \), we have that, since \( \diamond \phi \in \gamma^i \), we must have that \( A(\phi) \in \gamma^{i+1} \). Therefore by assumption 1 (and definition 3) we have that \( \exists j \geq i + 1 : B(S), j \models_{\text{LTL}} \phi \) and hence by the semantics of LTL that \( B(S), i \models_{\text{LTL}} \square \phi \).

Case 2: Assume that \( \sigma^i \nmodels_{cwa} \phi \). Hence \( B(S), i \models_{\text{LTL}} \phi \) and 

The following proposition states that a property can be maintained if it already holds.

Proposition 3 If \((\square \phi, \text{active}, \Delta) \in \gamma^i\), and \( \sigma^i \nmodels_{cwa} \phi \), then \( B(S), i \models_{\text{LTL}} \diamond \phi \) for all fair traces \( S \) of \( \Sigma \).

Proof: Since \( \square \phi \in \gamma^i \), by the definition of the condition-action rules and the transition rule for \( \diamond \phi \), we have that \( M(\phi, \bot) \in \gamma^{i+1} \). By assumption 2 and (definition 3), since \( \sigma^i \nmodels_{cwa} \phi \) and \( \forall j \geq i + 1 : \sigma^j \nmodels_{cwa} \phi \), we have \( \forall j \geq i : \sigma^j \nmodels_{\text{LTL}} \phi \) and hence \( B(S), i \models_{\text{LTL}} \diamond \phi \).

The following proposition shows that \( \phi \cup \tau \) is correctly operationalized. It assumes that \( \tau \neq \bot \), since \( \phi \cup \bot = \bot \) is false in LTL.

Proposition 4 If \((\phi \cup \tau, \text{active}, \Delta) \in \gamma^i \), and \( \sigma^i \nmodels_{cwa} \phi \), then \( B(S), i \models_{\text{LTL}} \diamond (\phi \cup \tau) \) for all fair traces \( S \) of \( \Sigma \).

Proof: Since \( \phi \cup \tau \in \gamma^i \), by the definition of the condition-action pairs and of the transition rules, we have \( M(\phi, \tau) \in \gamma^{i+1} \). By assumption 2 the trace \( S \) at configuration \( i + 1 \) satisfies \( \exists j \geq i + 1 : \sigma^j \nmodels_{cwa} \tau \land \forall k \leq j : \sigma^k \nmodels_{cwa} \phi \). From this condition together with the definition 3 and the fact that \( B(S), i \models_{\text{LTL}} \phi \), it is easy to see that \( B(S), i \models_{\text{LTL}} \diamond (\phi \cup \tau) \).

Proposition 5 If \((\Diamond (\tau \land \Box \phi), \text{active}, \Delta) \in \gamma^i \), then \( B(S), i \models_{\text{LTL}} \Diamond (\tau \land \Box \phi) \) for all fair traces \( S \) of \( \Sigma \).

Proof: We consider two cases in configuration \( i \). Case 1: \( \sigma^i \nmodels_{cwa} \phi \lor \tau \). Either \( \phi \) or \( \tau \) is not believed in the current configuration. Since \( \Diamond (\tau \land \Box \phi) \in \gamma^i \), by the definition of the condition-action pairs and of the transition rules, we have \( M(\phi \lor \tau) \in \gamma^{i+1} \). By assumption 1 (and definition 3), we have that \( \exists j \geq i + 1 : B(S), j \models_{\text{LTL}} (\phi \lor \tau) \). From \( \sigma^i \nmodels_{cwa} \phi \), assumption 2 and the definition 3, we have \( B(S), j \models_{\text{LTL}} \Box \phi \) and hence \( B(S), i \models_{\text{LTL}} \Diamond (\tau \land \Box \phi) \). Case 2: \( \sigma^i \nmodels_{cwa} \phi \land \tau \). It is easy to see that the proposition holds in this case by having \( i = j \) in the proof sketch of case 1.

Proposition 6 If \((\Diamond (\tau \land (\phi \cup \tau)), \text{active}, \Delta) \in \gamma^i \), then \( B(S), i \models_{\text{LTL}} \Diamond (\tau \land (\phi \cup \tau)) \) for all fair traces \( S \) of \( \Sigma \).

Proof: The proof is similar to the proof of the previous proposition.

The following proposition assumes that \( \tau \rightarrow \phi \). The justification for this assumption is that we want to show that the temporal goal is correctly realised. In the case where \( \tau \) becomes true but \( \phi \) does not hold, the temporal goal immediately fails, i.e. no operationalisation is able to realise the goal. We thus exclude this case.

Proposition 7 If \((\square (\tau \rightarrow (\phi \cup \tau)), \text{active}, \Delta) \in \gamma^i \), and \( \tau \rightarrow \phi \), then \( B(S), i \models_{\text{LTL}} \square (\tau \rightarrow (\phi \cup \tau)) \) for all fair traces \( S \) of \( \Sigma \).

Proof: We want to show that \( B(S), i \models_{\text{LTL}} \square (\tau \rightarrow (\phi \cup \tau)) \), i.e. that for any \( j \geq i \), we have \( B(S), j \models_{\text{LTL}} (\tau \rightarrow (\phi \cup \tau)) \). There are two cases. Case 1: \( \sigma^i \nmodels_{cwa} \tau \). In this case the implication trivially holds. Case 2: \( \sigma^i \nmodels_{cwa} \tau \). Since \( \tau \rightarrow \phi \), we have \( \sigma^i \nmodels_{cwa} \phi \). Since the temporal goal is always suspended and never dropped, \( \Box (\tau \rightarrow (\phi \cup \tau)) \in \gamma^i \) for all \( j \geq i \). Thus, by the definition of
the condition-action pairs and of the transition rules, and since \( \sigma^j \models_{\text{cwa}} \tau \land \phi \), we have \( M(\phi, \tau') \in \gamma_{j+1} \). By assumption 2 the trace \( S \) at configuration \( j+1 \) ensures that \( \phi \) will be entailed by the belief base until \( \tau' \) is entailed. Because \( \sigma^j \models_{\text{cwa}} \phi \), trace \( S \) at configuration \( j \) ensures that \( \phi \) is entailed by the belief base until \( \tau' \) is entailed, i.e., \( B(S), j \models_{\text{LT}} \phi \cup \tau' \), from which \( B(S), j \models_{\text{LT}} (\tau \rightarrow (\phi \cup \tau')) \) trivially follows.

6. DISCUSSION

In this paper we built on a temporal logic view of agent goals by defining new, novel, goal types, and showing how these new goal types could be operationalized in terms of existing base goal types (achievement and maintenance). The operationalization is based on a goal life cycle where transitions between states of goals are governed by condition-action pairs. We show that the operationalization realizes traces on which the temporal goals are satisfied, assuming satisfaction of the basic goal types. Through this we have provided a flexible framework for operationalizing rich goal types. Other goal types can be added by providing their translation to the basic goal types. Although we have provided several examples in the paper, future work will have to show how goal types are particularly useful in practice. This may also depend on the domain that is modelled.

An important topic for future work to allow gaining more practical experience with the framework is implementing it on top of conventional agent-oriented programming languages, such as ZAPL [6], Jadex [15], Jason [3], JACK [5] etc. It is interesting to note that the proposed framework appears to be a good match with rule-based systems, as used in Opal [20]. Also, we aim to extend the framework to include subgoals along the lines of [14], and then using this as a basis for incorporating goal suspension/resumption and abortion (based on [17, 18]).
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ABSTRACT
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1. INTRODUCTION
In many multi-agent system (MAS) settings, agents engage in one-sided search [13, 6]. This is a process in which an agent faces a stream of opportunities that arise sequentially, and the process terminates when the agent picks one of those opportunities. A classic example is a consumer looking to buy a used car. She will typically investigate cars one at a time until deciding upon one she wants. Similar settings can be found in job-search, house search and other applications [12, 15]. In modern electronic marketplaces, search is likely to become increasingly important as, with the proliferation of possible sellers of a good, consumers will turn to artificial agents, whom we term “searchers,” to find the best prices or values for items they are interested in acquiring.

The decision making complexity in one-sided search usually arises from the fact that there is a cost incurred in finding out the true value of any opportunity encountered. For example, there is a cost to arranging a meeting to test drive a car you are considering purchasing. The searcher thus needs to trade off the potential benefit of continuing to search and seeing a more valuable opportunity with the costs incurred in doing so. The optimal stopping rule for such search problems has been widely studied, and is often a reservation strategy, where the searcher should terminate search upon encountering an opportunity which has a value above a certain reservation value or threshold [18, 13]. Most models assume that the searcher obtains the exact true value of the opportunities it encounters. However, in many realistic settings, search is inherently noisy and searchers may only obtain a noisy signal of the true value. For example, the drivetrain of a used car may not be in good condition, even if the body of the car looks terrific. The relaxation of the assumption of perfect values not only changes the optimal strategy for a searcher, it also leads to a niche in the marketplace for new knowledge-brokers. The knowledge brokers, or experts, are service providers whose main role is to inform consumers or searchers about the values of opportunities.

An expert offers the searcher the option to obtain a more precise estimate of the value of an opportunity in question, in exchange for the payment of a fee (which covers the cost of providing the service as well as the profit of the expert). To continue with the used car example, when the agent is intrigued by a particular car and wants to learn more about it, she could take the car to a mechanic who could investigate the car in more detail to make sure it is not a lemon. The expert need not be a mechanic – it could be, for example, an independent agency, like Carfax, that monitors the recorded history of transactions, repairs, claims, etc. on cars. It can also be a repeated visit of the searcher to see the car, possibly bringing an experienced friend for a more thorough examination. In all these cases, more accurate information is obtained for an additional cost (either monetary or equivalent).

In this paper we investigate optimal search and mechanism design in environments where searchers observe noisy signals and can obtain (i.e., query the expert for) the ac-
tual values for a fee. Our main contributions are threefold: First, we introduce a specific model of one-sided search with noisy signals and prove that the optimal search rule, for a large class of real-life settings, is reservation-value based. Second, we formally introduce the option of consulting an expert in such noisy search environments, and derive the optimal strategy for the searcher given a cost of consulting the expert, as well as the profit-maximizing price for the expert to charge for its services. As part of the analysis we prove that under the standard assumption that higher signals are “good news” (i.e., the distribution of the true value conditional on a higher signal stochastically dominates the distribution conditional on a lower signal), the optimal search strategy is characterized by a “double reservation value” strategy, wherein the searcher rejects all signals below a certain threshold, resuming search, and accepts all signals above another threshold, thus terminating search, without querying the expert; the agent queries the expert for all signals that are between the two thresholds. Finally, we study a market design mechanism (introduction of a subsidy) with the potential to improve social welfare in such domains. These mechanisms may be implemented by either an electronic marketplace that employs the expert (for example a website for used cars that has a relationship with a provider of car history reports), or an entity with regulatory power like the government. Along with the general theory, we illustrate our results in a specific, plausible distributional model, in which the true value is always bounded by the signal value, and the probability monotonically decays as the discrepancy between the two increases.

2. THE GENERAL MODEL

The standard one-sided search problem [13] considers an agent or searcher facing an infinite stream of opportunities from which she needs to choose one. While the specific value \( v \) of each future opportunity is unknown to the searcher, she is acquainted with the (stationary) probability distribution function from which opportunities are drawn, denoted \( f_v(x) \). The searcher can learn the value of an opportunity for a cost \( c_s \) (either monetary or in terms of resources that need to be consumed for this purpose) and her goal is to maximize the net benefit, defined as the value of the opportunity eventually picked minus the overall cost incurred during the search. Having no a priori information about any specific opportunity, the searcher reviews the opportunities she encounters sequentially and sets her optimal stopping rule. The stopping rule specifies when to terminate and when to resume search, based on the opportunities encountered.

Our model relaxes the standard assumption that the searcher receives the exact true value of an opportunity. Instead, we assume that the searcher receives, at cost \( c_s \), a noisy signal \( s \), correlated with the true value according to a known probability density function \( f_s(s|v) \). In addition, the searcher may query and obtain from a third party (the expert) the true value \( v \) of an opportunity for which signal \( s \) was received, by paying an additional fee \( c_e \). The goal of the searcher is to maximize the total utility received i.e., the expected value of the opportunity eventually picked minus the expected cost of search and expert fees paid along the way.

The first question that arises is how to characterize the optimal strategy for the searcher. A second question is how the expert sets her service fee \( c_e \). In this paper we consider a monopolist provider of expert services. The searcher’s optimal strategy is directly influenced by \( c_e \), and thus implicitly determines the expected number of times the services of the expert are required, and thus the expert’s revenue. The problem can be thought of as a Stackelberg game [5] where the expert is the first mover, and wants to maximize her profits with respect to the fee \( c_e \) she charges searchers.

The new search model raises interesting new questions about market design. Assuming exogeneity of opportunities, social welfare, denoted \( W \), is a function of the expected value to searchers and the expected profit of the expert. (We abstract away from modeling the existence of “sellers” of opportunities, instead viewing them as exogenous, or else as being offered at some “fair price” by the seller.) We assume that the provider of expert services has already performed the “startup work” necessary, and only pays a marginal cost \( d_e \) per query, and that social welfare is additive. Since the process scales up linearly in the number of searchers, we can simply consider the interactions involving a single searcher and the expert. The social welfare is then the sum of the expected net benefit to the searcher and the expected profit of the expert. It turns out that social welfare can be significantly affected (and improved) if the market designer (or a regulator like the government) subsidizes queries by compensating the expert in order to reduce query costs to the searcher.

We now turn to developing the mathematical machinery to address these problems.

3. OPTIMAL POLICIES

In this section, we analyze the searcher’s optimal search strategy and her expected use of the expert’s services, given the fee \( c_e \) set by the expert. The analysis builds on the trivial non-noisy model and gradually adds the complexities of signals and having the expert option. From the searcher’s optimal search strategy we derive the expert’s expected benefits as a function of the fee she sets, enabling maximization of the expert’s revenue.

One-Sided Search.

The optimal search strategy for the standard model, where the actual value of an opportunity can be obtained at cost \( c_s \), can be found in the extensive literature of search theory [13, 6]. In this case, the searcher follows a reservation-value rule: she reviews opportunities sequentially (in random order) and terminates the search once a value greater than a reservation value \( x^* \) is revealed, where the reservation value \( x^* \) satisfies:

\[
    c_s = \int_{y=x^*}^{\infty} (y - x^*) f_s(y) dy
\]

Intuitively, \( x^* \) is the value where the searcher is precisely indifferent: the expected marginal benefit from continuing search and obtaining the value of the next opportunity exactly equals the cost of obtaining that additional value. The reservation property of the optimal strategy derives from the stationarity of the problem — resuming the search places the searcher at the same position as at the beginning of the search [13]. Consequently, a searcher that follows a reservation-value strategy will never decide to accept an opportunity she has once rejected and the optimal search strategy is the same whether or not recall is permitted. The expected number of search iterations is simply the inverse of the success probability, \( \frac{1}{1-F(x^*)} \), since this becomes a Bernoulli
sampling process, as opportunities arise independently at each iteration.

One-Sided Search with Noisy Signals.

Before beginning the analysis of search with noisy signals, we emphasize that, given \( f_s(x) \) and \( f_s(s|v) \), we can also derive the distribution of the signal received from a random opportunity, \( f_s(x) \), and the distribution of true values conditional on signals, \( f_s(v|s) \) (the conditionals are interchangeable by Bayes’ law). In many domains, it may be easier to assess/learn \( f_s(s) \) than \( f_s(v|s) \) as most past experience involves signals, with the actual value revealed for only a subset of these signals.

When the searcher receives a noisy signal rather than the actual value of an opportunity, there is no guarantee that the optimal strategy is reservation-value based as in the case where values obtained are certain. Indeed, the stationarity of the problem still holds, and an opportunity that has been rejected will never be recalled. Yet, in the absence of any restriction over \( f_s(v|s) \), the optimal strategy is based on a set \( S \) of signal-value intervals for which the searcher terminates the search. The expected value in this case, denoted \( V(S) \), is given by:

\[
V(S) = -c_s + \Pr(s \notin S) V(S) + \Pr(s \in S) E[v|s \in S] = -c_s + \int_{s \notin S} f_s(s) ds + \int_{s \in S} f_s(s) E[v|s] ds \tag{2}
\]

The fact that the optimal strategy may not be reservation-value based in this case is because there may be no correlation between the signal and the true value of the opportunity. Nevertheless, in most real-life cases, there is a natural correlation between signals and true values. In particular, a fairly weak and commonly used restriction on the conditional distribution of the true value given the signal goes a long way towards allowing us to recapture a simple space of optimal strategies. This is the restriction that higher signal values are “good news” in the sense that when \( s_1 > s_2 \), the conditional distribution of \( v \) given \( s_1 \) first-order stochastically dominates that of \( v \) given \( s_2 \) [19, 14]. The condition requires that given two signals \( s_1 \) and \( s_2 \) where \( s_1 > s_2 \), the probability that the actual value is greater than any particular value \( v \) is greater for the case where the searcher receives signal \( s_1 \). Formally:

**Definition 1. Higher signals are good news (HSGN) assumption:** If \( s_1 > s_2 \), then, \( \forall y, F_v(y|s_1) \leq F_v(y|s_2) \).

This enables us to prove the following theorem.

**Theorem 1.** For any probability density function \( f_s(v|s) \) satisfying the HSGN assumption, the optimal search strategy is a reservation-value rule, where the reservation value, \( t^* \), satisfies:

\[
c_s = \int_{s \leq t^*} \left( E[v|s] - E[v|t^*] \right) ds \tag{3}
\]

**Proof:** The proof is based on showing that, if according to the optimal search strategy the searcher should resume her search given a signal \( s \), then she must necessarily also do so given any other signal \( s' \leq s \). Let \( V \) denote the expected benefit to the searcher if resuming the search. Since the optimal strategy given signal \( s \) is to resume search, we know \( V > E[v|s] \). Given the HSGN assumption, \( \int y f_s(y|s') dy < \int y f_s(y|s) dy \) holds for \( s' < s \). Therefore, \( V > E[v|s] \), proving that the optimal strategy is reservation-value. Then, the expected value of the searcher when using reservation signal \( t \) is given by:

\[
V(t) = -c_s + V(t) \int_{s > -\infty} f_s(s) ds + \int_{s = t} E[v|s] f_s(s) ds = -c_s + \int_{s \leq t} E[v|s] f_s(s) ds \tag{4}
\]

where \( F_s(s) \) is the cumulative distribution function of the signal \( s \). Setting the first derivative according to \( t \) of Equation 4 to zero we obtain: \( V(t^*) = E[v|t^*] \). The second derivative for \( t^* \) that satisfies the latter equality confirms that this is indeed a global maximum. Finally, using integration by parts over the derivative according to \( t \) of Equation 4 we obtain Equation 3, and the value \( t^* \) can be calculated accordingly. \( \square \)

The social welfare \( W \) is the expected gain to the searcher from following the optimal strategy, \( V(t^*) = E[v|t^*] \). The expected number of search iterations is \( \frac{1}{F_s(t^*)} \), since this is a Bernoulli sampling process.

**The Expert Option.**

The introduction of an expert extends the number of decision alternatives available to the searcher. When receiving a noisy signal of the true value, she can choose to (1) reject the offer without querying the expert, paying search cost \( c_s \) to reveal the signal for the next offer; (2) query the expert to obtain the true value, paying a cost \( c_e \), and then make a decision; or (3) accept the offer without querying the expert, receiving the (unknown) true value of the offer. In case (2), there is an additional decision to be made, whether to resume search or not, after the true value \( v \) is revealed.

As in the no-expert case, a solution for a general density function \( f_v(v|s) \) dictates an optimal strategy of a complex structure. In our case, the optimal strategy will have the form of \((S', S''', V)\), where: (a) \( S' \) is a set of signal intervals for which the searcher should resume her search without querying the expert; (b) \( S''' \) is a set of signal intervals for which the searcher should terminate her search without querying the expert (and pick the opportunity associated with this signal); and (c) for any signal that is not in \( S' \) or \( S''' \) the searcher should query the expert, and terminate the search if the value obtained is above a threshold \( \bar{V} \), and resume otherwise. The value \( \bar{V} \) is the expected benefit from resuming the search and is given by the following modification of Equation 2:

\[
V = -c_s + V \int_{s \in S} f_s(s) ds - c_s \int_{s \notin (S', S''')} f_s(s) ds + \int_{s \notin (S', S''')} f_s(s) \left( V \int_{s \in S''} f_s(x|s) dx + \int_{s \in S''} x f_s(x|s) dx \right) ds + \int_{s \in S''} f_s(s) E[v|s] ds \tag{5}
\]

The first element on the right hand side of the equation applies to the case of resuming search, in which case the searcher continues with an expected benefit \( V \). The second element is the expected payment to the expert. The next elements relate to the case where the search is resumed based on the value received from the expert (in which case the expected revenue is once again \( V \)) and where the search is
terminated (with the value $E[v|s]$ obtained as the revenue), respectively. Finally, the last element applies to the case where the searcher terminates the search without querying the expert.

We can show that under the HSGN assumption, each of the sets $S'$ and $S''$ actually contains a single interval of signals, as illustrated in Figure 1.

**Theorem 2.** For $f_s(y|s)$ satisfying the HSGN assumption (Definition 1), the optimal search strategy can be described by the tuple $(t_l, t_u, V)$, where: (a) $t_l$ is a signal threshold below which the search should be resumed; (b) $t_u$ is a signal threshold above which the search should be terminated and the current opportunity picked; and (c) the expert should be queried given any signal $t_l < s < t_u$ and the opportunity should be accepted (and search terminated) if the value obtained from the expert is above the expected value of resuming the search, $V$, otherwise search should resume (see Figure 1). The values $t_l$, $t_u$ and $V$ can be calculated from solving the set of Equations 6-8:

$$V = -c_v + V \int_{x=-\infty}^{t_l} f_s(s) \, ds - c_e \int_{x=t_l}^{t_u} f_s(s) \, ds + \int_{x=t_l}^{t_u} f_s(s) \left(V \int_{x=-\infty}^{V} f_r(x|s) \, dx \, ds + \int_{x=-\infty}^{\infty} x f_r(x|s) \, dx \, ds\right) + \int_{x=-\infty}^{\infty} f_s(s) E[v|s] \, ds$$

(6)

$$c_v = \int_{y=-\infty}^{y=V} (y - V) f_s(y|t_l) \, dy$$

(7)

$$c_e = \int_{y=-\infty}^{y=V} (V - y) f_s(y|t_u) \, dy$$

(8)

**Proof:** The proof extends the methodology used for proving Theorem 1. We first show that if, according to the optimal search strategy the searcher should resume her search given a signal $s$, then she must also do so given any other signal $s' < s$. Then, we show that if, according to the optimal search strategy the searcher should terminate her search given a signal $s$, then she must also necessarily do so given any other signal $s'' > s$. Again, we use $V$ to denote the expected benefit to the searcher if resuming the search.

If the optimal strategy given signal $s$ is to resume search then the following two inequalities should hold, describing the superiority of resuming search over terminating search (Equation 9) and querying the expert (Equation 10):

$$V > E[v|s]$$

(9)

$$V > -c_v + \int_{y=-\infty}^{y=V} y f_s(y|s) \, dy + V \int_{x=-\infty}^{V} f_r(x|s) \, dy$$

(10)

Given the HSGN assumption and since $s' < s$, Equation 9 holds also for $s'$, and so does Equation 10 (which can be formalized after some mathematical manipulation as: $V > -c_v + V + \int_{y=-\infty}^{\infty} (y - V) f_s(y|s) \, dy$). The proof for $s'' > s$ is similar: the expected cost of accepting the current opportunity can be shown to dominate both resuming the search and querying the expert. We omit the details because of space considerations. The optimal strategy can thus be described by the tuple $(t_l, t_u, V)$ as stated in the Theorem. Therefore, Equation 5 transforms into Equation 6. Taking the derivative of Equation 6 w.r.t. $t_l$ and equating to zero, we obtain a unique $t_l$ which maximizes the expected benefit (verified by second derivative), and similarly for $t_u$. Finally, using integration by parts over the derivatives of Equation 6 w.r.t. $t_l$ and $t_u$ we obtain Equations 7-8.

Intuitively, $t_l$ is the point at which a searcher is indifferent between either resuming the search or querying the expert and $t_u$ is the point at which a searcher is indifferent between either terminating the search or querying the expert. The cost of purchasing the expert’s services must equal two different things: (1) the expected savings from resuming the search when the actual utility from the current opportunity (which is not known) turns out to be greater than what can be gained from resuming the search (once it is revealed) (this is the condition for $t_l$); (2) the expected savings from terminating the search in those cases where the actual utility from the current opportunity (once revealed) is less than what can be gained from resuming the search (for $t_u$).

![Figure 1: Characterization of the optimal strategy for noisy search with an expert. The searcher queries the expert if $s \in [t_l, t_u]$ and accepts the offer if the worth is greater than the value of resuming the search $V$. The searcher rejects and resumes search if $s < t_l$ and accepts and terminates search if $s > t_u$, both without querying the expert.](image)

It is notable that there is also a reasonable degenerate case where $t_l = t_u(= t)$. This happens when the cost of querying is so high that it never makes sense to engage the expert’s services. In this case, a direct indifference constraint exists at the threshold $t$, where accepting the offer yields the same expected value as continuing search, so $V = E[v|t]$. This can be solved in combination with Equation 4, since there are now only two relevant variables.

**Expected number of queries:** The search strategy $(t_l, t_u, V)$ defines how many times the expert’s services are consulted. In order to compute the expected number of queries, we consider four different types of transitions in the system. Let $A$ be the probability that the searcher queries the expert and then does not accept, resuming search, $B$ be the probability that the searcher resumes search without querying, $C$ be the probability that the searcher terminates search without querying, and $D$ be the probability that the searcher queries the expert and terminates search. Then:

$$A = \Pr(t_l \leq s \leq t_u \text{ and } v < V)$$

(11)

$$B = \Pr(s < t_l)$$

(12)

$$C = \Pr(s > t_u)$$

(13)

$$D = \Pr(t_l \leq s \leq t_u \text{ and } v \geq V)$$

(14)

Let $P_j$ denote the probability that the searcher queries the expert exactly $j$ times before terminating. The searcher can terminate search after exactly $j$ queries in one of two ways: either she makes $j - 1$ queries, then queries the expert and chooses to terminate, or she makes $j$ queries and
then chooses to terminate without querying the expert. Factoring in all the possible ways of interleaving \( j \) queries with an arbitrary number of times that the searcher chooses to continue search without querying the expert, we get:

\[
P_j = \sum_{m=0}^{\infty} \frac{(m+j-1)!}{m!(j-1)!} A^{j-1} B^m D + \sum_{m=0}^{\infty} \frac{(m+j)!}{m!j!} A^j B^m C
\]

\[
= \frac{A^j}{(1-B)^j} \left( \frac{D}{A} + \frac{C}{1-B} \right)
\]

Then the expected number of queries, when charging an expert fee \( c_e \), is given by \( \sum_{j=0}^{\infty} j P_j \), yielding

\[
\eta_e = \mathbb{E}(\text{Number of queries}|c_e) = \frac{(1-B)D + CA}{(1-B-A)^2} \quad (15)
\]

**Expected number of opportunities examined:** Using the same notation as above, we see that the probability of terminating the search at any iteration is \( C + D \), and these are independent Bernoulli draws at each opportunity. Therefore the expectation of the number of opportunities examined is simply \( \eta_e = 1/(C + D) \).

**Expected profit of the expert:** Let \( d_e \) denote the marginal cost of the service the expert is providing. The expected profit of the expert is then simply

\[
\pi_e = \mathbb{E}(\text{Profit}) = (c_e - d_e) \eta_e
\]

The expert can maximize the above expression with respect to \( c_e \) (\( \eta_e \) decreases as \( c_e \) increases) to find the profit maximizing price to charge searchers.

**Social Welfare:** The social welfare is given by the sum of all parties involved, thus far just the searcher and the expert. Of course this generalizes to multiple agents as well, since each search process would be independent. We define:

\[
W = V_{c_e}^* + \pi_e \quad (16)
\]

where \( c_e^* \) is the fee that maximizes the expert’s profit.

### 4. MARKET DESIGN

Above, we have described the basics of search in such expert-mediated markets. In this section, we describe possible uses of the theory described above to improve the design of markets in which such search takes place. The prospect of designing or significantly influencing these markets is not remote. Consider the design of a large scale Internet website like autotrader.com. The listings for cars that users see are signals, and they may be unsure of a car’s true worth. autotrader can partner with a provider of reports like Carfax, to make it easy for users to look up a car’s worth. In order to be general, let us refer to autotrader as “the market” (or in some instances as “the market designer”) and Carfax as the expert. The market wants to attract customers to it, rather than to rival markets. The best way of doing this is to provide customers with a high value shopping experience. The expert wishes to maximize its profits. Since the market and the expert both have significant power, it is reasonable to imagine them coming up with different models of the kinds of relationships they may have. It is notable that while we are thinking about private markets here, this entire discussion is equally relevant to a big player like the government as market designer, and independent providers of expert services.

In order to provide customers with the highest value shopping experience, the market may choose to subsidize the cost of expert services. A typical problem with subsidization is that it often decreases social welfare because the true cost of whatever is being subsidized is hidden from the consumer, leading to overconsumption of the resource. In this instance, however, the natural existence of many monopolies in expert services, combined with the existence of search frictions, make it quite possible that subsidies will in fact increase social welfare. We show in Section 5 that this is in fact the case for some natural distributions.

The basic framework of subsidization works as follows. Suppose a monopolist provider of expert services maximizes its profits by setting the querying cost to \( c_e^* \), yielding an expected profit \( \pi_e = (c_e^* - d_e) \eta_e^* \) (this discussion is on a per-consumer basis). The market designer can step in and negotiate a reduction of the fee \( c_e \) charged by the expert, for the benefit of the agents. In return for the expert’s agreement, the market designer will need to offer a per-consumer payment \( \beta \) to the expert, which fully compensates the expert for the decreased revenue, leaving her total profit the same. Since \( c_e < c_e^* \), \( \pi_e^* > \pi_e \) (the consumer queries more often because she has to pay less). The compensation for a requested decrease in the expert’s fee from \( c_e^* \) to \( c_e \) is thus \( \beta = (c_e^* - d_e) \eta_e^* - (c_e - d_e) \eta_e \). The overall welfare per agent in this case increases by \( V_{c_e}^* - V_{c_e}^{*\beta} \), where \( V_{c_e}^* \) and \( V_{c_e}^* \) are the expected value of searchers according to Equation 6-8, when the expert uses a fee \( c_e \) and \( c_e^* \) respectively, at a cost \( \beta \) to the market designer. Since the expert is fully compensated for her loss due to the decrease in her fee, the change in the overall social welfare is \( V_{c_e}^* - V_{c_e}^* - \beta \). Under the new pricing scheme \( c_e \), and given the subsidy \( \beta \), the social welfare is given by \( W' = V_{c_e}^* + \pi_e - \beta \). In the following section we illustrate how such a subsidy \( \beta \) can have a positive change over the social welfare.

An interesting special case to consider is when \( d_e = 0 \). We can think of this case as “digital services,” analogous to digital goods like music MP3s – producing an extra one of these has zero marginal cost. Similarly, producing an extra electronic history of a car, like a Carfax report, can be considered to have zero marginal cost. In this case, there is no societal cost to higher utilization of the expert’s services, so subsidy is welfare improving right up to making the service free. These are the cases where it could make sense for the market designer or government to take over offering the service themselves, and making it free, potentially leveraging the increased welfare of consumers by attracting more consumers to their market, or increasing their fees.

### 5. A SPECIFIC EXAMPLE

In this section we illustrate the theoretical analysis given in the former section for a particular plausible distribution of signals and values. This case illustrates the general structure of the solutions of the model and demonstrates how interventions by the market designer can increase social welfare.

We consider a case where the signal is an upper bound on the true value. Going back to the used car example, sellers and dealers offering cars for sale usually make cosmetic improvements to the cars in question, and proceed to advertise them in the most appealing manner possible, hiding defects using temporary fixes. Specifically, we assume signals \( s \) are
uniformly distributed on \([0, 1]\), and the conditional density of true values is linear on \([0, s]\). Thus

\[
f_e(s) = \begin{cases} 1 & \text{if } 0 < s < 1 \\ 0 & \text{otherwise} \end{cases} \quad f_e(y|s) = \begin{cases} \frac{2y}{s^2} & \text{for } 0 \leq y \leq s \\ 0 & \text{otherwise} \end{cases}
\]

We can substitute in these distributions in Equations 6 through 8 and simplify. From Equation 6:

\[
V = -c_s + V_t t - c_e (t_u - t_l) + \frac{V^3 (t_u - t_l)}{3 t_u t_l} + 1 - t_l^2
\]

\[
V = \frac{2 t_l t_u}{3} + \frac{V^3}{3 t_u t_l} - c_e \quad \text{(from Equation 7)}
\]

\[
c_e = \int_0^V (V - y) f_e(y|t_u) dy = \frac{V^3}{3 t_u t_l} \quad \text{(from Equation 8)}
\]

We can find feasible solutions of this system for different parameter values, as long as the condition \(t_l < t_u\) holds. Otherwise, when \(c_e\) is high enough that querying never makes sense, a single threshold serves as the optimal strategy, as in the case with no expert. In the latter case, we obtain the optimal reservation value to be used by the searcher from Equation 3, yielding \(t^* = 1 - \sqrt{3 c_e}\).

The other thing to note here is that Equation 8 above is for the case when the support on signal \(s\) is unbounded. When there is an upper limit on \(s\), i.e. \(s \leq m\) for some \(m\) (as is the case here, where signals are bounded in \([0, 1]\)), once \(t_u\) reaches \(m\) (we never buy without querying), Equation 8 does not hold. Now the system rejects if the signal is below \(t_l\) or queries if it is above.

Figure 2(a) illustrates how the reservation values \(t_l\) and \(t_u\) change as a function of \(c_e\) for \(c_s = 0.05\). The vertical axis is the interval of signals. As can be seen from the graph, for very small search cost \((c_s)\) values, the searcher never terminates search without querying the expert.\(^1\) Due to the low search cost the searcher is better off only querying the expert when a high signal is received. The expert option is preferred over accepting without querying the expert for those high signals, because if a low value is received from the expert then the cost of finding a new opportunity with a high signal is low. As the search cost \(c_s\) increases, there is some behavior that is not immediately intuitive. The reservation values \(t_l\) and \(t_u\) become closer to each other until coinciding at \(c_s = 0.08\), at which point the expert is never queried anymore. The reason for this is that the overall value of continuing search goes down significantly as \(c_s\) increases, therefore the cost of querying the expert becomes a more significant fraction of the total cost, making it comparatively less desirable. This is a good example of the additional complexity of analyzing a system with an expert, because in the static sense the cost of consulting the expert does not change, so the fact that the expert should be consulted less and less frequently is counter-intuitive. Figure 2(b) illustrates the change in the searcher’s welfare as a function of the search cost, \(c_s\), for different values of the service fee, \(c_e\), charged by the expert. As expected, the searcher’s welfare is better with the expert option than without, and the smaller the fee charged by the expert, the better the searcher’s welfare.

\[\text{Expected number of queries.}\]

We can find the expected number of queries in this case by using our knowledge of the uniform distribution and the noise distribution in Equations 11-15, yielding

\[
A = V^2 \left( \frac{1}{t_l^2} - \frac{1}{t_u^2} \right); \quad B = t_l; \quad C = (1 - t_u);
\]

\[
D = t_u - t_l - V^2 \left( \frac{1}{t_l^2} - \frac{1}{t_u^2} \right)
\]

which give the final expressions:

\[
\eta_e = \frac{t_l t_u (t_u - t_l)}{t_u^2 t_l - t_l V^2 - t_u t_l + t_u V^2}; \quad \eta_c = \frac{1}{1 - t_l - V^2 \left( \frac{1}{t_l^2} - \frac{1}{t_u^2} \right)}
\]

\(^1\)When search costs are 0 the problem is ill-defined. The first point on the graph shows an extremely low, but non-zero search cost. In this case \(t_u = 1\) and \(t_l\) is almost 1, but not exactly, and the expert is again always queried.
The monopolist expert’s optimal strategy.

Using the above derivations, it is now easy to calculate numerically the value of \( c^*_e \) that maximizes \( \pi_e \), trading off decreasing number of queries \( \eta \) and increasing revenue per query \( c_e \). Figure 3 shows examples of the graph of expected profit for the expert as a function of the expert’s fee, \( c_e \), for different values of \( d_e \), the marginal cost to the expert of producing an extra “expert report”, for \( c_s = 0.01 \).

Subsidizing the expert.

As discussed above, the market designer or the government can guarantee the reduction of the expert’s charge from \( c^*_e \) to \( c_e \), keeping \( \pi_e \) constant, by paying a per-consumer subsidy \( \delta \) to the expert. Figure 4 shows the improvement in social welfare, denoted \( \delta(W) \), as a function of the subsidy paid to the expert, \( \beta \), for various \( d_e \) values (where \( c_s = 0.01 \)).

From the graphs, we do indeed find that subsidization can lead to substantial increases in social welfare, even when there is a significant marginal cost of producing an expert report. While this could be from a reduction in search and query costs or an increase in the expected value of the opportunity finally taken, the data in Table 1 indicates that the latter explanation is the dominant factor in this case. It is also worth noting that social welfare is maximized at the point where the searcher pays exactly \( d_e \) per query, thus fully internalizing the cost to the expert of producing the extra report. If the searcher had to pay less, it would lead to inefficient overconsumption of expert services, whereas if she had to pay more, the expected decline in the value she receives from participating in the search process would outweigh the savings to the market designer or government from having to pay less subsidy.

6. RELATED WORK

The autonomous agents literature has often considered the problem of search which incurs a cost [2, 9, 10]. The underlying foundation for such analysis is search theory [4, 15], and in particular, its one-sided branch which considers an individual sequentially reviewing different opportunities from which she can choose only one. The search incurs a cost and the individual is interested in minimizing expected cost or maximizing expected utility \([13; 7, 16]\), and references therein). To the best of our knowledge, none of the one-sided search literature in either search theory or multi-agent systems, has considered the resulting market dynamics when observations are not accurate and more accurate information can be purchased from a self-interested agent.

Relaxation of the perfect signals assumption is typically found in models of two-sided search [1], including marriage or dating markets [3] and markets with interviewing [11]. The literature has not to this point focused on the decision problems faced by self-interested knowledge brokers, or how their presence affects the market.

In terms of market interventions, the two-sided search literature has considered the impact of search frictions on labor markets (the 2010 Nobel Prize in Economics was awarded for this work [15, 4]). One classic regulatory intervention in these models is the introduction of a minimum wage, which can be shown to be welfare increasing in many contexts [8], but we are unaware on any work on subsidizing providers of expert knowledge, as we discuss here.

7. DISCUSSION AND CONCLUSIONS

The power of modeling markets using search theory is well established in the literature on economics and social science [12; 1, inter alia]. It has led to breakthroughs in understanding many domains, ranging from basic bilateral trade [17] to labor markets [15]. While knowledge has always been an economically valuable commodity, its role continues to grow in the Internet age. The ubiquity of electronic records and communications means there is an increasing role for knowledge brokers in today’s marketplaces. For example, it is now feasible for agencies like Carfax to collect the available records of every recorded accident, insurance claim, oil change, inspection, and so on for every car. The presence of such knowledge brokers necessitate that we take them into account in modeling the search process of consumers.

This paper takes the first step in this direction. We introduce a search model in which agents receive noisy signals of the true value of an object, and can pay an expert to reveal more information. We show that, for a natural and general class of distributions, the searchers optimal strategy is a “double reservation” strategy, where she maintains two thresholds, an upper and a lower one. When she receives a signal below her lower threshold, she rejects it immediately. Similarly, when she receives a signal above her upper threshold, she accepts it immediately. Only when the signal is between the thresholds does she consult the expert, determining whether to continue searching or accept the offer based on the information revealed by the expert.

In such models, there is scope for an authority like a market designer or regulator to improve social welfare by subsidizing the cost of querying the expert. The benefit to the searcher of having less friction in the process could potentially more than offset the cost to the authority. The downside would be that if the authority provided too much subsidy, this could lead to inefficient overconsumption of costly (to produce) expert services. By solving the model for a natural combination of the distribution of signals and the conditional distribution of the true value given the signal, we can analyze such questions more specifically. We show that in our example, subsidies can in fact be welfare-enhancing, and, in fact, social welfare is maximized when the searcher has to pay exactly the marginal production cost of expert services. Both the model and our results are significant for designers of markets in which consumers will search and the need for expert services will arise naturally (like an Internet marketplace for used cars), because by enhancing social welfare, the market designer can take market share away from competitors, or perhaps charge higher commissions, because it is offering a better marketplace for consumers.

There are several directions for future research, from both the expert’s perspective and the market-designer’s. An interesting problem for the monopolist expert is the optimal pricing of bundles of queries, where agents must purchase a bundle, instead of individual reports. More realistic modeling of “startup costs” and hence the average supply curve of expert services (instead of the marginal cost considered here) may also explain a richer range of behaviors. The existence of the expert has ramifications beyond one-sided search, our focus in this paper. For example, in two-sided search markets like labor markets, there may be different types of experts: those who conduct background checks, for example, or providers who run independent testing services to vet potential employees. What are their incentives, and
Table 1: The different components of social welfare with and without subsidy for \( c_s = 0.01 \). "Worth" is the expected value of the opportunity eventually picked. Initially the decrease in query cost contributes more to the increase in social welfare, but as \( d_e \) increases, this contribution becomes less significant. Note that the first two columns in the case without subsidy are similar because the profit-maximizing \( c_e \) is the same and the searcher’s cost depends only on value of selected \( c_s \), not \( d_e \).

![Figure 4: Increase in social welfare vs subsidy. When there is no marginal cost \((d_e = 0)\), it is better for the market designer to make the service available for free but when there is some marginal cost involved, then increase in social welfare is a concave peaked at marginal cost.](image)

how do these affect two-sided search markets? From the market designer’s point of view, new alternatives to subsidization as a means for improving social welfare can be explored, e.g., inducing competition, or provision of expert services by the market designer herself (e.g., a government takes over the role of providing expert services).
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ABSTRACT
Creating agents that properly simulate and interact with people is critical for many applications. Towards creating these agents, models are needed that quickly and accurately predict how people behave in a variety of domains and problems. This paper explores how one bounded rationality theory, Aspiration Adaptation Theory (AAT), can be used to aid in this task. We extensively studied two types of problems – a relatively simple optimization problem and two complex negotiation problems. We compared the predictive capabilities of traditional learning methods with those where we added key elements of AAT and other optimal and bounded rationality models. Within the extensive empirical studies we conducted, we found that machine learning models combined with AAT were most effective in quickly and accurately predicting people’s behavior.
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1. INTRODUCTION
The challenge of creating agents that effectively simulate and interact with people is of utmost importance in many systems [7, 8, 9, 16]. These agents form the backbone of many mixed human-agent systems such as entertainment domains [7], Interactive Tutoring Systems [9], and mixed human-agent trading environments [8]. In order to effectively interact with people, the agents have to understand and predict people’s behavior. To date, these agents have often been created based on the perspectives of unbounded rationality including expected utility, game theory, Bayesian models, or Markov Decision Processes (MDP) [10, 15].

While these models are mathematically elegant and have proven effective in some situations [10, 15], several fundamental obstacles exist in applying them to many real-world applications. First, previous research in experimental economics and cognitive psychology has shown that human decision makers often do not adhere to fully rational behavior. For example, Kahneman and Tversky [3] have shown that individuals often deviate from optimal behavior as prescribed by Expected Utility Theory. Second, decision makers often lack complete information and thus do not necessarily know the quantitative structure of the environment in which they act. Thus, even assuming that people act rationally, they cannot always compute the optimal solution for a given problem, as they lack facts required to arrive at this decision. Finally, even if people wish to act rationally and have complete information about a given problem, it may still be impossible for them to compute the optimal solution. Previous research has found that many classes of real-world problems exist for which finding the optimal sequence of actions is of intractable computational complexity [12]. Thus, even in the best of circumstances, expecting people to behave optimally based on full rationality is unrealistic.

We posit that models based on Bounded Rationality hold the most promise to best predict people’s behavior. This research direction, initiated by Simon [17], assumes that people – except in the simplest of situations – lack the cognitive and computational capabilities to find optimal solutions. Instead they proceed by searching for non-optimal alternatives to fulfill their goals. Simon coined the term “satisfice” to capture that bounded decision makers seek “good enough” solutions and not optimal ones. In this tradition, Sauermann and Selten proposed a framework called Aspiration Adaptation Theory (AAT) [16] as a boundedly rational model of decision making.

This paper’s major contribution is support for the claim that learning models that aim to predict people’s behavior should be based on bounded rationality models, and specifically AAT. To empirically support this claim, we studied two types of problems – one relatively simple optimizing problem and two complex negotiation problems. Within the optimization problem, we found that traditional machine learning methods such as decision trees were successful in discovering the strategies most people used. We note that these strategies were consistent with AAT and were not representative of other bounded theories or the problem’s optimal policy. Furthermore, we found that an AAT based predic-
tion policy was extremely accurate, even when trained with very limited data. Second, in the negotiation domains we studied, traditional learning algorithms such as those in the Weka learning package [21] were unable to effectively predict how people would behave due to the inherent problem complexity. Nonetheless, by adding statistical information about people’s bounded AAT strategies, we were able to significantly improve models’ prediction accuracy beyond the base algorithm.

2. RELATED WORK

Many multi-agent researchers have found that classical models based on rigid models of expected utility often are not effective in domains they studied. [1, 4, 5, 6, 8, 14]. Consequently, a key research question is what should be used in place of these models. For example, designers of automated negotiation agents found that when the automated agents follow their equilibrium strategies, the human negotiators who negotiate with them become frustrated as the equilibrium strategy requires the automated agent to repeatedly propose the same offer. Thus, negotiation sessions often ended with no agreement [4]. Similarly, Lin et al. [6], created an equilibrium agent for the negotiation domains studied in this paper. They also found that in many situations the equilibrium agent failed to reach any agreement when playing with people [6]. Thus, both the KB and QO agents they created also intentionally steered away from the equilibrium strategies [6]. In fact, a survey article of automated negotiators [5] found that none of the reviewed agents implemented equilibrium strategies. They attributed this to the assumption that people avoid equilibrium strategies in complex environments due to their bounded nature.

However, once classical rationality models have been rejected, the question then becomes what model to use instead. Towards this goal, previous works typically model people’s preferences based on historical information. For example, Gal and Pfeffer use a statistical approach to learn which bid a person will select from a known number of possibilities [1]. Pardoe and Stone used machine learning techniques to create a trading agent to predict the likelihood that a person would accept a given bid price [11]. However, a key methodology difference exists between these and works similar to ours. While previous works typically used existing machine learning algorithms, our goal is to find a general model of bounded rationality and use it to better learn people’s actions. This important difference impacts two key research issues. First, by using only generalized bounded theories, we can prove or disprove the applicability of psychological or economic bounded models in new problem domains. Possibly more importantly, and as we demonstrate in this paper, once a generalized theory is found to be accurate, it can be applied to new problems in order to further improve existing learning algorithms’ accuracy above traditionally used machine learning methods.

Previously, we studied the applicability of bounded rationality models, and even AAT [14]. However, that study focused on validating if AAT was relevant, and not how it could be used for improving learning accuracy. Additionally, that work used human judges to decide if AAT was being used, and thus leaves open concerns regarding possible human bias. This paper is the first that uses classic decision tree models [13] to decide what decision model, bounded or not, is used and how to use these theories for improved learning.

3. ASPIRATION ADAPTATION THEORY

Aspiration Adaptation Theory (AAT) was proposed by Selten as a general economic model for how people make certain economic decisions without any need for expected utility functions [16]. AAT was originally formulated to model how people make decisions where utility functions cannot be constructed. For example, assume you need to relocate and choose a new house to live in. There are many factors that you need to consider, such as the price of each possible house, the distance from your work, the neighborhood and neighbors, and the schools in the area. How do you decide which house to buy? While in theory utility based models could be used, many of us do not create rigid formulas involving numerical values to weigh trade-offs between each of these search parameters.

AAT provides an alternative to utility theory for how decisions can be made in this and other problems. First, m goal variables are sorted in order of priority, or their urgency. Accordingly, the order of G1, . . . , Gr refers to goals’ urgency, or the priority by which a solution for the goal variables is attempted. Each of the goal variables has a desired value, or its aspiration level, that the agent sets for the current period. This desired valued is not necessarily the optimal one, and the agent may consider the variable “solved” even if it finds a sub-optimal, but yet sufficiently desired value. The agent’s search starts with an initial aspiration level and is governed by its local procedural preferences. The local procedural preferences prescribe which aspiration level is most urgently adapted upward if possible, second most urgently adapted upward if possible, etc. and which partial aspiration level is retreated from or adapted downward if the current aspiration level is not feasible. Here, all variables except for the goal variable being addressed are assigned values based on ceteris paribus, or all other goals being equal a better value is preferred to a worse one.

The search procedure as described by AAT is different from traditional search methods such as Hill-climbing or machine learning methods such as Gradient Descent techniques in two aspects. First, within traditional learning or search, optimal values for all variables are sought for simultaneously [15]. In contrast, within AAT only one goal is attempted to be satisfied at a time. Second, in AAT, the focus is on “satisficing” goal values based on their aspiration levels. This approach makes no attempt to find optimal values beyond these “good enough” values – something machine learning methods do search for.

It is important to note that two key differences exist between classic AAT, and how we apply AAT within this study. First, AAT assumes that the m goal variables used to solve G are incomparable as no utility function is possible to connect goal variables. For example, in buying a house the goal variables for location, price and size are likely to be incomparable with no evident utility function to compare them. In this paper, we consider simpler problems where a concrete function between G and the m goal variables clearly exists. Nonetheless, we hypothesize that people will not attempt to calculate G due to their bounded nature. This represents a significant generalization to AAT’s theory and its relevance even within domains that contain concrete, albeit difficult to quantify, utility functions. Second, AAT is based on the premise that the person’s search will be based on an aspiration scale which sorts the m goal variables and attempts to satifice values for these goals. As we consider optimization
and negotiation problems were utility can be calculated, it is more natural for people to consider optimizing the instrument variables that constitute the basis of these goals rather than the more abstract general goal variables. This difference again represents a significant generalization of AAT.

We recognize that AAT is not the only possible model that can predict human decisions. In both of the problems we studied, optimal search methods or negotiation strategies could have been used. Additionally, other bounded strategies other than AAT are possible. Psychological models of bounded rationality have suggested that people use domain specific biases or heuristics to solve problems sub-optimally [2, 3]. Following the psychological approaches, simple predefined or greedy heuristics could be used. In the optimizing domains, predefined values could have been used instead of attempting to solve the problems. Within the negotiation domains simple compromise heuristics could have been used. Possibilities of such heuristics include always countering the middle position between the previous offer of both sides or offering the middle position between all previous offers of both sides. These types of approaches would be consistent with basic implementations of Gigerenzer and Goldstein’s fast and frugal heuristics [2] and involve using simplistic preset values that are seen as “good enough”.

4. EXPERIMENT SETUP

We studied how people solved two types of problems – a relatively simple optimization problem and more complex negotiation problems. We used the optimization problem as a baseline as we believe it would be easier to understand the decision making models used by people in this problem. By focusing on more complex problems as well, we show the applicability of our findings to real-world applications.

We specifically studied negotiation problems as various real-world tasks are based on negotiation capabilities. These can be as simple and ordinary as haggling over a price in the market or deciding what television show to watch. Negotiation issues can also involve issues where millions of lives are at stake, such as interstate disputes [20]. The use of simulation and role-playing is common for training people in negotiations (e.g., the Interactive Computer-Assisted Negotiation Support system (ICANS)) [18]. These simulations can be used in conjunction with people to alleviate some of the efforts required of people during negotiations and also assist people that are less qualified in the negotiation process. Additionally, there may be situations in which simulations can even replace human training procedures.

4.1 Optimization Domain

In the first optimization problem, we consider a problem where a person must minimize the price in buying a commodity (a television) given the following constraints. Assume a person must personally visit stores in order to observe the posted price of the commodity. However, some cost exists from visiting additional stores. We assume this cost is due to factors such as an opportunity cost with continuing the search instead of working at a job with a known hourly wage. For any given discrete time period, the person must decide if she wishes to terminate the search. At this point, we assume she can buy the commodity from any of the visited stores without incurring an additional cost. The goal of the agent is to minimize the overall cost of the process which is the sum of the product cost and the aggregated search cost.

From a strategic point of view, the game is played under a time constraint. An optimal solution to this problem can be found as an instance of the Pandora’s problem [19] resulting in a stationary threshold below which the search should be terminated. Formally, we can describe this problem as follows: We assume that there is a finite timeline $T = \{1, 2, ..., k\}$. In each time step $t$, $t \leq k$, the agent observes a cost and needs to decide whether to end the search. All of the observed costs, regardless of the time step, are drawn from the same distribution. We denote $c_t$ as the lowest cost the agent observed up to and including the time period $t$ (i.e., $c_t \leq c_{t-1}$). At the end of the game the agent’s cost is $\text{cost}(t, c_t) = c_t + \lambda \times t$, $\lambda > 0$. The agent’s goal is to minimize this cost. As has been previously proven, the optimal strategy is to stop the search at $[c_t \leq \bar{c} \text{ the agent should stop the search}] [19]$

Intuitively, it seems strange that the decision as to whether the agent should stop the search does not depend on how much time is left, i.e., $\bar{c}$ does not depend on $k - t$. However, the reason for this is as follows. If the agent’s overall expected benefit from continuing the search (i.e., the reduction in price that it will obtain) is lower than the overall cost due to the added search time, the agent clearly should not continue the search. Furthermore, it was proven that it is enough for the agent to consider only the next time period, i.e., it should stop the search if and only if the expected reduction in the price in the next time period is less than the cost of continuing one time period ($\lambda$) [19].

In our implementation, the prices are distributed normally with a mean $\mu$ and a standard deviation $\sigma$. We denote by $x$ the price for which the expected reduction in the price for one time period is equal to $\lambda$. For a given price $p$ the benefit is $x - p$ and the probability1 for $p$ is

$$\frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(\frac{x-p}{\sigma})^2}$$

Given these definitions we must generally solve:

$$\int_0^\infty (x - p) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(\frac{x-p}{\sigma})^2} dp = \lambda$$

In our specific implementation, $\mu = 1000$, $\sigma = 200$ and $\lambda = 15$. Thus we specifically solve,

$$\int_0^\infty (x - p) \frac{1}{200\sqrt{2\pi}} e^{-\frac{1}{2}(\frac{x-1000}{200})^2} dp = 15$$

Solving this equations yields a solution of $x = 789.$

4.2 Negotiation problems

We also studied two previously defined negotiation domains [6] and focused on how people came to agreements with other people in these problems. The goal of these problems was to negotiate as high a utility as possible given a known weight of all issues. To reach an agreement, people sent offers through a web interface which facilitated their choosing the different values that constitute an offer. This offer was then sent to the other person in plain English. A time effect existed that assigned a time cost which influences

---

1In the domain, when a negative price was drawn, we drew a new price. Since the probability of such an event is extremely small, we did not consider it in our analysis.
the utility of each player as time passed (there can be different time costs for each player). The time effect was either negative or positive. If no agreement is reached by the end of the final turn then a status quo agreement was implemented resulting in a status quo value for each player. Each player could also quit the negotiation session at any given time if he/she decided that the negotiation session is not proceeding in a favorable way. This resulted in the implementation of an opt out outcome. During each phase of the negotiation session, the instructions and parameters subject to negotiation were accessible to the players. The players were also aware of the current turn and time left until the end of the turn and until the negotiation session terminates. The history of past sessions was also easily accessible. When receiving an offer the player can choose whether to accept or reject it, or make a counter-offer.

4.2.1 Employer / Employee Negotiation Domain

In the first problem, we consider a negotiation session that takes place after a successful job interview between an employer and a job candidate. In the negotiation session both the employer and the job candidate wish to formalize the hiring terms and conditions of the applicant. Below are the issues under negotiation: The Salary issue dictates the total net salary the applicant will receive per month. The possible values are (a) $7,000, (b) $12,000, or (c) $20,000. The Job Description issue describes the job description and responsibilities given to the job applicant. The job description has an effect on the advancement of the candidate in his/her work place and his/her prestige. The possible values are (a) QA, (b) Programmer, (c) Team Manager, or (d) Project Manager. In addition to the base salary, other job benefits may also be negotiated. The Car Benefits issue revolves around the possibility that the company will provide a company car for use by the employee with possible values being (a) a leased company car or (b) no leased car. Pension benefits must also be negotiated and set as percentage of the work’s salary. The possible value for the Pension benefits are (a) 0%, (b) 10%, or (c) 20%. The Promotion possibilities issue describes the commitment by the employer regarding the fast track for promotion for the job candidate. The possible values are (a) fast promotion track (2 years), or (b) slow promotion track (4 years). The Working hours issue describes the number of working hours required by the employee per day (not including over-time). The possible values are (a) 8 hours, (b) 9 hours, or (c) 10 hours. In total, this scenario allows for a total of 1,296 possible agreements ($3 \times 4 \times 12 \times 3 = 1296$)\(^2\).

Each turn in the negotiation simulation is equivalent to two minutes of an actual negotiation session, and the total negotiation session is limited to 28 minutes. If the sides do not reach an agreement by the end of the allocated time, the job interview ends with the candidate being hired with a standard contract, which cannot be renegotiated during the first year. This outcome is modeled for both agents as the status quo outcome.

During negotiation, each side can also opt-out of the negotiation session if it feels that the prospects of reaching an agreement with the opponent are slim or if they feel it is no longer able to negotiate a fair deal. If the employer opts out then she will incur an expense due to the lost time and work from the potential employee. As we assume the employer will be required to postpone the project for which the candidate was interviewing, this cost can be considerable. Conversely, the employee also has some leverage. If the employee accepts too little, he is likely to find better work elsewhere. However, the employee also loses the time and salary from lost wages in continuing their job search. Additionally, opting-out will make it very difficult for him to find another job, as the employer will spread his/her negative impression of the candidate to other CEOs of large companies.

Time also has an impact on the interaction. As time advances the candidate’s utility decreases, as the employer’s good impression has of the job candidate decreases. The employer’s utility also decreases as the candidate becomes less motivated to work for the company.

4.2.2 Political Dispute Negotiation Domain

The second negotiation is based on a scenario where England and Zimbabwe attempt to reach an agreement evolving from the World Health Organization’s Framework Convention on Tobacco Control, the world’s first public health treaty. The principal goal of the convention is “to protect present and future generations from the devastating health, social, environmental and economic consequences of tobacco consumption and exposure to tobacco smoke.” The leaders of both countries are about to meet at a long scheduled summit and must reach an agreement on the following issues:

The Creation of a Global Tobacco Fund issue describes the total amount to be deposited into the Global Tobacco Fund to aid countries seeking to rid themselves of economic dependence on tobacco production. This issue has an impact on the budget of England and on the effectiveness of short-range and long-range economic benefits for Zimbabwe. The possible values are (a) $10 billion, (b) $50 billion, or (c) $100 billion. The Impact on other aid programs issue affects the net cost to England and the overall benefit for Zimbabwe. If other aid programs are reduced, the economic difficulties for Zimbabwe will increase. The possible values are (a) no reduction, (b) reduction equal to half of the Global Tobacco Fund, or (c) reduction equal to the size of the Global Tobacco Fund. Both Zimbabwe and England must negotiate Trade Issues. Countries can use restrictive trade barriers such as tariffs (taxes on imports from the other country) or they can liberalize their trade policy by increasing imports from the other party. There are both benefits and costs involved in these policies: tariffs may increase revenue in the short run but lead to higher prices for consumers and possible retaliation by affected countries over the long run. Increasing imports can cause problems for domestic industries. But it can also lead to lower consumer costs and improved welfare. For both Zimbabwe and England possible values for this are: (a) reducing tariffs on imports or (b) increasing tariffs on imports. The Forum to Study Long-Term Health Issues issue revolves around the scope of a forum to explore comparable arrangements for other long-term health issues. This issue relates to the precedent that may be set by the Global Tobacco Fund. If the fund is established, Zimbabwe will be highly motivated to apply the same approach to other global health agreements. This would be very costly to England. The possible values are (a) creation of a fund, (b) creation of a committee to discuss the cre-
ation of a fund, or (c) creation of a committee to develop an agenda for future discussions. Consequently, a total of 576 possible agreements exist \((4 \times 4 \times 3 \times 3 \times 4 = 576)\)3.

5. EXPERIMENTAL RESULTS

In this section we detail the shortcomings of using optimal models to predict people's behavior, and how AAT, and not other bounded methods, should be used instead. In general, we found that in the optimization and negotiation problems we studied, key elements of AAT were present in decisions people made. When sufficient data was present, as we found was the case in the relatively simple optimization problem, clear strategies consistent with AAT were learned by standard machine learning algorithms such as C4.5 [13]. We found that estimates of people's aspiration scales in this problem were useful for formulating a very accurate prediction model even without an extended learning period and with only sparse data. Within the more complicated negotiation problems, we found that adding statistical information about people's typically aspiration scales was critical for improving the prediction models as using both the equilibrium strategies and traditional learning methods yielded an extremely poor predictor of how people would act.

5.1 AAT to Predict Optimization Decisions

Our first goal was to use machine learning techniques to determine if optimal polices, fast and frugal heuristics [2] or AAT best predict people's optimizing decisions. Recall from Section 3.1 that an optimal policy exists based on price alone – buy if the price in the current store is less than 789. Thus classical expected utility theory would predict that people would similarly buy the commodity at this price. Assuming people used fast and frugal search heuristics, we would expect them to formulate simple strategies involving only one variable (e.g. search until price < \(X\), or visit \(Y\) stores and buy in the cheapest store). However, using an AAT based model for prediction would assume some type of combination strategy exists where one variable is first searched for, but then retreated from assuming that value could not be satisfied. For example, a person might initially search for a price less than 650, but will settle on even a higher price (e.g. the lowest found so far) after unsuccessfully finding this price after 5 stores.

We did in fact find strong support that AAT best predicted when people would buy the commodity. To study this point, we studied the log files taken from 41 people and how they chose to buy the commodity. Each person was presented with a simulated implementation of the problem described in Section 3.14. Every interaction with the simulation randomized the values for the commodity as described in Section 4.1, and all people were told to interact with this simulation until they formulated a clear policy for how they would decide to buy the commodity. After this point, we then logged a minimum of 20 additional interactions (average 25.56) where each interaction ended in a decision to buy the commodity in a certain store. Our goal was to predict where each person would end his search process.

To obtain a prediction model without bias, we first separated all logged interactions for each of the 41 people, entered them as input for the Weka machine learning package [21], and applied the C4.5 decision tree classification algorithm as implemented by Weka to decide if each person's behavior was consistent with AAT. We chose this learning algorithm, as opposed to others such as Bayes or Neural Nets, as the output from the C4.5 algorithm would not just predict the person's behavior, but also provide the rules by which the classifier operates. We could then judge if these rules were consistent with the optimal rule (e.g. purchase if price < 789) or if the classifier represented a fast and frugal rule with only one rule (e.g. buy after 4 stores). Weka found that 30 of the 41 strategies had decision rules based on price and store combinations (e.g. buy immediately if the price is less than 700, otherwise visit 5 stores and buy in the cheapest one) which are clearly non-optimal and not frugal. Instead, this decision process can be viewed as a classic example of the urgency and retreat process within AAT. In these situations, a certain price threshold is desired (highest urgency) but retreated from if believed to be unattainable. Of the remaining 11 rules, 10 rules were found to be based on the price variable alone, with one based on the number of stores. While none of these 11 rules were optimal, they may be viewed as fast and frugal heuristics. Thus, the C4.5 learning algorithm found that the majority of strategies (30 of 41 or 73%) were consistent with urgency and retreat concepts of AAT, while the minority (27%) of the strategies were an alternate bounded rationality model – namely simpler fast and frugal heuristics. None of the strategies were found to be optimal. This result provides strong support to the claim that AAT, and not optimal or fast and frugal heuristics best predict people's behavior. Also note that these results are consistent with our previous work [14] where human judges were used instead of machine learning techniques.

Next, we wished to create a general prediction model and check how AAT might be used to improve such a model. To create and test such a model, we combined all 41 people's logged interactions to create a total of nearly 5000 instances where people either decided to buy the commodity or to continue their search. Using this data, we constructed two baseline models, found in Figure 1. One baseline is a Naive model that classifies all decisions based on the majority class, here assuming people will always continue the search. As people didn't typically buy the commodity right away, the majority decision is to continue the search and thus 78.56% of all decisions are of this type (see Column 1). A second baseline class is a Learning decision tree model constructed which was trained using Weka's C4.5 classifier on the combined data and tested with cross-validation (Column 2). It is interesting to note that this decision tree was also consistent with AAT, but this result is not surprising as most individual logs were consistent with AAT as well.

We then compared these baselines to models which contained adding information about people's AAT preferences. Column 3 of Figure 1 is based on a learned C4.5 model, but added information about people's average AAT preferences (e.g. buy immediately if the price is less than 750, otherwise settle on the best price after visiting a total of 3 stores). While this model is slightly better than the learned baseline, this model was not significantly more accurate. We hypothesized this is due to learned baseline being already based on AAT. Thus, by adding additional information we did not significantly aid the C4.5 to improve its accuracy.

3We again consider the negotiation as having failed if no agreement is reached on all issues.

4A web interface for this problem can be seen at: http://www.jct.ac.il/~rozenfa/costSearch.html
Figure 1: Comparing the Prediction Accuracy between AAT and non-AAT Based Models

We hypothesized that when AAT preferences are clear, such as seems the case in this problem, even sparse data could be used to form an accurate model. In this problem, the most urgent goal variable is the commodity price in the current store. By sampling only a limited number of instances where people stopped the search based on this value, we believe it is possible to approximate the accuracy of the learned model from nearly 5000 logged instances. To support this claim, we formed a learning policy based on the average price used in 50 decisions to buy the commodity and simply averaged the threshold for this parameter (average search stopped at price = 767). The accuracy of this policy is presented in column 4 of Figure 1. Observe that this model is nearly equally accurate to the learned policies. In contrast, creating traditional models with such small amounts of data were not successful and yielded the naive model (Column 1). We also observed that even extremely small samples of only 10 decisions formed similar models. We took 5 such samples and noted that the deviation between these samplings was not great and the lowest prediction accuracy was 81.92%. Thus, we conclude that in relatively basic domains, an accurate learning model can be made even with only limited AAT data based on the most important search parameter(s).

5.2 AAT to Predict Negotiation Decisions

In order to study more complex, real-world problems, we also studied if AAT could be used to better predict people’s negotiation activities in the two problems described in Section 3.2. Recall that in these problems people must negotiate either 5 or 6 parameters. In this section, we study two key issues: 1) Is AAT applicable to negotiation problems? 2) Assuming AAT is applicable, will it facilitate a better prediction model for people’s behavior?

According to AAT, one would expect people to rank the importance of each of the negotiation parameters according to his or her aspiration scale. Assuming people often have the same aspiration scales, we would also see an order where issues are addressed, e.g. certain parameters are typically negotiated first, second, etc. For example, in the employer / employee domain, we might find that negotiations first focus on the salary amount parameter and only then move on to other parameters such as pension or transportation benefits. Our premise is that by understanding these scales, one can add this information into traditional models such as C4.5 to more accurately predict what bids people will offer.

We did in fact find that aspiration scales existed whereby certain negotiation parameters were stressed more frequently than others. To study this point, we analyzed how frequently the given parameters were changed, on average, over the course of all collected negotiation interactions. As a baseline, we also considered the actual weights these issues were given [6]. This allowed us to compare if people stressed negotiation issues differently from this baseline value.

Figure 2 presents how frequently each of the 6 parameters in the employer / employee domain were changed. These results were taken from 47 negotiation sessions between people. The first column in this Figure shows the frequency people changed each of these issues (either a raised or lower value). The second value represents the actual weights these issues had. Note that clear aspiration scales existed, and these scales were different from the actual issues weights. Certain parameters, say promotion possibilities, clearly had a lower urgency as these issues were typically not discussed. In comparison, other parameters, such as working hours and salary, were discussed frequently. Furthermore, we observed that even within issues such as working hours and salary that seemed to be equally discussed, the point where they entered in negotiation was often not the same. Often the salary point was discussed first, and only then the number of hours. For example, within the first two negotiation interactions, the salary issue was discussed in 45% of all session, while the number of hours issues was only discussed in 24% of the sessions. Again, this would represent that the salary issue had a higher urgency at the start of negotiations.

Figure 3 presents how frequently each of the 5 parameters in the tobacco trade domain were changed. These results were taken from 56 negotiation sessions between people. Again, certain issues such as the Impact on other Aid and Forum on Other Health Issues were clearly discussed more frequently than issues such as England and Zimbabwe’s Trade Policy. We again noted that certain issues were typically negotiated at different points of sessions. Also note that the aspiration scales here differ greatly from the actual weights of the issues. The actual weight for the Size of Fund parameter was equal to all of issues combined (0.5 of the total weight). Yet, people typically focused on other issues more, such as the Impact on Other Aid and Forum on Other Health Issues parameters. Thus, deriving aspirations from
the actual utility weights is not possible.

We then proceeded to study if adding AAT information was helpful in predicting how people will negotiate. In the problems we considered, the parameters to be negotiated could have between 2 and 4 discrete values. Please refer back to Section 3.2 for a description of these parameters and their possible values. The goal of the models was to accurately predict what changes, if any, would be made by a person in the next offer.

In order to study this point we considered several models for both negotiation problems (see Tables 1 and 2). The goal of all of these models was to predict the next value for each parameter. In the learning models, each parameter was training and tested separately through cross-validation, but did have access to the previous values for all parameters. First, we considered the Majority Rule model. Given the full log file, this rule assumes that a person would offer the most popular value for any given parameter. For example, in the employer / employee domain, the most popular title was “Programmer”. Second, we implemented two models based on the equilibrium strategy. This strategy is based on previous work in these problems [6]. However, as the equilibrium strategy will change based on which person is allowed to offer the last bid, we checked both what equilibrium strategies would predict for all parameters. Next, we created a baseline strategy that uses the AAT information to boost prediction accuracy. The first row of these tables show the parameter to be negotiated and the number of possible values. The second row presents the majority rule baseline. The third and fourth rows present how effective the equilibrium policies were in predicting what people actually offered. Note that both of these policies in both problems fall well below the naive majority baseline. This again demonstrates the ineffectiveness of using equilibrium theoretical policies to predict how people actually behave. The fifth row presents the accuracy of the learned C4.5 model. This model represents the effectiveness of this traditional learning method in predicting each of the parameters. We then added AAT information, and reran the same C4.5 algorithm, the results of which are in the sixth row. Note that in both domains the improvement gained from the AAT information is significant. However, in the Tobacco Trade Domain (Table 2), the prediction improvement is much larger from the base C4.5 algorithm (over a 10% accuracy boost for many parameters), yet falls short of the accuracy in the Employer / Employee Work Domain (Table 1). Also, in both domains, only one parameter did not gain from the added aspiration information. For both of these parameters, few instances existed where people had clear general aspiration changes, preventing any accuracy boost from this approach. Finally, the last line in both domains presents the accuracy of the C4.5 algorithm with complete behavior knowledge, or perfect information about whether a person will retreat from (decrease) a given parameter value, or upwardly revise its aspiration (increase). Note that as expected even complete AAT information could not yield 100% prediction accuracy for parameters with more than 2 values.

6. CONCLUSIONS AND FUTURE WORK

This paper makes several significant contributions towards creating more effective agents to interact with people in optimization and negotiation problems. First, we found that “traditional” rationality models were often poor indication how people will act. Consistent with previous research [1, 11], we found that a better alternative is to use traditional learning techniques to predict how people will behave. However, in contrast to previous works, we used decision trees [13] to formulate exactly which policy was used instead. This classifier found that bounded rationality theories, and specifically AAT, were used. Second, this paper represents a unique approach where this general theory was then reapplied to improve learning models. Within the complex negotiation domain, this approach significantly improved prediction accuracy, often by over 10%. Within the simpler optimization problem, this approach was useful in producing accurate learning models even when extremely limited learning data was available.

For future work, several directions are possible. First,
Table 1: Comparing the Prediction Accuracy between AAT and non-AAT Based Models in the Employer / Employer Negotiation Domain

<table>
<thead>
<tr>
<th>Model</th>
<th>Fund Size-3</th>
<th>Aid-3</th>
<th>Zim. Tariff-2</th>
<th>Eng. Tariff-2</th>
<th>Forum-3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Rule</td>
<td>57.3333</td>
<td>45.3333</td>
<td>58.2222</td>
<td>62.6667</td>
<td>44</td>
<td>53.111</td>
</tr>
<tr>
<td>Equilibrium Strategy 1</td>
<td>35.088</td>
<td>42.3849</td>
<td>41.962</td>
<td>61.9443</td>
<td>46.5569</td>
<td>45.58722</td>
</tr>
<tr>
<td>Equilibrium Strategy 2</td>
<td>35.088</td>
<td>42.3849</td>
<td>51.337</td>
<td>44.7568</td>
<td>41.9177</td>
<td>43.09688</td>
</tr>
<tr>
<td>C4.5 Without AAT</td>
<td>61.8257</td>
<td>46.888</td>
<td>57.7778</td>
<td>64</td>
<td>49.3776</td>
<td>55.97382</td>
</tr>
<tr>
<td>C4.5 with AAT stats</td>
<td>71.1111</td>
<td>56.4444</td>
<td>67.1111</td>
<td>64</td>
<td>55.5556</td>
<td>62.84444</td>
</tr>
<tr>
<td>C4.5 + Complete Knowledge</td>
<td>95.5556</td>
<td>93.7778</td>
<td>100</td>
<td>100</td>
<td>87.1111</td>
<td>95.2889</td>
</tr>
</tbody>
</table>

Table 2: Comparing the Prediction Accuracy between AAT and non-AAT Based Models in the Tobacco Trade Negotiation Domain

<table>
<thead>
<tr>
<th>Model</th>
<th>Salary-3</th>
<th>Title-4</th>
<th>Car-2</th>
<th>Pension-3</th>
<th>Promotion-2</th>
<th>Hours-3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Rule</td>
<td>60.1852</td>
<td>67.5926</td>
<td>57.3074</td>
<td>70.3704</td>
<td>62.963</td>
<td>62.963</td>
<td>63.5803</td>
</tr>
<tr>
<td>Equilibrium Strategy 1</td>
<td>44.4444</td>
<td>69.4444</td>
<td>49.3776</td>
<td>66.6667</td>
<td>41.6667</td>
<td>67.5926</td>
<td>59.568</td>
</tr>
<tr>
<td>C4.5 Without AAT</td>
<td>61.1111</td>
<td>68.5185</td>
<td>68.5185</td>
<td>67.5926</td>
<td>83.3333</td>
<td>69.4444</td>
<td>69.7531</td>
</tr>
<tr>
<td>C4.5 with AAT stats</td>
<td>62.963</td>
<td>68.5185</td>
<td>75.9259</td>
<td>71.2963</td>
<td>91.6667</td>
<td>76.8519</td>
<td>74.53705</td>
</tr>
<tr>
<td>C4.5 + Complete Knowledge</td>
<td>95.3704</td>
<td>89.814</td>
<td>100</td>
<td>96.9263</td>
<td>100</td>
<td>96.9263</td>
<td>96.9262</td>
</tr>
</tbody>
</table>

once we have demonstrated that knowing people’s aspirations improves learning, one may wish to study how these values can be quickly and accurately identified to further aid in the learning process. Second, this paper focuses on how to best learn how people interact with each other. One important application of this work is to create automated agents that use this paper’s lessons to better interact with people. State of the art automated negotiation agents [5, 6] currently do not use this information. Third, we were successful in demonstrating that AAT is more useful than traditional rationality or fast and frugal bounded heuristics to predict how people in the problems we studied. However, an open question is what other, likely bounded, general theories will be helpful in creating learning agents in other real-world environments where AAT might not be relevant.
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ABSTRACT
In many settings and for various reasons, people fail to make optimal decisions. These factors also influence the agents people design to act on their behalf in such virtual environments as eCommerce and distributed operating systems, so that the agents also act sub-optimally despite their greater computational capabilities. In some decision-making situations, it is theoretically possible to supply the optimal strategy to people or their agents, but this optimal strategy may be non-intuitive, and providing a convincing explanation of optimality may be complex. This paper explores an alternative approach to improving the performance of a decision-maker in such settings: the data on choices is manipulated to guide searchers to a strategy that is closer to optimal. This approach was tested for sequential search, which is a classical sequential decision-making problem with broad areas of applicability (e.g., product search, partnership search). The paper introduces three heuristics for manipulating choices, including one for settings in which repeated interaction or access to a decision-maker’s past history is available. The heuristics were evaluated on a large population of computer agents, each of which embodies a search strategy programmed by a different person. Extensive tests on thousands of search settings demonstrate the promise of the problem-restructuring approach: despite a minor degradation in performance for a small portion of the population, the overall and average individual performance improve substantially. The heuristic that adapts based on a decision-maker's history achieved the best results.
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1. INTRODUCTION
For a variety of decision-making situations, it has been shown that people do not choose optimally or follow an optimal strategy. Research in psychology and behavioral economics has revealed various sources of this suboptimal behavior, rooted in various characteristics of human cognition and decision-making [2]. The phenomena recur also in agents that are designed by non-specialists in decision-making theory [3]. A number of approaches have been pursued to design computer systems which will improve the decisions made by people [13, 21]. These systems may be characterized as attempting to improve a decision-maker’s judgment of a situation and her ability to identify, reason about, and compare the (full set of possible) outcomes of the different choices in a decision setting in ways that yield a better decision-making process.

In this paper, we use a different approach, one that parallels recent developments in psychology and behavioral economics [18]. Instead of attempting to change a decision-maker’s strategy directly so that it aligns better with the optimal one, we restructure the decision-making problem itself. This strategy mimics approaches to human decision-making that remove options to allow people to focus on an appropriate set of choices and characteristics of those choices. For instance, the buyer of a used car may reach a better decision more quickly if presented with a smaller set of possible cars and only the most important characteristics of those cars. The work described in the paper is an exploration of the hypothesis that a computer agent can make better decisions in certain settings given fewer options, with the characteristics of each option adjusted to compensate for possible reasoning biases of the agent.

Restructuring processes manipulate the choices originally available to the decision-maker. Manipulations include elimination of a subset of the alternatives available and changing the values of their characteristics. The decision-maker then makes the choices it believes to be optimal given the restructured problem. To maintain the reliability of the restructured decision setting, all choices for the manipulated problem must be legitimate choices in the original problem. Similarly, all possible outcomes of each choice in the original problem should be valid in the manipulated problem.

The advantage of the restructuring approach is that it completely avoids the need to persuade the decision-maker (either an agent or a person) of the optimality and correctness of the optimal strategy. When the space of possible strategies is complex to express or the optimal strategy is non-intuitive, substantial effort may be required for such persuasion. Restructuring is also ideal when the strategy of a searcher is pre-set and cannot be changed externally, as in the case of an autonomous agent in eCommerce. This new approach does not, however, guarantee optimality. In some cases, a few decision-makers may perform slightly less well because they lose alternatives or receive inaccurate information about the possible outcomes of the different options. The results given in this paper show that, nonetheless, overall the method substantially improves the expected outcome. While the idea that manipulating information people receive can be beneficial is not new, prior work [9, 7] mainly considered settings in which non-optimal selections derive from people’s computational limitations. This paper, in contrast, deals with sequential decision-making in complex settings which require structured decision-making strategies.

The application domain used in this paper for investigating the usefulness of the problem-restructuring approach is economic search. In economic search [19], the searcher chooses one of several opportunities, each associated with a distribution of gains. The actual gain from a particular opportunity can be obtained, but there
is a cost for getting it. The searcher thus needs to take into consideration the trade-off between the cost of further search and the additional benefits of it [1, 5, 11]. The sequential decision setting of economic search models a variety of daily activities. Prior literature shows that neither people nor agents they design for this problem use the optimal search strategy [15, 3]. Furthermore, the optimal solution for an economic search problem is conceptually challenging and has many inherent counter-intuitive characteristics [19] that make it difficult to persuade people to adopt it. Economic search is thus an ideal domain in which to investigate the benefits of problem-restructuring. The paper presents three problem manipulation heuristics for the sequential search problem, two of them non-adaptive and the third adaptive. The non-adaptive heuristics apply a fixed set of manipulation rules and do not require any prior knowledge about the search. The first non-adaptive heuristic, denoted “information hiding”, eliminates some of the alternatives available based on the likelihood that these alternatives will not actually be needed by the optimal strategy. The second non-adaptive heuristic, denoted “mean manipulation”, attempts to manipulate the distribution of gains associated with each alternative in a way that a searcher who is influenced only by means (rather than the distribution of gains) will actually end up following the optimal strategy. Finally, an adaptive manipulation heuristic, denoted “adaptive learner”, is introduced for cases where results of prior interactions with the user are available. This heuristic attempts to model the decision-maker’s strategy and classify it according to a set of pre-defined strategies. Based on this classification, it then applies one of the non-adaptive manipulation heuristics.

We evaluate the usefulness of the problem-restructuring method and the effectiveness of the heuristics using computer agents that were programmed by students for a search domain called “job - assignment”. The results of the evaluation show that the use of manipulated choices for search problems results in search strategies that more closely resemble the optimal ones for the corresponding non-revised settings. In addition, the evaluation reveals that the heuristics differ in the nature of the improvement that individual agents achieve. With the “mean manipulation” heuristic some searchers get maximum improvement, but others substantially worsen their performance. The “information hiding” heuristic, in contrast, does not achieve the maximum possible individual improvement for any agent, but the average improvement is greater and the maximum degradation in any searcher’s expected performance is substantially smaller. As expected, the “adaptive learner” heuristic produces the best results in comparison to the non-adaptive heuristics alone.

In the following section we formally present the economic search problem, its optimal solution and the complexities associated with recognizing its optimality. Section 3 explains and justifies the agent-based methodology for testing. The three heuristics are described in Section 4, and the details of the principles used for evaluating them are given in Section 5. Section 6 summarizes the results. Section 7 surveys literature from several research fields relevant to this research. Finally we conclude in Section 8.

2. THE SEARCH MODEL

As the underlying framework for the research, we consider the canonical sequential search problem described by Weitzman [19] to which a broad class of search problems can be mapped. In this problem, a searcher is given a number of possible available opportunities \( B = \{ B_1, \ldots, B_n \} \) (e.g., to buy a product) out of which she can choose only one. The value \( v_i \) to the searcher of each opportunity \( B_i \) (e.g., expense, reward, utility) is unknown. Only its probability distribution function, denoted \( f(v) \), is known to the searcher. The true value \( v_i \) of opportunity \( B_i \) can be obtained but only by paying a fee, denoted \( c \), possibly different for each opportunity. Once the searcher decides to terminate her search (or once she has uncovered the value of all opportunities) she chooses from the opportunities whose values were obtained, the one with the minimum or maximum value (depending on whether values represent costs or benefits). A strategy \( s \) is thus a mapping of a world state \( W = (q, B' \subset B) \) to an opportunity \( B_i \in B' \), the value of which should be obtained next, where \( q \) is the best (either maximum or minimum) value obtained by the searcher so far and \( B' \) is the set of opportunities with values still unknown. \( (B_i = \emptyset \) if the search is to be terminated at this point.) The optimal sequential search strategy \( s^* \) is the one that maximizes/minimizes the expected sum of the costs incurred in the search and the value of the opportunity chosen when the process terminates.

The search problem as so formulated applies to a variety of real-world search situations. For example, consider the case of looking for a used car. Ads posted by prospective sellers may reveal little and leave the buyer with only a general sense of the true value and qualities of the car. The actual value of the car may be obtained only through a test drive or an inspection, but these incur a cost (possibly varying according to the car make, model, location, and such). The goal of the searcher is not necessarily to end up with the most highly valued car, since finding that one car may incur substantial overall cost (e.g., inspecting all cars). Instead, most car buyers will consider the tradeoff between the costs associated with further search and the marginal benefit of a better-valued opportunity. Table 1 provides mappings of other common search applications to the model. As it suggests, a large portion of our daily routine may be seen as executing costly search processes.

While the problem is common, the nature of its optimal solution is non-intuitive. A simplified version of an example from Weitzman [19] may be used to illustrate. It deals with two possible investments. The benefits of each are uncertain and can only be known if a preliminary analysis is conducted. If funds are limited, then no more than one investment would actually be carried out. Table 2 summarizes the relevant information for decision-making: investment \( \alpha \) might yield a total benefit of 100 with probability .5 and of 55 with probability .5 and alternative investment \( \omega \) with a probability of .2 might deliver a possible benefit of 240 and no benefit with probability .8. Preliminary analysis shows costs of 15 for the \( \alpha \) investment and 20 for \( \omega \).

The problem is to find a sequential search strategy which maximizes expected value. When reasoning about which alternative to explore first, one may notice that by any of the standard economic criteria, \( \alpha \) dominates \( \omega \). Investment \( \alpha \) has a lower cost, higher expected reward, greater minimum reward and less variance. Consequently, most people would guess that \( \alpha \) should be researched first [19]. However, and somewhat paradoxically, it turns out that the

<table>
<thead>
<tr>
<th>Application</th>
<th>Goal</th>
<th>Opportunity</th>
<th>Value</th>
<th>Search Cost</th>
<th>Source of uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marriage market</td>
<td>Maximize lifetime happiness</td>
<td>Date</td>
<td>Lifetime utility</td>
<td>Time spent, being alone while searching</td>
<td>Uncertainty regarding the potential spouse character</td>
</tr>
<tr>
<td>Job market</td>
<td>Optimize lifetime assets</td>
<td>Job interview</td>
<td>Offered salary and perks</td>
<td>Time spent, unemployment while searching</td>
<td>Uncertainty about potential employers</td>
</tr>
<tr>
<td>Product purchase</td>
<td>Minimize overall cost</td>
<td>Store</td>
<td>Product price</td>
<td>Time, communication and transportation expenses</td>
<td>Uncertainty regarding asked prices</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Project</th>
<th>( \alpha )</th>
<th>( \omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>Rewards</td>
<td>((0.5,100),(0.5,55))</td>
<td>((0.2,240),(0.8,0))</td>
</tr>
</tbody>
</table>
optimal sequential strategy is to check first and if its payoff turns out to be zero then to develop $\alpha$. This is shown in the decision tree in Figure 1.

It is quite simple to compute the optimal solution to the sequential search problem [19]. The solution is based on setting a reservation value (a threshold) denoted $r_i$ for each opportunity $B_i$. For the expected cost minimization version of the problem, the reservation value to be used should satisfy Equation 1(a):

\[
(a) \quad c_{B_i} = \int_{x=r_i}^{\infty} (r_i - x) f_i(x) \, dx
\]

Intuitively, $r_i$ is the value where the searcher is precisely indifferent: the expected marginal benefit from obtaining the value of the opportunity exactly equals the cost of obtaining that additional value. The searcher should always choose to obtain the value of the opportunity associated with the minimum reservation value and terminate the search once the minimum value obtained so far is less than the minimum reservation value of any of the remaining opportunities. For revenue maximization, the reservation value should satisfy equation 1(b) and values should be obtained according to descending reservation values, until a value greater than any of the reservation values of the remaining opportunities is found.

One important and non-intuitive property of the above solution is that the reservation value calculated for each opportunity does not depend on the number and properties of the other opportunities, but rather on the distribution of the value of the specific opportunity and the cost of evaluating it.

Sequential search problems provide a good, and important, arena for investigating whether restructuring the problem is preferred over supplying the optimal search strategy to the decision-maker. As evidenced in the results section (and in prior literature [3, 15]), both people and the agents they program fail to follow the optimal strategy when engaged in sequential search. Supplying the optimal solution to the searcher may require extensive argumentation and effort because of the counter-intuitive nature of the optimal solution, in particular its myopic nature and the fact that it often favors risky opportunities [19]. A possible way to persuade a person that this is the optimal strategy is by giving her the optimality proof, but that is relatively complex and requires strong mathematical and search theory background. A possible way to persuade an agent that this is the optimal strategy is by calculating the expected value of every other sequence of decisions and compare with the expected outcome of the optimal strategy. However, the number of possible sequences for which the expected outcome needs to be calculated is theoretically infinite in the case of continuous value distributions or exponential (combinatorial) for discrete probability distribution functions. Thus, both these methods for proving optimality have substantial overhead. In contrast, the problem restructuring approach can improve performance without requiring such complex persuasion.

3. AGENT-BASED METHODOLOGY

We used computer agents rather than people to test the effectiveness of the general approach of restructuring the problem space and of the heuristics for manipulating the choices presented for several reasons. First, from a methodological perspective, this approach enables the evaluation to be carried out over thousands of different search problems, substantially improving the statistical quality of the result. Even more importantly, it eliminates people’s computational and memory limitations as possible causes of inefficiency. The inefficiency of the agents’ search is fully attributable to their designs, and result from the agent designers’ limited knowledge of how to reason effectively in search-based environments.

Second, from an applications perspective, the ability to improve the performance of agents for search-related applications and tasks, especially in eCommerce, could significantly affect future markets. The importance and role of such agents have been growing rapidly. Many search tasks are delegated to agents that are designed and controlled by their users (e.g., comparison shopping). Many of these agents use non-optimal strategies. Once programmed, their search strategy cannot be changed externally, but it can be influenced by restructuring of the search problem.

Finally, the results from agent-based evaluations may be useful in predicting the way the proposed heuristics would affect people’s search. Some prior research has shown close similarities between a computer agent’s decisions and the decisions made by people in similar settings [15], in particular in search-based settings [3].

4. HEURISTICS

In this section, we define the three problem-reconstruction heuristics used in our investigations: Information Hiding, Mean Manipulation and Adaptive Learner. These heuristics differ primarily in whether they adapt to a searcher’s strategy. The first two heuristics do not adapt; they assume no prior information about the searcher is available and apply a fixed set of manipulation rules. The third heuristic uses information from a searcher’s prior searches to classify it and decide which of the other two heuristics to use.

For a manipulation heuristic to be considered successful, it needs not only to improve average overall agent performance, but also to avoid significantly harming the performance of any of the agents.

4.1 The Information Hiding Heuristic

This heuristic removes from the search problem opportunities for which the probability that their value will need to be obtained according to the optimal strategy is less than a pre-set threshold $\alpha$. By removing these opportunities, we prevent the searcher from choosing them early in the search, yielding a search strategy that is better aligned with the optimal strategy in the early, and more influential, stages of the search. While the removal of alternatives is likely to worsen the performance of fully rational agents (ones that use the optimal strategy), the expected performance decrease is small; the use of the threshold guarantees that the probability is relatively small that these removed opportunities are actually required in the optimal search.

Formally, for each opportunity $B_i$ we calculate its reservation value, $r_i$, according to Equation 1. The probability of needing to obtain the value of opportunity $B_i$ according to the optimal strategy, denoted $P_{\text{opt}}$, is given by $P_i = \prod_{j \leq i} P(v_j \geq r_j)$ for the cost minimization version of the problem, and $P_i = \prod_{j \leq i} P(v_j \leq r_j)$ for its revenue maximization version. The heuristic omits from the problem every opportunity $B_i$ ($i \leq n$) for which $P_i \leq \alpha$.

4.2 The Mean Manipulation Heuristic

This heuristic addresses the problem that people tend to overemphasize mean values, reasoning about this one feature of a distribution rather than the distribution more fully. Their search strategies typically choose to obtain the value of the opportunity for which the difference between its expected net value and the best value obtained so far is maximal. We denote this strategy “naive mean-
based greedy search”. Formally, denoting the mean of opportunity $B_i$ by $\mu_i$, searchers using the naive mean-based greedy strategy calculate for each opportunity the value $w_i = \mu_i - c_i$ (in the cost maximization version) or $w_i = \mu_i + c_i$ (in the revenue minimization version) and choose to obtain the value of opportunity $B_i = \operatorname{argmax}_{B_j \in B} \{w_j | B_j \in B' \cap w_j \geq v\}$ (or $\operatorname{argmin}_{B_j \in B} \{w_j | B_j \in B' \cap w_j \leq v\}$ in the cost minimization version), where $v$ is the best value obtained so far.

The heuristic restructures the problem such that $w_i$ of each opportunity $B_i$ in the restructured problem equals the reservation value $r_i$ calculated for that opportunity in the original problem. This ensures that the choices made by agents that use the naive mean-based greedy search strategy for the restructured problem are fully aligned with those of the optimal strategy for the original problem. The restructuring is based on assigning to each opportunity $B_i$ ($0 < i \leq n$) a revised probability distribution function $f_i'$ such that $w_i' = r_i$, where $r_i$ is the reservation value calculated according to Equation 1. The manipulation of $f_i$ is simple, as it only requires allocating a large mass of probability around $\mu_i$ (the desired mean, satisfying $w_i = r_i$). The remaining probability can be distributed along the interval such that $\mu_i$ does not change.

### 4.3 The Adaptive Learner Heuristic

The adaptive learner heuristic attempts to classify the strategy of a searcher and uses this classification to determine the best problem restructuring method to apply. For this purpose we need to have a representative strategy for each strategy class that has all the typical characteristics of strategies in the class. The heuristic thus requires the development of agents, denoted “class-representing agents”. Each “class-representing agent” employs the representative-strategy of its class. The measure of similarity between any searcher’s strategy and a given class is the relative distance between its performance and the performance of the class-representing agent for that class over the same set of problems. The classifier is classified as belonging to the class for which the relative performance distance to its representing-agent is minimal, and below a threshold $\gamma$. Otherwise, it is classified as belonging to a default class. Once the classifier is classified, the restructuring heuristic for its class can be applied. The use of the threshold $\gamma$ assures that for any agent that cannot be accurately classified, a default manipulation heuristic is used, one that guarantees no substantial possible degradation in the performance of the agent. The adaptive learner heuristic is given in Algorithm 1.

**Algorithm 1 Adaptive Learner**

**Input:** $O$ - Set of prior problem instances.

$S$ - Set of strategies.

$Threshold$ - classification threshold.

**Output:** $s^*$ - the classification strategy for the searching agent ($null$ if not classified or no previous data).

1: Initialization: $d_o \leftarrow 0 \forall o \in S$
2: for every $o \in O$ do
3: for every $s \in S$ do
4: $d_o \leftarrow d_o + \frac{\text{Performance}_{s}(o) - \text{Performance}_{\text{null}}(o)}{\text{Performance}_{\text{null}}(o)}$
5: end for
6: end for
7: if $\min\{d_s\} \leq Threshold$ then
8: return $\operatorname{argmin}_{s}(d_s)$
9: else
10: return $null$
11: end if

The algorithm receives as an input the results of prior searches and a set $S$ of strategy classes. The function $\text{Performance}_{s}(o)$ returns the performance of the class-representing agent $s \in S$ given the problem instance $o$ (where $\text{Performance}_{\text{agent}}(o)$ is the performance of the searcher being classified based on $o$). The algorithm returns the strategy $s^*$ to which the agent is classified (or $null$, if none of the distance measures are below the threshold set). Based on the strategy returned we apply the manipulation heuristic which is most suitable for this strategy type (or the default manipulation if $null$ is returned).

The results we report in this paper are based on two strategy classes: optimal strategy and naive mean-based greedy search strategy. For a searcher that cannot be classified as one of these two strategies, we use the information hiding manipulation. To produce the functionality $\text{Performance}_{\text{null}}(o)$ required in Algorithm 1, we developed the following two agents:

- **Optimal Agent.** This agent follows Weitzman’s optimal solution [19].
- **Mean-based Greedy Agent.** This agent follows the naive mean-based greedy search strategy described in Subsection 4.2.

The more observations of prior searcher behavior that the adaptive heuristic’s solution can produce, the better the classification it can produce, and consequently the better the searcher’s performance is likely to be after the appropriate manipulation is applied. Obviously, even greater improvement in performance could be obtained if the heuristic had access to the searcher (i.e., the agent) rather than just the records describing prior searches. If direct access to the agent is allowed, then a straightforward improvement of the method would be executing the agent over each set of choices obtained, using any of the different methods and classifying it accordingly.

5. EVALUATION

To evaluate the three heuristics and our hypothesis that agents’ performance in search-based domains can be improved by restructuring the search problem, we used a search domain called “job-assignment”. Job-assignment is a classic server-assignment problem in a distributed setting that can be mapped to the general search problem discussed in this paper. The problem considers the assignment of a computational job for execution to a server chosen from among a set of homogeneous ones (servers). The servers differ in the length of their job queue. Only the distribution of each server’s queue length is known. To learn the actual queue length of a server, it must be queried, an action that takes some time (server-dependent). The job can eventually be assigned only to one of the servers that were queried. The goal is to find a querying strategy that minimizes the overall time until the job starts executing. The mapping of this problem to the sequential search problem (in its cost minimization variant) is straightforward: each server represents an opportunity where its queue length is its true value and the querying time is the cost of obtaining the value of that opportunity.

### 5.1 Agent Development

The evaluation used agents designed by computer science students in a core Operating Systems course. While this group does not represent human searchers in general, it fairly represents future agents who are likely to design the search logic for eCommerce and other computer-aided domains. As part of her regular course assignment, each student created an agent that receives as input a list of servers, their distribution of waiting times and querying costs (times); queries the servers (via a proxy program) to learn its associated waiting time; and then chooses one of them for executing a (dummy) program. The students’ grade in the assignment was correlated with their agent’s performance, i.e., the time it takes until the program is executed on one of the servers.

1We use the optimal strategy class as a means for representing the class of strategies that are better off without applying problem restructuring. The optimal strategy is part of this class, though, as reported in the evaluation section, none of the agents we evaluated actually used the optimal strategy.
As part of their assignment, students provided documentation that described the algorithm used for managing the search for a server. An external proxy program was used to facilitate communication with the different servers. The main functionality of the proxy was to randomly draw a server’s waiting time, based on its distribution, if queried, and to calculate the overall time elapsed from the beginning of the search until the program is assigned to a server and starts executing (i.e., after waiting in the server’s queue). To simplify the search problem representation, distributions were formed as multi-rectangular distribution functions. In multi-rectangular distribution functions, the interval is divided into sub-intervals \( x_0, \ldots, x_n \), and the probability distribution is given by \( f(x) = \frac{1}{x_n - x_{n-1}} \) for \( x_{n-1} < x < x_n \) and \( f(x) = 0 \) otherwise. The benefit of using a multi-rectangular distribution function is its simplicity and modularity, in the sense that any distribution function can be modeled through it with a small number of rectangles.

5.2 Analysis Methodology

The agents that the students developed were executed on a set of problems with the full set of search choices and no restructuring. The problems in the set varied in their characteristics (e.g., number of opportunities, characteristic of distribution functions, querying costs). Each agent was then run on each problem restructured according to the different restructuring heuristics. The performance of the agents was logged. In parallel, the class-representing optimal and mean-based greedy agents were executed over the same problem set. The results obtained by the students’ agents on the non-manipulated problem set were compared with their results on the restructured problems. The results of the optimal agent were used as a baseline for evaluating the improvement achieved by each of the restructuring heuristics. Results were tested for statistical significance using t-test (with \( \alpha = 0.05 \)), whenever applicable.

The designs of the students’ agents were also analyzed to identify a set of common search strategy characteristics. We then looked for common features among agents that performed similarly.

5.3 Performance Measures

The evaluation of the different heuristics used two complementary measures: (1) relative decrease in the time until the job is executed; and (2) the relative reduction in search inefficiency. Formally, we denote the expected time until execution for the optimal search strategy by \( t_{opt} \) and the time until execution for an agent on the manipulated and non-manipulated problem by \( t_{man} \), respectively. The first measure, calculated as \( \frac{t_{man} - t_{max}}{t_{max}} \), relates directly to the time saved. It depends on the problem set, because \( t_{man} \) can vary widely. The second measure, calculated as \( \frac{t_{man} - t_{avg}}{t_{avg}} \), takes into account that the search time using either the manipulated or original data is bounded by the performance of the optimal agent. It thus highlights the efficiency of the heuristic in improving performance.

For each of the two measures, the average over the entire set of problem instances and across all agents was calculated from both social and individual perspectives. For the social perspective, we calculated the relative improvement in both measures over the aggregated times obtained for all agents in all problems. For the individual perspective, we calculated the average of individual improvements for both measures. For each evaluated heuristic the maximum decrease in individual average performance was also identified, because an important requirement for a successful heuristic is that it does not substantially worsen any of the agents’ individual performance.

6. RESULTS AND ANALYSIS

Seventy six agents, each designed by a different student, were used to evaluate the heuristics. The test set used for evaluation consisted of 5000 problems that were generated with a random number of servers in the range (2, 20), costs of querying the different servers uniformly drawn from the range (1, 100), and a multi-rectangular distribution function to each server generated by randomly setting a width and probability for each rectangle and then normalizing it to the interval (0, 1000).

In this section we present the main analysis carried out over these agents using this problem set. The results using two other problem sets are given in Subsection 6.5.

6.1 Agent Strategy

The strategies students used reveal several characteristics along which agent designs vary when programmers who are not search experts do the design. Our analysis of the agents using program documentation (and occasionally the code itself) revealed several problem features commonly used in their search strategies, including expected value (in 41 of the agents), variance (in 6 of the agents), and the median (in 2 of the agents) of each server. Additional factors used in some designs were the time cost of querying servers (in 37 of the agents), randomness in the decision-making process (in 11 of the agents), a preliminary selection of servers for querying (in 57 of the agents), the inclusion of the cost incurred so far (i.e., “sunk cost”) in the decision-making process (in 4 of the agents) and the use of the probability of finding a server with a lower waiting time than the minimum found so far (in two of the agents).

Several interesting observations may be made based on these characteristics. First, many of the agents use the mean waiting time of a server as a parameter that directly influences the search strategy, even though the optimal strategy is not affected directly by means (see Section 2). Second, a substantial number of agents (39 of 76) do not take into account the cost of search in their strategy. One possible explanation for this phenomena is that the designers of these strategies considered cost to be of very little importance in comparison to the mean waiting times. Interestingly, several students (11 of 76) use randomization in their search strategy, even though, as explained in Section 2, randomness is not useful for these problems (and plays no role in the optimal strategy).

The average performance of the different agents on the 5000 test problem instances is given in Figure 2. The vertical axis represents the average overall time until execution and the horizontal axis is the agent id. The two horizontal lines in the figure represent the performance of an agent searching according to the optimal strategy and an agent using the random selection rule, “randomly query a random number of servers and assign the job to the server with the lowest waiting time”. As can be seen from the figure, none of the students’ agent strategies reached the performance of the optimal strategy. The average overall time obtained by the agents is 445.77, while that of the optimal agent is 223.1.

For many agents, similarities in performance could not be explained by resemblances among the strategies themselves. Although in some cases, agents used different variants of the same basic strategy, apparently the differences among the variants resulted in substantial differences in performance. The most interesting and
unique strategies deployed include: (a) adding up the costs of the servers already queried, and based on this sum deciding whether to continue to the next server or to assign the job to the server with the lower execution time found so far; (b) taking 10% of the servers with the highest variance and querying them one by one, until the real value of one of them is less than the one of the server with the minimal expected value.

There was one major distinction between agent designs that led us to separate out a group of agents. Although many of the agents used search strategies that took into account observed information gained in searching, a significant number did not follow any sequential decision-making rule, but rather queried only one server chosen arbitrarily. While any selection rule was considered legitimate for the students’ assignment, strategies of the latter type are not true search strategies. Because these strategies are simple for the adaptive learner to identify (they choose a single server according to a simple pattern) and a simple problem reconstruction method could easily improve their behavior (provide only one choice: the server with the minimum sum of expected waiting time and querying time), we removed the results for these agents (agents 32-75) from the main analyses given in this paper. If included in the analysis, the improvement in the average overall performance of the adaptive agent reported in the following subsections would have been substantially better.

6.2 Analysis of Information Hiding

The threshold \( \alpha \) used for removing alternatives from the problem instance is a key parameter affecting the “Information Hiding” heuristic. Figure 3 depicts the average time until execution (over all agents, for the 5000 problem instances) for different threshold values. For comparison purposes, it also shows the average performance on the non-manipulated set of problems, which corresponds to \( \alpha = 0 \) (the horizontal line). The shape of the curve has an intuitive explanation. First, for small threshold values, an increase in the threshold increases agent performance as it further reduces the possible deviation from the optimal sequence. However, as the threshold increases, the probability increases that the opportunities this increase allows to be removed are ones that would be examined by the optimal strategy.

As the graph in Figure 3 shows, the optimal threshold is \( \alpha = 10\% \), for which an average time of 299.33 is obtained. This graph also shows that for a large interval of threshold values around this point — in particular for \( 3\% \leq \alpha \leq 30\% \) — the performance level is similar. Thus, the improvements are not extremely sensitive to the exact value; relatively good performance may be achieved even if the \( \alpha \) value used is not exactly the one which yields the minimum average time. In fact, any threshold below \( \alpha = 55\% \) results in improved performance in comparison to the performance obtained without the use of this manipulation heuristic (i.e., with \( \alpha = 0 \)).

Figure 4 depicts the average reduction in search inefficiency (over the 5000 problem instances) of each agent with \( \alpha = 10\% \). As the figure shows, this heuristic decreased the search inefficiency of 24 of the 32 agents. The maximum improvement was obtained by agent 32 (80.18\%). The average reduction (individual welfare) is 14.49\% and the overall reduction (social welfare) is 5.52\%. The downside of this heuristic is that it increases the overhead of some of the agents’ searches. The highest increase in the overhead of any agent was, however, minimal and equals 12.1\% (for agent 1), corresponding to an increase of 0.57\% in its average time until its job starts executing.

The main advantages of this strategy are that it improves the performance of most agents and that even in cases in which an individual agent’s performance degrades, the degradation is relatively small. Thus, the heuristic is a good candidate for use as a default problem-restructuring heuristic whenever there is no information about searcher strategy or an agent cannot be classified accurately.

6.3 Analysis of Mean Manipulation

Figure 5 depicts the average reduction in search inefficiency, using the same standard problem set, of each agent when using the “Mean Manipulation” heuristic. With this heuristic, seven agents almost fully eliminate their search overhead. These agents use variants of the naive mean-based greedy search strategy. Other agents also benefited from this heuristic and substantially reduced the overhead associated with their inefficient search. These agents (e.g., 4, 7, 25) all also included mean-based considerations, to some extent, in their search strategy.

This heuristic has a significant downside, however. Ten agents did worse with the mean manipulation heuristic, 5 of them substantially worse. The search overhead of these agents, in comparison to optimal search, increased by 50-250\%. With this heuristic the overall inefficiency (social welfare) actually increased by 2.5\%
The search model discussed in this paper, which considers an optimal stopping rule for individuals engaged in costly search (i.e., ones for which there is a search cost) builds on economic search theory. This model is a rich research field, with a focus on the theoretical aspects of human decision-making, and does not involve any computational aspects of computing, but rather on how people actually make decisions. A literature review of search theory may be found elsewhere [12].

7. RELATED WORK

People are bounded rational [16], unlike computer agents, which may deploy rational strategies and are significantly less bounded computationally. They cannot be trusted to exhibit optimal behavior [14]. Furthermore, people often tend not to use the optimal strategy even when one is provided [10]. Their decision-making may be influenced by selective search, the tendency to gather facts that support certain conclusions while disregarding other facts that support other conclusions [2], and by selective perception — the screening-out of information that one does not think is important [6]. Others [18], have attributed people’s difficulty in decision-making to the conflict between a “reflective system” (e.g., involved in decisions about which college to attend, where to go on trips and in more general circumstances, whether or not to get married) and an “automatic system” (e.g., that leads to smiling upon seeing a puppy, getting nervous while experiencing air turbulence, and ducking when a ball is thrown at you).

Over the years a variety of work has addressed the challenge of improving people’s decision-making, mostly by developing decision support systems to assist users in gathering, merging, analyzing, and using information to assess risks and make recommendations in situations that may require tremendous amounts of the users’ time and attention [21]. Recently, several approaches have been proposed that attempt to reconstruct the decision-making process [18] instead of attempting to change people’s decision-making strategies directly. This prior work focused on psychological aspects of human decision-making, and does not involve any learning or adaptation. Furthermore, none of this prior work dealt with a sequential decision-making process.

The search model discussed in this paper, which considers an optimal stopping rule for individuals engaged in costly search (i.e., ones for which there is a search cost) builds on economic search theory, and in particular its sequential search model [12]. While search theory is a rich research field, its focus is on the theoretical aspects of the optimal search strategy and it does not address the non-optimality of search strategies used by people or rationally-bounded agents.

A range of research in multi-agent systems has examined people’s use of agents designed to represent them and act on their behalf. For example, Kasba [4] is a virtual marketplace on the Web.

Table 3: Performance for different classes of problems

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>Inc. Var</th>
<th>Inc. Quer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Manipulated</td>
<td>322.3</td>
<td>2449.4</td>
<td>461.9</td>
</tr>
<tr>
<td>Adaptive</td>
<td>223.1</td>
<td>2203.0</td>
<td>388.1</td>
</tr>
<tr>
<td>Optimal</td>
<td>285.2</td>
<td>1349.7</td>
<td>322.3</td>
</tr>
<tr>
<td>Average individual improvement</td>
<td>10.2%</td>
<td>9.7%</td>
<td>10.5%</td>
</tr>
<tr>
<td>Overall (social) improvement</td>
<td>11.5%</td>
<td>10.1%</td>
<td>16.0%</td>
</tr>
<tr>
<td>Maximum individual performance decrease</td>
<td>2.2%</td>
<td>2.0%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Average individual inefficiency reduction</td>
<td>39.0%</td>
<td>29.0%</td>
<td>46.5%</td>
</tr>
<tr>
<td>Overall inefficiency reduction</td>
<td>37.4%</td>
<td>22.4%</td>
<td>56.9%</td>
</tr>
</tbody>
</table>

Figure 5: Average reduction in the search inefficiency of Mean Manipulation

Figure 6: Average reduction in the search inefficiency of Adaptive Learner

even though the average overhead decreased by 1.3%, a classical case of Simpson’s paradox [17]. The substantial increase in search overhead for some of the agents makes this heuristic inappropriate for general use. It is, however, very useful when incorporated into an adaptive mechanism that attempts to identify those agents that use mean-based strategies and applies this manipulation method on their input.

6.4 Analysis of Adaptive Learner

The adapter learner has the best of both worlds. Figure 6 depicts the average reduction in search inefficiency, using the standard problem set, of each agent when using the adaptive learner heuristic with $\gamma = 10\%$. For agents that were badly affected by the mean-manipulation heuristic, the information hiding manipulation was used instead, improving their performance. Overall, the inefficiency (social welfare) decreased by 37.4%. The average reduction in individual inefficiency (individual welfare) is 39%. Out of the 32 agents, 5 agents slightly worsened their performance (maximum of 8% increase in inefficiency, which is equivalent to a 1.3% increase in the expected waiting time of that agent).

6.5 Evaluation with Different Problem Sets

To show that the results were not due to a wise selection of problem instance characteristics, we repeated the evaluation with other distributions of queue lengths and different querying costs. Two problem sets were used,

- Increased possible querying time (denoted “Inc Quer”): same as the original set of problems, except that the querying time was taken from an interval that was three times as large (resulting in an increased ratio between querying time and possible waiting times in queue).
- Increased queue time variance (denoted “Inc Var”): same as the original set of problems, except that the possible waiting time interval was increased from 1,000 to 10,000 (resulting in a substantial increased variance in server waiting time in queue).

Each of these problem sets also contains 5000 different problems.

Table 3 presents the results obtained for the new problem sets in comparison to the original set. As can be seen from the table, the improvement obtained from the different heuristics is consistent with the one obtained using the original set.
where people create autonomous agents in order to buy and sell goods on their behalf. Various research has involved programming agents in the decision-theoretic framework of the Colored-Trails game [8]. Here, the agents had to reason about other agents’ personalities in environments in which agents are uncertain about each other’s resources. In the Trading Agent Competition (TAC) [20], agents are used to collect people’s strategies. Work involving people who design agents provides some evidence that people fail to build in the optimal strategy [3], in particular in search-based environments [15]. This work has not, however, provided methods for improving the performance of such agents through problem restructuring of any sort.

8. DISCUSSION AND CONCLUSIONS
The results reported in Section 6 are encouraging and a proof of concept for the possibility of substantially improving agent performance in sequential search by restructuring the problem space. The extensive evaluation reveals that even with no prior information regarding an agent’s strategy, a heuristic such as information hiding produces substantial improvement in average performance while limiting individual potential performance degradation. With even limited information about the prior search behavior of an agent, heuristics such as the adaptive learner can further improve the overall performance and lower even further the possible decrease in individual agent performance. These results were consistent across three different classes of search environments in extensive evaluations involving a large number of agents, each designed by a different person, and a large number of problems within each class.

Restructuring of the problem space is applicable in settings for which the optimal choice cannot be revealed but rather an optimal sequential exploration should be devised, and the optimal exploration strategy cannot be provided directly to the decision-maker or the decision-maker cannot easily be convinced of its optimality. Instead, we can only control the information the decision-maker obtains in the problem.

The problem restructuring technique has great potential for market designers (who also have the domain-specific information that can lead to more intelligent restructuring heuristics). Consider for example large scale Internet websites like autotrader.com or expedia.com. These web-sites attempt to attract as many users as possible to increase their revenues from advertisements. Every listing for a flight or a car on these web-sites is an opportunity that needs to be explored further to realize its true value to the user. The welfare of users or the agents they use can thus be substantially improved by manipulating the listings.

The heuristic that provides the best performance is the adaptive learner. As our ability to recognize and differentiate additional strategy clusters and produce appropriate choice manipulations for them improves, we expect the performance improvement obtained by applying the adaptive strategy to increase even further. The adaptive heuristic’s architecture is modular, allowing its augmentation using the new manipulation heuristics to be straightforward.

The research reported in this paper is, to the best of our knowledge, the first to attempt to restructure the decision-making problem in order to improve performance in a sequential decision-making setting. The fact that the searcher is facing a sequence of decisions and all manipulations over the choices take place prior to beginning the process, substantially increases the complexity for heuristics. In this case the search strategy used by the searcher becomes more complex as her decisions are also affected by the temporal nature of the problem and the new data that is being obtained sequentially. The challenge faced by the manipulation designer is thus substantially greater than in one-shot decision processes. In the latter case many simple and highly efficient manipulation techniques can be designed. For example, if the searcher is limited to obtaining the value of only one opportunity overall, the simplest and most efficient choice of a manipulation technique would be to remove all opportunities other than the optimal one.

A natural extension of this work involves developing heuristics that will choose the manipulation method to be applied not only based on agent classification but also based on problem instance characteristics. This, of course, requires a more refined analysis in the agent level.
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