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Introduction

The Autonomous Agents and MultiAgent Systems (AAMAS) conference series brings together researchers from around the world to share the latest advances in the field. It provides a marquee, high-profile forum for research in the theory and practice of autonomous agents and multiagent systems. AAMAS 2002, the first of the series, was held in Bologna, followed by Melbourne (2003), New York (2004), Utrecht (2005), Hakodate (2006), Honolulu (2007), Estoril (2008), Budapest (2009) and Toronto (2010). You are now about to enter the proceedings of AAMAS 2011, held in Taipei, Taiwan, as AAMAS celebrates its 10th anniversary as the successful merger of three related events that had run for some years previously.

In addition to the general track for the AAMAS 2011 conference, submissions were invited to three special tracks: a Robotics track, a Virtual Agents track and an Innovative Applications track. The aims of these special tracks were to give researchers from these areas a strong focus, to provide a forum for discussion and debate within the encompassing structure of AAMAS, and to ensure that the impact of both theoretical contributions and innovative applications were recognized. Each track was chaired by a leader in the field: Maria Gini for the robotics track, James Lester for the virtual agents track, and Peter McBurney for the innovative applications track. The special track chairs provided critical input to selection of Program Committee (PC) and Senior Program Committee (SPC) members, and to the reviewer allocation and the review process itself. The final decisions concerning acceptance of papers were taken by the AAMAS 2011 Program Co-chairs in discussion with, and in full agreement with the special track chairs.

Only full paper submissions were solicited for AAMAS 2011. The general, robotics, virtual agents, and innovative applications tracks received 452, 31, 51, and 41 submissions respectively, for a total of 575 submissions.

After a thorough and exciting review process, 126 papers were selected for publication as Full Papers each of which was allocated 8 pages in the proceedings and allocated 20 minutes in the Program for oral presentation. Another 123 papers were selected as Extended Abstracts and allocated 2 pages each in the proceedings. Both Full Papers and Extended Abstracts are presented as posters during the conference.

Of the submissions, more than half (338) have a student as first author, which indicates an exciting future for the field. Representation under all submissions of topics (measured by first keyword) was broad, with top counts in areas such as teamwork, coalition formation, and coordination (31), distributed problem solving (30), game theory (30), planning (26), multiagent learning (24), and trust, reliability and reputation (17).

We thank the PC and SPC members of AAMAS 2011 for their thoughtful reviews and extensive discussions. We thank Maria Gini, James Lester and Peter McBurney for making the Robotics, the Virtual Agents and the Innovative Applications tracks a success. We thank Michael Rovatsos for putting together the proceedings. Finally, we thank David Shield for his patience and support regarding Confindent during every stage between the submission process and the actual AAMAS 2011 event. The Program represents the intellectual motivation for researchers to come together at the Conference, but the success of the event is dependent on the many other elements that make up the week especially the tutorials, workshops, and doctoral consortium. We thank all members of the Conference Organising Committee for their dedication, enthusiasm, and attention to detail, and wish to particularly thank Von-Wun Soo as Chair of the Local Organising Committee for his contributions.
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ABSTRACT

We present a dialogue system that allows agents to exchange arguments in order to come to an agreement on how to act. When selecting arguments to assert, an agent uses a model of what is important to the recipient agent. The system lets the agents agree to an action that each finds acceptable, but does not necessarily demand that they resolve their differing preferences. We present an analysis of the behaviour of our system and develop a mechanism with which an agent can develop a model of another’s preferences.
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1. INTRODUCTION

Agents engaged in a deliberation dialogue share the aim to reach an agreement about how to act in order to achieve a particular goal [19]. Deliberating agents are co-operative in that they each aim for agreement; however, individually they may each wish to influence the outcome in their own favour. We assume that agents do not mislead one another and will come to an agreement wherever possible; however, each agent aims to satisfy its own preferences.

We build on an existing system for deliberation that provides a dialogue strategy which allows agents to come to an agreement about how to act, despite the fact that they may have different preferences and thus may each be agreeing for different reasons [6]; this system couples a dialectical setting with formal methods for argument evaluation and allows strategic manoeuvring in order to influence the dialogue outcome. The analysis of the simple strategy defined in [6] provides a foundation upon which we build here in order to investigate a more sophisticated strategy that takes into account the proponent’s (that is, the agent who asserts the argument) perception of the recipient (the agent who receives the argument).

We present a novel deliberation strategy, which allows a proponent to use its perception of the recipient to guide its dialogue behaviour, and we perform a detailed analysis of the behaviour of our system. Such an analysis is crucial as it allows one to determine which applications our system is suitable for; it can also guide the development of new deliberation strategies with properties that do not hold for the strategy presented here.

The type of investigation presented here is commonly missing from comparable dialogue systems (in part because historically such work has focussed on defining rules to constrain dialogue interaction, rather than on strategies for manoeuvring within the constraints); our analysis gives us a better understanding of how the strategy design affects dialogue outcome, which is crucial if we are to deploy dialogue systems effectively.

We also present a mechanism that enables agents to model preference information about others. When presenting proposals to others, a key consideration is how the proposal appears to the recipient; if an option presented does not meet the preferences of other dialogue participants, then it will be rejected. We present a mechanism with which an agent can develop a model of what is important to another agent and show how it can be used to help agents make proposals that are more likely to be agreeable.

Our paper is structured thus: in Sect. 2 we present the reasoning mechanism (recapitulated from [6]) through which agents can construct and evaluate arguments about action; in Sect. 3 we define the dialogue system, which is adapted from that presented in [6] in order to allow a proponent to take into account its model of the recipient when selecting an utterance to make; a detailed analysis of the behaviour of the dialogue system is given in Sect. 4 and Sect. 5 presents our mechanism for modelling another agent; we consider related work in Sect. 6; Sect. 7 concludes the paper.

2. PRACTICAL ARGUMENTS

Our account is based upon a popular approach to argument characterisation, whereby argumentation schemes and critical questions are used as presumptive justification for generating arguments and attacks between them [18]. Arguments are generated by an agent instantiating a scheme for practical reasoning which makes explicit the following elements: the initial circumstances where action is required; the action to be taken; the new circumstances that arise through acting; the goal to be achieved; the social value promoted by realising the goal in this way. The scheme is associated with a set of characteristic critical questions (CQs) that can be used to identify challenges to proposals for action that instantiate the scheme. An unfavourable answer to a CQ will identify a potential flaw in the argument. Since the scheme makes use of what are termed as ‘values’, this caters for arguments based on subjective preferences as well as more objective facts. Such values represent qualitative social interests that an agent wishes (or does not wish) to uphold by realising the goal stated [3].

To enable the practical argument scheme and critical questions approach to be precisely formalised for use in automated systems, in [2] it was defined in terms of an Action-based Alternating Transition System (AATS) [20], which is a structure for modelling game-
defn 1: a value-based transition system (vats) for an agent x, denoted s^x, is (q^x, q_0^x, a^c, a^v, p^x, τ^x, ρ^x, δ^x, φ^x, δ^x) such that:
q_0^x \in q^x is the designated initial state;
a^c is a finite set of actions;
a^v is a finite set of values;
ρ^x : a^c \rightarrow q^x is an action precondition function, which for each action a ∈ a^c defines the set of states ρ(a) from which a may be executed;
τ^x : q^x \times a^c \rightarrow q^x is a partial system transition function, which defines the state τ^x(q, a) that would result by the performance of a from state q—n.b. as this function is partial, not all actions are possible in all states (cf. the precondition function above);
φ^x is a finite set of atomic propositions;
π^x : q^x \rightarrow 2 \times \text{interpreted by function that gives the set of primitive propositions satisfied in each state: if } p \in \pi^x(q), \text{then this means that the propositional variable } p \text{ is satisfied (equivalently, true) in state } q; \text{ and }
δ^x : q^x \times q^x \times a^v \rightarrow \{+, -, =\} is a valuation function, which defines the status (promoted (+), denoted (−), or neutral (=)) of a value v ∈ a^v ascribed by the agent to the transition between two states: δ^x(q, q′, v) labels the transition between q and q′ with respect to the value v ∈ a^v.

note, q^x = \emptyset \rightarrow a^c = \emptyset \rightarrow a^v = \emptyset \rightarrow φ^x = \emptyset.

an agent has its own individual vats; any two agents’ vats are not necessarily the same. given its vats, an agent can now instantiate the practical reasoning argument scheme in order to construct arguments for (or against) actions to achieve a particular goal because they promote (or demote) a particular value.

defn 2: an argument constructed by an agent x from its vats s^x is a 4-tuple A = ⟨a, p, v, s⟩ such that: q_a = q_0^x; a ∈ a^c; τ^x(q_a, a) = q_p; p ∈ \pi^x(q_p); v ∈ a^v; δ^x(q_a, q_p, v) = s where s ∈ {+, -, =}. we define the functions: act(A) = a; goal(A) = p; val(A) = v; sign(A) = s. if sign(A) = + (resp.), then we say A is a positive (negative resp.) argument for (against resp.) action a. we denote the set of all arguments an agent x can construct from s^x as arg^x_g; we let arg^x_g = { A ∈ arg^x_g | goal(A) = p}. the set of values for a set of arguments x is defined as vals(x) = { v | a ∈ a^x and val(a) = v }.

if we take a particular argument for an action, it is possible to generate attacks on that argument by posing the various cqs related to the practical reasoning argument scheme. in [2], details are given of how the reasoning with the argument scheme and posing cqs is split into three stages: problem formulation, where the agents decide on the facts and values relevant to the particular situation under consideration for constructing and, if necessary, aligning their vats; epistemic reasoning, where the agents determine the current situation with respect to the structure formed at the previous stage; and action selection, where the agents develop, and evaluate, arguments and counter arguments about what to do. here, we assume that the agents’ problem formulation and epistemic reasoning are sound and that any dispute between them relating to these stages has been resolved; hence, we do not consider the cqs that arise in these stages. that leaves cqs-cq11 for consideration (as numbered in [2]):

cq5: are there alternative ways of realising the same consequences?
cq6: are there alternative ways of realising the same goal?
cq7: are there alternative ways of promoting the same value?

cq8: does the action have a side effect that demotes the value?
cq9: does the action have a side effect that demotes another value?
cq10: does doing the action promote some other value?
cq11: does doing the action preclude some other action that would promote some other value?

we do not consider cqs or cq11 further, as the focus here is to agree to an action that achieves the goal; hence, incidental consequences (cq5) and other potentially precluded actions (cq11) are of no interest. we focus instead on cqs-cq10; agents participating in a deliberation dialogue use these cqs to identify attacks on proposed arguments for action. these cqs generate a set of arguments for and against different actions to achieve a particular goal, where each argument is associated with a motivating value. to evaluate the status of these arguments we use a value based argumentation framework (vaf), an extension of the argumentation frameworks (af) of dung [10] (introduced in [3]). in an af an argument is admissible with respect to a set of arguments s if all of its attackers are attacked by some argument in s, and no argument in s attacks an argument in s. in a vaf an argument succeeds in defeating an argument it attacks if its value is ranked higher than the value of the argument attacked; a particular ordering of the values is characterised as an audience. arguments in a vaf are admissible with respect to an audience a and a set of arguments s if they are admissible with respect to s in the af which results from removing all the attacks which are unsuccessful given the audience a. a maximal admissible set of a vaf is known as a preferred extension.

although vafs are often considered abstractly, here we give an instantiation in which we define the attack relation between the arguments. condition 1 of the following attack relation allows for cqs8 and cqs9; condition 2 allows for cqs10; condition 3 allows for cqs6 and cqs7. note that attacks generated by condition 1 are not symmetrical, whilst those generated by conditions 2 and 3 are.

defn 3: an instantiated value-based argumentation framework (ivaf) is defined by a tuple ⟨x, a⟩ such that x is a finite set of arguments and a ⊆ x × x is the attack relation. a pair ⟨a_i, a_j⟩ ∈ a is referred to as “a_i attacks a_j,” or “a_i is attacked by a_j.” for two arguments a_i = ⟨a, p, v, s⟩, a_j = ⟨a’, p’, v’, s’⟩ ∈ x, (a_i, a_j) ∈ a if p = p’ and either: (1) a = a’, s = s’ = +; or (2) a ≠ a’, v ≠ v’ and s = s’ = +; or (3) a ≠ a’ and s = s’ = +.

an audience for an agent x over the values v is a binary relation r^x ⊆ x × v that defines a total order over v where exactly one of (v, v’), (v’, v) is a member of r^x for any distinct v, v’ ∈ v. if (v, v’) ∈ r^x we say that v is preferred to v’ and denoted v >_r v’. we say that an argument a_i is preferred to the argument a_j in the audience r^x, denoted a_i >_r a_j, iff val(a_i) >_r val(a_j). if r^x is an audience over the values v for the ivaf ⟨x, a⟩, then vals(x) ⊆ v.

we use the term ‘audience’ to be consistent with the literature. note, however, audience does not refer to the preference of a set of agents; rather, it represents a particular agent’s preferences.

given an ivaf and a particular agent’s audience, we can determine acceptability of an argument as follows. note that if an attack is symmetric, then an attack only succeeds in defeat if the attacker is more preferred than the argument being attacked; however, as in [3], if an attack is asymmetric, then an attack succeeds in defeat if the attacker is at least as preferred as the argument being attacked.

defn 4: let r^2 be an audience and let ⟨x, a⟩ be an ivaf. for ⟨a_i, a_j⟩ ∈ a such that (a_i, a_j) ∉ a, a_i defeats a_j under r^2 if a_i ≠ a_j.

for ⟨a_i, a_j⟩ ∈ a such that (a_i, a_j) ∈ a, a_i defeats a_j under r^2 if a_i >_r a_j.

an argument a_i ∈ x is acceptable w.r.t s under r^2 (s ⊆ x) if:
Table 1: Format for moves used in deliberation dialogues: γ is a goal; a is an action; A is an argument; x is an agent identifier.

<table>
<thead>
<tr>
<th>Move</th>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>open</td>
<td>(x, open, γ)</td>
</tr>
<tr>
<td>assert</td>
<td>(x, assert, A)</td>
</tr>
<tr>
<td>agree</td>
<td>(x, agree, a)</td>
</tr>
<tr>
<td>close</td>
<td>(x, close, γ)</td>
</tr>
</tbody>
</table>

Table 1: Format for moves used in deliberation dialogues: γ is a goal; a is an action; A is an argument; x is an agent identifier.

for every $A_i \in X$ that defeats $A_i$ under $R^2$, there is some $A_k \in S$ that defeats $A_i$ under $R^\gamma$.

A subset $S$ of $X$ is conflict-free under $R^2$ if no argument $A_i \in S$ defeats another argument $A_j \in S$ under $R^\gamma$.

A subset $S$ of $X$ is admissible under $R^2$ if: $S$ is conflict-free in $R^2$ and every $A \in S$ is acceptable w.r.t $S$ under $R^2$.

A subset $S$ of $X$ is a preferred extension under $R^2$ if it is a maximal admissible set under $R^2$.

An argument $A$ is acceptable in the iVAF $(X, A)$ under audience $R^2$ if there is some preferred extension containing it.

We can define a winning value for an iVAF and a particular agent’s audience: a value is a winning value for an agent if there is an argument that promotes that value and is acceptable under the agent’s audience. Note that the winning value is not necessarily the most preferred, rather the one that motivates some undefeated argument for an action.

Definition 5: Let $R^2$ be an audience and $(X, A)$ be an iVAF. The value $v$ is a winning value in $(X, A)$ under $R^2$ iff $\exists A \in X$ s.t. $A$ is acceptable in $(X, A)$ under $R^2$, $\text{Sign}(A) = +$ and $\text{Val}(A) = v$.

It is clear (from the definition of an iVAF) that if all the arguments that appear in an iVAF relate to the same goal, then there is at most one winning value for a given audience. (Proofs are omitted here, for details please see [7].)

Proposition 1: Let $R^2$ be an audience and let $(X, A)$ be an iVAF. If $\forall A, A' \in X, \text{Goal}(A) = \text{Goal}(A')$ and $v$ and $v'$ are both winning values in $(X, A)$ under $R^2$, then $v = v'$.

We have defined a mechanism with which an agent can determine attacks between arguments for and against actions; it can then use an ordering over the values that motivate such arguments (its audience) in order to determine their acceptability. Next, we define our dialogue system, which significantly enhances that presented in [6] in order to allow a proponent to take into account its perception of the recipient’s audience.

3. DIALOGUE SYSTEM

The communicative acts in a dialogue are called moves. We assume that there are always exactly two agents (participants) taking part in a dialogue, each with its own identifier taken from the set $I = \{Ag1, Ag2\}$. Each participant takes its turn to make a move to the other. We refer to participants using the variables $x$ and $\overline{x}$ such that: $x$ is 1 if and only if $\overline{x}$ is 2; $x$ is 2 if and only if $\overline{x}$ is 1.

A move in our system is of the form $(\text{Agent, Act, Content})$. Agent is the identifier of the agent generating the move, Act is the type of move, and the Content gives the details of the move. The format for moves used in deliberation dialogues is shown in Table 1, and the set of all moves meeting the format defined in Table 1 is denoted $M$. Note, $\text{Sender}: M \rightarrow I$ is a function such that $\text{Sender}((\text{Agent, Act, Content})) = \text{Agent}$.

We now informally explain the different types of move: an open move $(x, \text{open}, \gamma)$ opens a dialogue to agree on an action to achieve the goal $\gamma$; an assert move $(x, \text{assert}, A)$ asserts an argument $A$ for or against an action to achieve a goal that is the topic of the dialogue; an agree move $(x, \text{agree}, a)$ indicates that $x$ agrees to performing action $a$ to achieve the topic; a close move $(x, \text{close}, \gamma)$ indicates that $x$ wishes to end the dialogue.

A dialogue is simply a sequence of moves, each of which is indexed by the timepoint when the move was made. Exactly one move is made at each timepoint.

Definition 6: A dialogue, denoted $D^t$, is a sequence of moves $\{m_1, \ldots, m_t\}$ involving two participants in $I = \{Ag1, Ag2\}$, where $t \in \mathbb{N}$ and the following conditions hold: (1) $m_s$ is a move of the form $(x, \text{open}, \gamma)$ where $x \in I$; (2) $\text{Sender}(m_s) \in I$ for $1 < s < t$; (3) $\text{Sender}(m_s) \neq \text{Sender}(m_{s+1})$ for $1 < s < t$.

The topic of the dialogue $D^t$ is returned by $\text{Topic}(D^t) = \gamma$. The set of all dialogues is denoted $D$.

The first move of a dialogue $D^t$ must always be an open move (condition 1 of the previous definition), every move of the dialogue must be made by a participant (condition 2), and the agents take it in turns to send a move (condition 3). In order to terminate a dialogue, either: two close moves must appear one immediately after the other in the sequence (a matched-close); or two moves agreeing to the same action must appear one immediately after the other in the sequence (an agreed-close).

Definition 7: Let $D^t$ be a dialogue s.t. $\text{Topic}(D^t) = \gamma$. We say that either: $m_s (1 < s < t)$ is a matched-close for $D^t$ iff $m_{s-1} = (x, \text{close}, \gamma)$ and $m_s = (\overline{x}, \text{close}, \gamma)$; else $m_s (1 < s < t)$ is an agreed-close for $D^t$ iff $m_{s-1} = (x, \text{agree}, a)$ and $m_s = (\overline{x}, \text{agree}, a)$. We say $D^t$ has a failed outcome if $m_t$ is a matched-close, whereas we say $D^t$ has a successful outcome of an iff $m_t = (x, \text{agree}, a)$ is an agreed-close.

So a matched-close or an agreed-close will terminate a dialogue $D^t$ but only if $D^t$ has not already terminated.

Definition 8: Let $D^t$ be a dialogue. $D^t$ terminates at $t$ iff $m_{s+1}$ is a matched-close or an agreed-close for $D^t$ and $\exists x \in I. s < t$, $D^t$ extends $D^s$ (i.e. the first $s$ moves of $D^t$ are the same as the sequence $D^s$) and $D^t$ terminates at $s$.

We shortly give the particular protocol and strategy functions that allow agents to generate deliberation dialogues. First, we introduce some subsidiary definitions. At any point in a dialogue, an agent $x$ can construct an iVAF from the union of the arguments it can construct from its VATS and the arguments that have been asserted by the other agent; we call this $x$’s dialogue iVAF.

Definition 9: A dialogue iVAF for an agent $x$ participating in a dialogue $D^t$ is denoted $\text{dVAF}(x, D^t)$. If $D^t$ is the sequence of moves $\{m_1, \ldots, m_t\}$, then $\text{dVAF}(x, D^t)$ is the iVAF $(X, A)$ where $X = \text{Args}^{\text{topic}(D^t)} \cup \{A \mid \exists m \in X, (\text{Assert}(A), (1 \leq k \leq t))\}$.

An action is agreeable to an agent $x$ if and only if there is some argument for that action that is acceptable in $x$’s dialogue iVAF under the audience that represents $x$’s preference over values. Note that the set of actions that are agreeable to an agent may change over the course of the dialogue.

Definition 10: An action $a$ is agreeable in the iVAF $(X, A)$ under audience $R^2$ iff $\exists A \subseteq \{a, \gamma, v, +\} \in X$ s.t. $A$ is acceptable in $(X, A)$ under $R^2$. We denote the set of all actions that are agreeable to an agent $x$ participating in a dialogue $D^t$ as $\text{AgActs}(x, D^t)$, s.t. $a \in \text{AgActs}(x, D^t)$ iff $a$ is agreeable in $\text{dVAF}(x, D^t)$ under $R^2$.

A protocol is a function that returns the set of moves that are permissible for an agent to make at each point in a particular type of dialogue. Here we give a protocol for deliberation. It takes the dialogue that the agents are participating in and the identifier of the agent whose turn it is and returns the set of permissible moves.

Definition 11: The deliberation protocol for agent $x$ is a function $\text{Protocol}_x : D \rightarrow \varphi(M)$. Let $D^t$ be a dialogue $(1 \leq t)$ s.t. $\text{Sender}(m_t) = x$ and $\text{Topic}(D^t) = \gamma$.

$\text{Protocol}_x(D^t) = P^{\text{args}}(D^t) \cup P^{\text{act}}(D^t) \cup \{(x, \text{close}, \gamma)\}$ where the following are sets of moves and $x' \in I$: 907
\[ P^{\text{ass}}(D^t) = \{ (x, \text{assert}, A) \mid \text{Goal}(A) = \gamma \] and
\[ \neg \exists m_{t'} = (x', \text{assert}, A) (1 < t' \leq t) \]
\[ P^{\text{ag}}(D^t) = \{ (x, \text{agree}, a) \mid \text{either} \]
\[ (1) m_t = (\overline{x}, \text{agree}, a) \]
\[ \text{and} \]
\[ (2) \exists m_{t'} = (\overline{x}, \text{assert}, \langle a, \gamma, v, + \rangle) (1 < t' \leq t) \]
\[ \text{and} \]
\[ (\text{if } \exists m_{t'} = (x, \text{agree}, a) \]
\[ \text{then } \exists A, m_{t''} = (x, \text{assert}, A) \]
\[ (t'' < t'') \leq t) \} \]

The protocol states that it is permissible to assert an argument for or against an action to achieve the topic of the dialogue as long as that argument has not previously been asserted in the dialogue. An agent can agree to an action that has been agreed to by the other agent in the preceding move (condition 1 of \( P^{\text{ag}} \)); otherwise an agent \( x \) can agree to an action that has been proposed by the other participant (condition 2 of \( P^{\text{ag}} \)) as long as if \( x \) has previously agreed to that action, then \( x \) has since then asserted some new argument. This is because we want to avoid the situation where an agent keeps repeatedly agreeing to an action that the other agent will not agree to: if an agent makes a move agreeing to an action and the other agent does not wish to also agree to that action, then the first agent must before being able to repeat its agree move introduce some new argument that may convince the second agent to agree. Agents may always make a close move.

We have thus defined a protocol that determines which moves it is permissible to make during a dialogue; however, an agent still has considerable choice when selecting which of these permissible moves to make. In order to select one of the permissible moves, an agent uses a particular strategy. Informally, the strategy that we will shortly define selects a move as follows: if it is permissible to make a move agreeing to an agreeable action, then make such an agree move; else, if it is permissible to assert an argument for an agreeable action, then assert such an argument; else, if it is permissible to assert an argument against an action that is not agreeable, then assert some such argument; else make a close move. When the strategy results in a choice of more than one agree or assert move, an agent must rely on two further functions for selecting from a set of either permissible assert or permissible agree moves.

When selecting a particular assert move, a proponent makes use of its model of the recipient. In particular, when faced with a choice of arguments to assert, an agent will choose one with a motivating value that it believes is highly ranked by the recipient. Thus, a proponent needs to model what it believes could be the recipient’s winning value. We define a function that takes a value and, for a given dialogue and recipient, maps to the interval between 0 and 1; the higher the output of this function, the more the proponent believes that the value is the recipient’s winning value.

**Definition 12:** A recipient value model is given by the function \( \text{Models}^x : D \times A \rightarrow [0, 1] \) \( (x, \overline{x} \in \mathcal{Z}) \).

Note, there are many ways this function could be initialised at the beginning of a dialogue. For example: we could initialise all values to 0.5; information from past interactions could be used to guide the initial values; or in highly co-operative settings it may make sense to assume that the agents share similar views, so the values could be initialised to mirror the proponent’s value preference.

A proponent selects an argument to assert as follows: if there is a choice of more than one argument to be asserted, then the agent will choose to assert one such argument such that of all the other arguments it could assert, it does not believe that the values that motivate them are more likely to be the recipient’s winning value than that which motivates the selected argument.

**Definition 13:** Let \( \Psi = \{ (x, \text{assert}, A_1), \ldots, (x, \text{assert}, A_k) \} \). The function \( \text{Pick}_{\text{ass}} \) returns a chosen assert move s.t.
\[ \text{if } \text{Pick}_{\text{ass}}(\Psi) = (x, \text{assert}, A_i) (1 \leq i \leq k) \text{ then } \neg \exists j (1 \leq j \leq k) \text{ s.t. Models}^{x}(\text{Val}(A_j)) > \text{Models}^{x}(\text{Val}(A_i)) \]

We also require a function that allows an agent to select a particular permissible move to make from a set of agree moves (denoted \( \text{Pick}_{\text{ag}} \)). Our analysis in the next section does not depend on the definition of \( \text{Pick}_{\text{ag}} \), hence we do not define \( \text{Pick}_{\text{ag}} \) here but leave it as a parameter of our system (in its simplest form, \( \text{Pick}_{\text{ag}} \) may return an arbitrary agree move from the input set).

We are now able to define a deliberation strategy. It takes the dialogue \( D^t \) and returns exactly one of the legal moves.

**Definition 14:** The strategy for an agent \( x \) is a function \( \text{Strat}_x : D \rightarrow M \) given in Figure 1.

A well-formed dialogue is a dialogue that has been generated by two agents each following this strategy.

**Definition 15:** A well-formed dialogue is a dialogue \( D^t \) s.t. \( \forall t' (1 \leq t' \leq t) \), \( \text{Sender}(m_{t'}) = x \) iff \( \text{Strat}_x(D^{t'-1}) = m_{t'} \).

We now give a short example. There are two participants, \( Ag_1 \) and \( Ag_2 \), who have the shared goal of doing something together on Saturday (ActivityForSat). The relevant values for this scenario are company (C), promoted by spending time with the other agent, variety (V) promoted by doing an activity the agent has not done recently, distance (D), promoted by doing a nearby activity, and money (M), promoted by cheap activities. The participants have the following audiences:

\[ C \succ Ag_1 \succ Ag_2 \succ V \succ Ag_1 \succ M \succ Ag_2 \succ V \succ Ag_2 \succ C \]

To save space, we only consider \( Ag_1 \)’s recipient value model of \( Ag_2 \), which is initialised as follows (presumably based on some background knowledge that \( Ag_1 \) has). \( \text{Models}^{Ag_1}(D^0, 1) = 1 \) iff \( \text{val} = C; 0.9 \) iff \( \text{val} = D; 0.8 \) iff \( \text{val} = V \) or \( \text{val} = M \).

The agents’ initial dialogue iVAFs can be seen in Figs. 2 and 3, where the nodes represent arguments and are labelled with the action that they are for (or the negation of the action that they are against) and the value they are motivated by.

![Figure 2: Agent Ag1’s dialogue iVAF at t = 1, dVAF(Ag1, D1).](image)

![Figure 3: Agent Ag2’s dialogue iVAF at t = 1, dVAF(Ag2, D1).](image)
\[
\begin{align*}
\text{Strat}_x(D^t) &= \text{Pick}_{ag}(S^a_x(D^t)) & \text{iff } S^a_x(D^t) \neq \emptyset \\
\text{Strat}_x(D^t) &= \text{Pick}_{as}(S^{\text{prop}}_x(D^t)) & \text{iff } S^a_x(D^t) = \emptyset \text{ and } S^{\text{prop}}(D^t) \neq \emptyset \\
\text{Strat}_x(D^t) &= \text{Pick}_{as}(S^{\text{att}}_x(D^t)) & \text{iff } S^a_x(D^t) = S^{\text{prop}}(D^t) = 0 \text{ and } S^{\text{att}}(D^t) \neq \emptyset \\
\text{Strat}_x(D^t) &= (x, \text{close}, \text{Topic}(D^t)) & \text{iff } S^a_x(D^t) = S^{\text{prop}}(D^t) = S^{\text{att}}(D^t) = \emptyset
\end{align*}
\]

where the choices for the moves are given by the following subsidiary functions with \(x' \in \{x, \overline{x}\}\) and \(\text{Topic}(D^t) = \gamma\):

\[
\begin{align*}
S^a_x(D^t) &= \{(x, \text{agree}, a) \in P^a_x(D^t) | a \in AgActs(x, D^t)\} \\
S^{\text{prop}}(D^t) &= \{(x, \text{assert}, A) \in P^{\text{prop}}(D^t) | A \in Args^+_x, \text{Act}(A) = a, \text{Sign}(A) = + \text{ and } a \in AgActs(x, D^t)\} \\
S^{\text{att}}(D^t) &= \{(x, \text{assert}, A) \in P^{\text{att}}(D^t) | A \in Args^+_x, \text{Act}(A) = a, \text{Sign}(A) = -, \text{ and } a \notin AgActs(x, D^t) \text{ and } \exists m_i = (x', \text{assert}, A') (1 \leq t' \leq t) \text{ s.t. } \text{Act}(A') = a \text{ and } \text{Sign}(A') = +\}
\end{align*}
\]

**Figure 1:** The strategy function selects a move according to the following preference ordering (starting with the most preferred): an agree (ag), a proposing assert (prop), an attacking assert (att), a close (close).

\[m_2 = \langle Ag_1, \text{assert}, (\text{Restaurant, ActivityForSat, C, +}) \rangle\]

This new argument is added to \(Ag_2\)'s dialogue iVAF, to give \(dVAF(Ag_2, D^2)\) (Fig. 4).

**Figure 4:** Agent \(Ag_2\)'s dialogue iVAF at \(t = 2, dVAF(Ag_2, D^2)\).

As \(Ag_2\) actually prefers value \(D\) to value \(C\), this new argument is not acceptable to it. In fact, there are no actions currently acceptable to \(Ag_2\) (as there are no acceptable arguments for an action in its dialogue iVAF) and so \(Ag_2\) makes an attacking move by asserting its argument against going to the restaurant (as it is far away).

\[m_3 = \langle Ag_2, \text{assert}, (\text{Restaurant, ActivityForSat, D, -}) \rangle\]

This new argument is added to \(Ag_1\)'s dialogue iVAF, to give \(dVAF(Ag_1, D^3)\) (Fig. 5). As \(Ag_2\) did not agree to \(Ag_1\)'s suggestion to go to a restaurant for good company, \(Ag_1\) now has reason to believe that in fact \(C\) is unlikely to be the winning value for \(Ag_2\) and so it decrements its recipient value model for this value from 1 to 0.8: \(\text{Models}^{Ag_2}(D^3, C) = 0.8\).

**Figure 5:** Agent \(Ag_1\)'s dialogue iVAF at \(t = 3, dVAF(Ag_1, D^3)\).

Agent \(Ag_1\) still finds both picnic and restaurant agreeable actions. As it has already asserted its argument for going to the restaurant, it must now choose one of its arguments for going for a picnic to assert. It currently believes that \(D\) is likely the winning value for \(Ag_2\) and so chooses an argument motivated by this value.

\[m_4 = \langle Ag_1, \text{assert}, (\text{Picnic, ActivityForSat, D, +}) \rangle\]

This new argument is added to \(Ag_2\)'s dialogue iVAF, to give \(dVAF(Ag_2, D^4)\) (Fig. 6). As \(Ag_2\) in fact prefers value \(V\) to value \(D\), the proposed action of going for a picnic is not acceptable to \(Ag_2\), and so it asserts its argument against this action.

\[m_5 = \langle Ag_2, \text{assert}, (\text{Picnic, ActivityForSat, V, -}) \rangle\]

**Figure 6:** Agent \(Ag_2\)'s dialogue iVAF at \(t = 4, dVAF(Ag_2, D^4)\).

This new argument is added to \(Ag_2\)'s dialogue iVAF, to give \(dVAF(Ag_1, D^5)\) (Fig. 7). As \(Ag_2\) did not agree to \(Ag_1\)'s suggestion to go for a picnic as it is nearby, \(Ag_1\) now has reason to believe that in fact \(D\) is unlikely to be the winning value for \(Ag_2\) and so it decrements its recipient value model for this value from 0.9 to 0.7: \(\text{Models}^{Ag_2}(D^5, D) = 0.7\).

**Figure 7:** Agent \(Ag_1\)'s dialogue iVAF at \(t = 5, dVAF(Ag_1, D^5)\).

Agent \(Ag_1\) still finds going for a picnic agreeable, but it now believes that either \(M\) or \(V\) is likely to be the winning value for \(Ag_2\). Hence, it asserts its argument for going for a picnic that is motivated by the value \(M\).

\[m_6 = \langle Ag_1, \text{assert}, (\text{Picnic, ActivityForSat, M, +}) \rangle\]

**Figure 8:** Agent \(Ag_2\)'s dialogue iVAF at \(t = 6, dVAF(Ag_2, D^6)\).

This new argument is added to \(Ag_2\)'s dialogue iVAF, to give \(dVAF(Ag_2, D^6)\) (Fig. 8). As \(Ag_1\) is now right in believing that \(M\) is the winning value for \(Ag_1\), \(Ag_1\) finds this new argument acceptable and so agrees to going for a picnic. Agent \(Ag_2\) also agrees to this action and the dialogue terminates successfully.

**Figure 9:** Agent \(Ag_2\)'s dialogue iVAF at \(t = 7, dVAF(Ag_2, D^7)\).

This example illustrates how agents can reach an agreement on an action to achieve a joint goal despite their differing preferences over values; it also shows how an agent may update is model of another’s winning value based on their dialogue behaviour.

**4. ANALYSIS OF THE SYSTEM**

In [6], an analysis is given of a more abstract version of the dialogue system discussed here in which neither Pick function is
specified, hence the results of [6] all hold for the specialised version of the dialogue system that we present here. In particular: all dialogues generated by our system terminate; if the dialogue terminates with a successful outcome of action \( a \), then \( a \) is agreeable to both agents at the end of the dialogue; if there is an action \( a \) that is agreeable to both agents when the dialogue terminates, then the dialogue terminates with a successful outcome.

However, for the dialogue system defined in [6], it is sometimes the case that even when there is an action that is agreeable to each agent given the union of their arguments (i.e. agreeable in the joint iVAF \( \langle X, A \rangle \) under each agent’s audience, where \( X = \text{Args}^* \cup \text{Args}^* \)), the dialogue may still terminate unsuccessfully. As we have now instantiated the PickAss function we are able to present a more detailed analysis of when a dialogue generated by the system will terminate successfully.

First we need to show that if there is an action that is agreeable to both agents in the joint iVAF and that action is agreeable to one of the agents at the end of the dialogue, then the dialogue will terminate with a successful outcome. (This following lemma holds for any instantiation of the PickAss functions.)

**Lemma 1:** Let \( D^1 \) be a well-formed deliberation dialogue that terminates at \( t \) where \( \langle X, A \rangle \) is the joint iVAF \( \langle X = \text{Args}^* \cup \text{Args}^* \rangle \).

If there exists an action a s.t. \( a \) is agreeable in the joint iVAF \( \langle X, A \rangle \) under both \( R^a \) and \( R^\gamma \) and \( a \) is agreeable in \( \text{dVAF}(x, D^1) \) under \( R^\gamma \), then the dialogue terminates with a successful outcome.

We can now show that if there is an action agreeable to both agents in the joint iVAF such that at any point in the dialogue that action is agreeable to \( x \) who knows correctly what \( T \) is winning value, then the dialogue will terminate successfully.

**Proposition 2:** Let \( D^1 \) be a well-formed deliberation dialogue that terminates at \( t \) where \( \langle X, A \rangle \) is the joint iVAF \( \langle X = \text{Args}^* \cup \text{Args}^* \rangle \), the value \( v \) is the winning value in \( \langle X, A \rangle \) under \( R^\gamma \), and the action \( a \) is agreeable in the joint iVAF \( \langle X, A \rangle \) under both \( R^\gamma \) and \( R^\gamma \). If there exists \( v \)' s. t. \( D^1 \) extends \( D^\prime \) and there exists an argument \( A \) for \( a \)' s. t. \( A \) is acceptable in \( \text{dVAF}(x, D^\prime) \) under \( R^\gamma \) and \( \text{Models}_A^\gamma (D^1, Val) = 1 \) if \( Val = v \), then \( D^1 \) terminates with a successful outcome.

It is interesting to note that it is not always the case that if there is an action that is agreeable to both agents in the joint iVAF and that action is agreeable to one of the agents at some point in the dialogue, then the successful outcome of the dialogue will be an action that is agreeable to both agents in the joint iVAF. For example, consider the situation where: \( \text{Args}^* = \{ (a_1, \gamma_1, v_3), (a_2, \gamma_1, v_4), (a_2, \gamma_2, v_2), (a_3, \gamma_2, v_1) \}; \text{Args}^* = \{ (a_2, \gamma_1, v_3), (a_2, \gamma_2, v_4), (a_2, \gamma_2, v_2), (a_3, \gamma_2, v_1) \}. \) If we construct the joint iVAF for this example, then we see that the action \( a_1 \) is agreeable to both agents and the action \( a_2 \) is agreeable to neither (given the union of their arguments); however, the dialogue generated will terminate successfully with \( a_2 \) as the outcome. This observation is important as it helps to determine the suitability of the strategy defined here for particular applications: if it is imperative that the outcome arrived at is the ‘best’ possible (in the sense that it is agreeable to each participant given the union of their knowledge), then the strategy we give here is not suitable; whilst if we simply desire that agents reach some agreement, then our strategy may suffice.

There are situations where there is an action agreeable to each agent in the joint iVAF and yet the dialogue still does not terminate successfully (for example, if there is no action agreeable to at least one of the agents at the start of the dialogue). The detailed analysis that we give here of when and why a dialogue terminates successfully is invaluable for the future design of deliberation systems that aim to avoid this situation. Our investigation takes steps towards an understanding of how the design of a deliberation strategy and the subjective preferences of agents affect dialogue behaviour.

## 5. MODELLING AGENT PREFERENCES

We have shown that if a proponent can correctly model the recipient’s winning value for the joint iVAF and there is an action agreeable to each given the joint iVAF, then if that action is at any point agreeable to the proponent, the dialogue will terminate successfully. We now consider how a proponent may aim to correctly model the recipient’s winning value. Whilst there is much existing work on reasoning about another agent’s beliefs, we are not aware of any work that aims at modelling another agent’s values.

In order to design a modelling mechanism, we consider what it means to be a winning value. Recall: (Def. 5) a value is a winning value for an agent in an iVAF if there is a positive argument that promotes that value and that is acceptable under the agent’s audience (and so it is not necessarily the most preferred value); (Prop. 1) an agent has at most one winning value for a particular iVAF where all arguments relate to the same goal (since we are dealing with deliberation dialogues with a particular topic, we assume henceforth that all the arguments in an iVAF relate to the same goal).

We can show (all proofs in [7]) that if there is no winning value for an iVAF under a particular audience, then it must be the case that for every positive argument for an action, there is another negative argument against that action whose value is at least as preferred. Thus there is only one special case in which there is no winning value for an agent in an iVAF, justifying our approach of modelling what is likely to be an agent’s winning value.

**Proposition 3:** Let \( \langle X, A \rangle \) be an iVAF s.t. there is no winning value under \( R^a \). If \( \exists (a, p, v, +) \in X \), then \( \exists (a, p, v', -) \) s.t. \( (v, v') \notin R^a \).

Now we consider what it means if there is an argument motivated by the winning value that is not acceptable. We can show that if there is an argument for an action that is motivated by the winning value but that is not acceptable, then there must be an argument against that action that is at least as preferred.

**Proposition 4:** Let \( \langle X, A \rangle \) be an iVAF s.t. \( v \) is the winning value under \( R^a \). If \( \exists A = (a, p, v, +) \in X \), then \( \exists A = (a, p, v', -) \) s.t. \( (v, v') \notin X \).

The previous result considers an iVAF in which \( v \) is an agent’s winning value. However, we are concerned with modelling the recipient’s winning value in the joint iVAF, which the agents do not have access to (since this is built from the agents’ private knowledge). Thus we must also consider the relationship between an iVAF and its subgraphs. We show that if \( v \) is a winning value in an iVAF, but there is an argument for an action \( a \) motivated by a value that is not acceptable in a subgraph, then either: there must be an argument against that action in the subgraph that is at least as preferred; else there must be an argument in the subgraph for some other action \( a' \) that is motivated by a more preferred value than \( v \) and there must be an argument that is in the iVAF but not in the subgraph against action \( a' \) that defeats this argument.

**Proposition 5:** Let \( \langle X, A \rangle, \langle X', A' \rangle \) be iVAFs s.t. \( X' \subseteq X \). If \( v \) is the winning value in \( \langle X, A \rangle \) under \( R^a \) but \( A = (a, p, v, +) \) is not acceptable in \( \langle X', A' \rangle \) under \( R^a \), then either: (1) \( \exists (a, p, v', -) \in X' \) s.t. \( (v, v') \notin R^a \); else (2) \( \exists (a', p, v', +) \in X' \) s.t. \( (v', v) \notin R^a \).

Let us now consider the case where a proponent assert a positive argument for an action \( a \) motivated by the value \( v' \), where \( v \) is the recipient’s winning value in the joint iVAF, and the recipient does not respond with an agree move. From Prop. 5 we see that there
are two possible cases.

**Case 1:** The recipient has a negative argument against $a$ that is motivated by a value that the recipient prefers at least as much as $v$. In this case, $a$ cannot be agreeable to the recipient in the joint iVAF (since $v$ is the recipient’s winning value, therefore all acceptable positive arguments must be motivated by $v$, and any such argument for $a$ will be defeated by the recipient’s argument against $a$).

**Case 2:** The recipient has a positive argument for some other action $a'$ that is motivated by a value $v'$ that it prefers more to $v$ and the proponent has an unasserted negative argument against $a'$ that is motivated by a value $v''$ that the recipient prefers at least as much as $v''$.

As $v$ is the recipient’s winning value, there must be a positive argument in the joint iVAF that is motivated by $v$ and acceptable under the recipient’s audience, thus there must be at least one positive argument motivated by $v$ and known to the proponent that falls under Case 2 (since a negative argument that defeats an argument in the recipient’s dialogue iVAF will also defeat that argument under the recipient’s audience in the joint iVAF). Therefore, if the proponent has asserted all of its positive arguments motivated by $v$ and not elicited an agree, the only way that $v$ can be the recipient’s winning value is if the proponent has an unasserted argument against every action agreeable to the recipient that succeeds in defeat under the recipient’s audience.

If the proponent knows no unasserted negative arguments, then Case 2 above cannot hold, therefore further limiting the chance of $v$ being the winning value.

We can use these insights to define a simple mechanism for updating an agent’s Models function. This function maps each value to the interval between 0 and 1; the higher the output of the function the more the proponent believes that the value is the winning value. For reasons of space, here we only consider the case where the proponent has asserted an argument for an action motivated by $v$ and the recipient does not then agree to that action. As we have seen, if the following conditions also hold, the proponent has extra reason to believe that $v$ is not the recipient’s winning value:

- the proponent knows no unasserted negative arguments;
- the proponent knows no unasserted positive arguments motivated by $v$;
- the proponent knows no unasserted positive arguments motivated by $v$ and knows no unasserted negative arguments.

In this case it is not possible that $v$ is the recipients winning value.

We use an update function $\text{Sub}(\text{Models}_x(D^\text{t}, v), N)$ that decrements $\text{Models}_x(D^\text{t}, v)$ by $N$ (whilst respecting the function’s range boundaries) and captures these situations as follows:

**Definition 16:** Let $D^t$ be a dialogue s.t. $\text{dVAF}(x, D^t) = (X, \mathcal{A})$, $\text{AssArgs} = \{A \mid \exists i(1 \leq i \leq t) s.t. m_i = (\ldots, \text{assert}, A)\}$, $m_{t-1} = (x, \text{assert}, a, v)$, and $m_t \notin (\text{agree}, a)$.

Agent $x$ updates its recipient value model $\text{Models}_x$ as follows.

If \( \forall A \in X \ s.t. \ \text{(Sign}(A) = +, \text{Val}(A) = v \land A \notin \text{AssArgs}) \)

then $\forall A' \in X \ s.t. \ \text{Sign}(A') = - \land A' \notin \text{AssArgs}$,

$\text{Models}_x(D^t, v) = 0$;

else $\text{Models}_x(D^t, v) := \text{Sub}(\text{Models}_x(D^{t-1}, v), 0.4)$.

Otherwise

if $\forall A \in X \ s.t. \ \text{Sign}(A) = - \land A \notin \text{AssArgs}$,

then $\text{Models}_x(D^t, v) := \text{Sub}(\text{Models}_x(D^{t-1}, v), 0.2)$.

Otherwise

$\text{Models}_x(D^t, v) := \text{Sub}(\text{Models}_x(D^{t-1}, v), 0.1)$.

In the example in Sect. 3, agent $Ag1$ updates its recipient value model in this manner.

We have thus given a principled mechanism with which an agent can model another agent’s winning value, based on their dialogue behaviour. Our mechanism is not intended to be complete, it needs also to consider situations in which it is appropriate to increment the function output for a particular value. Also, the figures that our update mechanism uses for the decrements (which reflect the strength of the reason that the proponent believes that $v$ is not the recipient’s winning value) could be further refined (particularly with empirical analysis). However, our simple mechanism illustrates how detailed theoretical analysis of system behaviour can be useful in designing dialogue strategies.

### 6. RELATED WORK

Our proposal uses the same underlying dialogue framework as in [5]; however, that work is only similar in that it uses the same dialogue representation. The system defined in [5] is concerned not with deliberation but with a type of inquiry dialogue; it ensures that all relevant arguments are asserted, after which a shared value ordering is applied to determine the outcome.

The system here builds directly on that presented in [6]. We have extended the work by defining a function that allows a proponent to select arguments to assert based on its perception of what is important to the recipient. By specifying the strategy thus, we have been able to perform a more detailed analysis of the behaviour of the system than was previously possible; this fundamental analysis moves us towards a better understanding of the design of dialogue strategies that are suitable for particular applications. We have also provided a mechanism with which an agent can model what is important to the other participant.

Other works allow a proponent to select arguments suited to a particular recipient. In [11] a proponent selects sets of arguments likely to resonate with the recipient by considering the recipient’s desires, whilst [17] investigates how a proponent may use the recipient’s personality to guide argument selection; however, both of these works deal with monological rather than dialogical argumentation. The dialogue system proposed in [13] allows an agent to use a model of its opponent’s goals and beliefs to select arguments; however, [13] does not consider value based arguments, and the behaviour of the system is not analysed as we have done here.

Deliberation dialogues are considered by [12, 16]. In [12] argument evaluation is not done in terms of AFs, and strategies for reaching agreement are not considered; [16] focusses on goal selection and planning. Practical reasoning using argumentation in agent systems has been addressed by Amgoud and colleagues (see e.g. [1]), but in this work the focus is not on the dialogical aspects nor is there an element to model other participants’ preferences.

The proposal of [4] considers how to find particular audiences for which only certain arguments are acceptable and how preferences over values emerge through a dialogue; however, it assumes a static argument graph within which agents are playing moves, whilst agents in our system construct argument graphs dynamically.

The work of [8] allows AFs of individual agents to be merged; it aims to characterise the sets of arguments acceptable by the whole group of agents using notions of joint acceptability. In our work, an agent develops its own individual graph and uses this to determine if it finds an action agreeable, thus maintaining its subjective view.

Prakken [14] considers how agents can come to a public agreement despite their internal views of argument acceptability conflicting, allowing them to make explicit attack and surrender moves. However, Prakken does not explicitly consider value-based arguments, nor does he discuss particular strategies.

Strategic argumentation has been considered in other work. In [9] a dialogue game for persuasion is presented that is based on
one originally proposed in [19] but makes use of Dungian AFs. Strategies in [9] concern reasoning about an opponent’s beliefs, as opposed to about action proposals with subjective preferences. Strategies for reasoning with value-based arguments are considered in [3], where the objective is to create obligations on the opponent to accept some argument based on his previously expressed preferences. In [3], a fixed joint VAF is assumed, whilst our agents dynamically construct individual dialogue iVAFs. Neither [9] or [3] gives an analysis of how strategy affects dialogue behaviour.

A related emerging area is the application of game theory to argumentation (e.g. [15]). This work has investigated situations under which rational agents will not have any incentive to lie about or hide arguments; although concerned mainly with protocol design, it is likely such work will have implications for strategy design.

7. CONCLUDING REMARKS

We have presented a dialogue system for joint deliberation, where the agents involved may each have different preferences yet all want an agreement to be reached. The novel strategy that we have defined allows a proponent to take account of the recipient’s preferences. The initial analysis that we presented gives us a better understanding of how strategy design affects dialogue behaviour. Furthermore, we have also provided a mechanism to enable a dialogue participant to model what is likely to be the winning value for the other participant; it can then use this model to select arguments for action that are likely to be persuasive to the other agent.

The design of this mechanism was guided by our investigation into the behaviour of iVAFs; however, it is only a first step towards modelling agents’ values. Many interesting questions remain, for example: why might a proponent increase its belief that a particular value is the winning one for the recipient; how should a proponent initialise its recipient model function at the start of a dialogue?

Another very interesting line of future work is to extend the system so that argumentation theory is also used by the proponent to determine which is the recipient’s winning value. We have seen that there can be reasons to believe that \( v \) is not the recipient’s winning value, these reasons and their different strengths could themselves be modelled as an argumentation framework.

In the dialogue system we have presented here, we have assumed that there are only two participants and that each is following the same strategy. It will be necessary to relax these assumptions in the future if our system is to be applicable in all but the simplest situations. If we are to meet the ultimate goal of a robust theory for deliberation strategy design, analyses such as the one presented here are a key requirement, providing the foundations for developing and analysing more complex deliberation dialogue systems.
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ABSTRACT

What do I need to say to convince you to do something? This is an important question for an autonomous agent deciding whom to approach for a resource or for an action to be done. Were similar requests granted from similar agents in similar circumstances? What arguments were most persuasive? What are the costs involved in putting certain arguments forward? In this paper we present an agent decision-making mechanism where models of other agents are refined through evidence from past dialogues, and where these models are used to guide future argumentation strategy. We empirically evaluate our approach to demonstrate that decision-theoretic and machine learning techniques can both significantly improve the cumulative utility of dialogical outcomes, and help to reduce communication overhead.

Categories and Subject Descriptors

I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms

Algorithms, Experimentation

Keywords

Argumentation, Decision theory, Machine learning, Policies

1. INTRODUCTION

It is typically the case that collaborative activities require agents (human or artificial) to share resources, act on each others’ behalf, coordinate individual acts, etc. Agreements to collaborate are often ad-hoc and temporary in nature but can develop into more permanent alliances. Regardless of whether such relationships are transient or permanent, dialogue among collaborators that is concerned with the delegation of tasks, or sharing of resources are common.

The formation of agreements may, however, be subject to policy (or norm) restrictions. Such policies might regulate what resources may be released to a partner from some other organisation, under what conditions they may be used, and what information regarding their use is necessary to make a decision. Similarly, policies may govern actions that can be done either to pursue personal goals or on behalf of another.

One important aspect of collaborative activities is resource sharing and task delegation [3]. If a plan is not properly resourced and tasks delegated to appropriately competent agents then collaboration may fail to achieve shared goals. We explore in this paper strategies for plan resourcing where agents operate under policy constraints. This is important not only for autonomous agents operating on behalf of individuals or organisations, but also if these agents support human decision makers in team contexts. To guide strategies regarding whom to approach for a resource and what arguments to put forward to secure an agreement, agents require accurate models of other decision makers that may be able to provide such a resource.

The first question addressed in this research is how we may utilise evidence from past encounters to develop accurate models of the policies of others (Section 2).

Given that agents are operating under policies, and some policies may prohibit an agent from providing a resource to another under certain circumstances, how can we utilise the model of others’ policies that have been learned to devise a strategy for selecting an appropriate provider from a pool of potential providers? To do this, we propose a decision-theoretic model, which utilises a model of the policies and resource availabilities of others to aid in deciding who to talk to and what information needs to be revealed if some other collaborator is to provide a resource (Section 3).

In this paper, we demonstrate the utility of our approach by testing the following hypotheses: (i) decision-theoretic and machine learning techniques can significantly improve the cumulative utility of dialogical outcomes; and (ii) this combination of techniques can help to focus dialogue on pertinent issues for negotiation (Section 4).

2. LEARNING POLICIES

The framework we propose here (illustrated in Figure 1) enables agents to negotiate regarding resource provision, and use evidence derived from argumentation to build more accurate and stable models of others’ policies. These policy models, along with models of resource availability also derived from previous encounters, are used to guide dialogical strategies for resourcing plans. The dialogue manager handles all communication with other agents. In learning policies from previous encounters, various machine learning techniques can be employed; Figure 1 refers to a rule learning mechanism, but we also investigate instance-based and decision-tree learning in this paper (Section 2.3). The ar-
Arguments exchanged during dialogue constitute the evidence used to learn policies and resource availability. Arguments refer to features of the task context in which a resource is to be used, and decisions regarding whether or not a resource is made available to another agent may depend on such features. The plan resourcing strategy mechanism reasons over policy and resource availability models, and uses decision theoretic heuristics to select which potential provider yields the highest expected utility (see Section 3). In order to model our argumentation-based framework, we begin by formulating a mechanism to capture policies.

2.1 Policies

Agents have policies (aka. norms) that govern how resources are provided to others. In our model, policies are conditional; they are relevant to an agent’s decision under specific circumstances. These circumstances are characterised by a set of features. Some examples of features may include: (1) the height of a tower, (2) the temperature of a room, or (3) the manufacturer of a car.

**Definition 1 (Features)** Let $\mathcal{F}$ be the set of all features such that $f_1, f_2, \ldots \in \mathcal{F}$. We define a feature as a characteristic of the prevailing circumstance under which an agent is operating (or carrying out an activity); i.e. the task context.

Our concept of policy maps a set of features into an appropriate policy decision. In our framework, an agent can make one of two policy decisions, namely (1) grant, which means that the policy allows the agent to provide the resource when requested, and (2) deny, which means that the policy prohibits the agent from providing the resource.

**Definition 2 (Policies)** A policy is defined as a function $\Pi : \mathcal{F} \rightarrow \{grant, deny\}$, which maps feature vectors of tasks, $\vec{f}$, to appropriate policy decisions.

In order to illustrate the way policies are captured in this model, we present the following examples (see Table 1). Assuming, $f_1$ is resource, $f_2$ is purpose, $f_3$ is weather report (with respect to a location), $f_4$ is the affiliation of the agent, and $f_5$ is the day the resource is required then policies $P_1$, $P_2$, and $P_3$ (see Table 1) will be interpreted as follows:

- $P_1$: You are **permitted** to release a *helicopter* ($h$), to an agent if the *helicopter* is required for the purpose of transporting relief materials (trm).

- $P_2$: You are **prohibited** from releasing a *helicopter* to an agent if the weather report says there are volcanic clouds (vc) in the location the agent intends to deploy the *helicopter*.

- $P_3$: You are **permitted** to release a jeep ($j$) to an agent.

If a *helicopter* is intended to be deployed in an area with volcanic clouds then the provider is forbidden from providing the resource but might offer a ground vehicle (e.g. *jeep*) to the seeker if there is no policy prohibiting this and the resource is available.

### 2.2 Argumentation-based Negotiation

The protocol employed in this framework, constraining dialogical moves, is illustrated in Figure 2. Our approach in this regard is similar to the dialogue for resource negotiation proposed by McBurney & Parsons [4].

To illustrate the sorts of interaction between agents, consider the example dialogue in Figure 3. Let $x$ and $y$ be seeker and provider agents respectively. Suppose we have an argumentation framework that allows agents to ask for and receive explanations, offer alternatives, or ask for more information about the attributes of requests, then there is the potential for $x$ to gather additional evidence regarding the likely policy rules guiding $y$ concerning provision of resources.

Negotiation for resources takes place in a turn-taking fashion. The dialogue starts when $x$ sends a request (propose in Figure 2) to $y$ (e.g. line 1, Figure 3). The provider, $y$, may respond by conceding to the request (accept), rejecting it, offer an alternative resource (counter-propose), or ask for more information (query) such as in line 2 in Figure 3. If the provider agrees to provide the resource then the negotiation ends. If, however, the provider rejects the proposal (line 8, Figure 3), then the seeker may challenge that decision (line 9), and so on. If the provider suggests an alternative then the seeker evaluates it to see whether it is acceptable or not. Furthermore, if the provider agent needs more information from the seeker in order to make a decision, the

---

**Table 1**: An example policy profile.

<table>
<thead>
<tr>
<th>Policy Id</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
<th>$f_5$</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>$h$</td>
<td>$trm$</td>
<td>$vs$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>grant</td>
</tr>
<tr>
<td>$P_2$</td>
<td>$h$</td>
<td>$vc$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>deny</td>
</tr>
<tr>
<td>$P_3$</td>
<td>$j$</td>
<td>$vc$</td>
<td>$xx$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>grant</td>
</tr>
</tbody>
</table>

---

**Figure 2**: The negotiation protocol.
<table>
<thead>
<tr>
<th>#</th>
<th>Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x: Can I have a helicopter for $0.1M reward?</td>
</tr>
<tr>
<td>2</td>
<td>y: What do you need it for?</td>
</tr>
<tr>
<td>3</td>
<td>x: To transport relief materials.</td>
</tr>
<tr>
<td>4</td>
<td>y: To where?</td>
</tr>
<tr>
<td>5</td>
<td>x: A refugee camp near Indonesia.</td>
</tr>
<tr>
<td>6</td>
<td>y: Which date?</td>
</tr>
<tr>
<td>8</td>
<td>y: No, I can’t provide you with a helicopter.</td>
</tr>
<tr>
<td>9</td>
<td>x: Why?</td>
</tr>
<tr>
<td>10</td>
<td>y: I am not permitted to release a helicopter in volcanic eruption.</td>
</tr>
<tr>
<td>11</td>
<td>x: There is no volcanic eruption near Indonesia.</td>
</tr>
<tr>
<td>12</td>
<td>y: I agree, but the ash cloud is spreading, and weather report advises that it is not safe to fly on that day.</td>
</tr>
<tr>
<td>13</td>
<td>x: Ok, thanks.</td>
</tr>
<tr>
<td>14</td>
<td>y: You’re welcome.</td>
</tr>
</tbody>
</table>

Figure 3: Dialogue example.

A provider agent would ask questions that will reveal the features it requires to make a decision (query, inform/refuse). There is a cost attached to the revelation of private information to other agents. An agent might refuse to reveal a piece of information if doing so is expensive [7], and this may vary depending upon who it is revealed to. The negotiation ends when agreement is reached or all possibilities explored have been rejected.

Furthermore, since we make the simplifying assumption that agents communicate truthfully and accurately in this framework, the suggestion of an alternative by a provider could serve as evidence that the provider agent does not have any policy that forbids the provision of such a resource to the seeker, and that the resource is also available.

### 2.3 Learning from dialogue

One of the core goals of this research is to learn models of the policies of others. When an agent has a collection of experiences with other agents described by feature vectors (see Section 2.1), we can make use of existing machine learning techniques for learning associations between sets of discrete attributes (i.e. elements of $\mathcal{F}$) and policy decisions. Specifically, we investigate three types of machine learning algorithms [5], namely decision tree learning (using C4.5), instance-based learning (using k-nearest neighbour), and rule-based learning (using sequential covering). Figure 4 shows an example decision tree representing a model of the policies of some other agent learned from interactions with that agent. Nodes of the decision tree capture features of an agent’s policy, edges denote feature values, while the leaves are policy decisions. Similarly, the policy models illustrated in Figure 1 show the kind of rules learnt using sequential covering.

The three machine learning algorithms investigated here have very different properties. Instance-based learning is useful in this context because it can adapt to and exploit evidence from dialogical episodes as they accrue. In contrast, decision trees and rule learning are not incremental; the tree or the set of rules must be re-assessed periodically as new evidence is acquired. We define a learning interval.

---

1. While the issue of deception remains an open problem, some techniques for addressing this assumption have been investigated [8].
2. We use the Weka [10] implementation of these algorithms.

---

3. Sequential covering does not necessarily find the best or smallest set of rules, but other, more sophisticated rule induction methods may equally be employed [5].

---

**Figure 4: Example decision tree.**
related to the logical or temporal relationships among tasks or resources. Providers operate according to a set of policies that regulate its actions, and (normally) agents act according to their policies. For example, a car rental company may be prohibited from renting out a car if the customer intends to travel across a country border.

Each seeker agent $x \in A$ has a function $\mu_x$ with signature $A \times T \times 2^F \to \mathbb{R}$ that computes the utility gained if $x$ acquires resource $r \in R$ from provider $y \in A$ in order to fulfil task $t \in T$, assuming that the information revealed to $y$ regarding the use of $r$ is $F \subseteq \mathcal{F}$. This $F$ will typically consist of the information features revealed to persuade $y$ to provide $r$ within a specific task context. (Although we focus here on resource provision, the model is equally applicable to task delegation, where we may define a function $\mu'_x : A \times T \times 2^F \to \mathbb{R}$ that computes the utility gained if $y$ agrees to complete task $t$ for $x$, assuming that the information revealed to $y$ to persuade it to do $t$ is $F \subseteq \mathcal{F}$.)

Generally, agents receive some utility for resourcing a task and incur costs in providing information, as well as paying for the resource. In some domains, there may be other benefits to the seeker and/or provider in terms of some kind of non-monetary transfers between them, but we do not attempt to capture such issues here. Hence, in our case, the utility of the seeker is simply the reward obtained for resourcing a task minus the cost of the resource and the cost of revealing information regarding the task context.

**Definition 3 (Resource Acquisition Utility)** The utility gained by $x$ in acquiring resource $r$ from $y$ through the revelation of information $F$ is:

$$\mu_x(y, r, t, F) = \Omega^y_{r} - (\Phi^y_{r} + \text{Cost}_x(F, y))$$

where $\Omega_{r}^y$ is the reward received by $x$ for resourcing task $t$, $\Phi^y_{r}$ is the cost of acquiring $r$ from $y$ (which we assume to be published by $y$ and independent of the user of the resource), and $\text{Cost}_x(F, y)$ is the cost of revealing the information features contained in $F$ to $y$ (which we define below).

The cost of revealing information to some agent captures the idea that there is some risk in informing others of, for example, details of private plans.

**Definition 4 (Information Cost)** We model the cost of agent $x$ revealing a single item of information, $f \in \mathcal{F}$, to a specific agent, $y \in A$, through a function: $\text{Cost}_x : \mathcal{F} \times A \to \mathbb{R}$. On the basis of this function, we define the cost of revealing a set of information $F \subseteq \mathcal{F}$ to agent $y$ as the sum of the cost of each $f \in F$.

$$\text{Cost}_x(F, y) = \sum_{f \in F} \text{Cost}_x(f, y)$$

Cost, therefore, depends on $y$, but not on the task/resource.

This definition captures a further assumption of the model; i.e., that information costs are additive. In general, we may define a cost function $\text{Cost}'_x : 2^\mathcal{F} \times A \to \mathbb{R}$. Such a cost function, however, will have some impact upon the strategies employed (e.g., if the cost of revealing $f_x$ is significantly higher if $f_x$ has already been revealed), but the fundamental ideas presented in this paper do not depend on this additive information cost assumption.

Predictions regarding the information that an agent, $x$, will need to reveal to $y$ for a resource $r$ to persuade it to make that resource available is captured in the model that $x$ has developed of the policies of $y$. For example, if, through prior experience, it is predicted that a car rental company will not rent a car for a trip outside the country, revealing the fact that the destination of the trip is within the country will be necessary. Revealing the actual destination may not be necessary, but the costs incurred in each case may differ. Let $Pr(\text{Permitted}(y, r, F))$ be the probability that, according to the policies of $y$ (as learned by $x$), $y$ is permitted to provide resource $r$ to $x$ given the information revealed is $F$.

Predictions about the availability of resources also form part of the model of other agents; e.g., the probability that there are cars for rent. Let $Pr(\text{Avail}(y, r))$ be the probability of resource $r$ being available from agent $y$. These probabilities are captured in the models learned about other agents from previous encounters.

**Definition 5 (Resource Acquisition Probability)** A prediction of the likelihood of a resource being acquired from an agent $y$ can be computed on the basis of predictions of the policy constraints of $y$ and the availability of $r$ from $y$:

$$Pr(\text{Yes}(y, r, F) = Pr(\text{Permitted}(y, r, F)) \times Pr(\text{Avail}(y, r))$$

With these definitions in place, we may now model the utility that an agent may expect to acquire in approaching some other agent to resource a task.

**Definition 6 (Expected Utility)** The utility that an agent, $x$, can expect by revealing $F$ to agent $y$ to persuade $y$ to provide resource $r$ for a task $t$ is computed as follows:

$$E(x, y, r, t, F) = \mu_x(y, r, t, F) \times Pr(\text{Yes}(y, r, F))$$

At this stage we again utilise the model of resource provider agents that have been learned from experience. The models learned also provide the minimal set of information that needs to be revealed to some agent $y$ about the task context in which some resource $r$ is to be used that maximises the likelihood of there being no policy constraint that restricts the provision of the resource in that context. This set of information depends upon the potential provider, $y$, the resource being requested, $r$, and the task context, $t$. (If, according to our model, there is no way to convince $y$ to provide the $r$ in context $t$, then this is the empty set.)

**Definition 7 (Information Function)** The information required for $y$ to make available resource $r$ in task context $t$ according to $x$’s model of the policies of $y$ is a function $\lambda_x : A \times R \times T \to 2^\mathcal{F}$. Now, we can characterise the optimal agent to approach for resource $r$, given an information function $\lambda_x$ as the agent that maximises the expected utility of the encounter:

$$y_{\text{opt}}(x, y, r, t, F) = \arg\max_{y \in A} E(x, y, r, t, F) \quad \text{s.t.} \quad F = \lambda_x(y, r, t)$$

Our aim here is to support decisions regarding which agent to approach regarding task resourcing (or equivalently task performance); an aim that is met through the identification of $y_{\text{opt}}$. The question remains, however, how the agent seeking a resource presents arguments to the potential provider, and what arguments to put forward. To this aim, we present argumentation strategies that focus on minimising communication overhead (i.e., reducing the number of messages between agents) and minimising the information communicated (i.e., reducing the cost incurred in revealing information). To illustrate these strategies, consider a situation in
which, according to the evaluation made by \( x \) (the seeker) of \( y_{opt} \)'s (the provider's) policies, \( \lambda_x(y_{opt}, r, t) = \{f_1, f_2, f_3, f_4\} \) for resource \( r \) used for task \( t \). The costs for revealing each feature is, as described above, \( \text{cost}_x(f_1, y_{opt}) \), etc. Using this situation, in the following sections we discuss 3 strategies: message minimisation; profit maximisation; and combined.

### 3.1 Message minimisation

The rationale for the use of this first strategy is for the seeker agent, \( x \), to resource task, \( t \), as soon as possible. To this aim, \( x \) seeks to minimise the number of messages exchanged with potential providers required to release the required resource, \( r \). The seeker, therefore, reveals all the information that, according to \( \lambda_x \), the provider will require to release the resource in a single proposal. Since cost is incurred when information is revealed, however, this strategy will, at best, get the baseline utility; i.e. the utility expected if the provider indeed requires all information predicted to release the resource.

In the example introduced above, the seeker, \( x \), will send \( \lambda_x(y, r, t) = \{f_1, f_2, f_3, f_4\} \) to the provider in one message, and, if the request is successful, the utility gained will be:

\[
\mu_x(y, r, t, \lambda_x(y, r, t)) = \Omega_x - (\Phi_x + \text{Cost}_x(\lambda_x(y, r, t), y))
\]

This strategy ensures minimal messaging overhead if the seeker has accurate models of the policy and resource availability of providers.

### 3.2 Profit maximisation

The rationale for this strategy is to attempt to maximise the profit acquired in resourcing a task by attempting to reduce the information revelation costs in acquiring a resource. Using this strategy, the agent uses the models of other agents developed from past encounters to compute confidence values for each diagnostic information feature (i.e. their persuasive power). Suppose that the relative impact on a positive response from the provider in revealing features from \( \lambda_x(y, r, t) \) are \( f_3 > f_1, f_4 > f_2, f_1 > f_4 \) and \( f_2 > f_4 \). Using this information, the agent will inform the potential provider of these features of the task context in successive messages according to this order when asked for justification of its request until agreement is reached (or the request fails).

In the above example, if the most persuasive justification (feature of the task context) succeeds, it will achieve an outcome of \( \Omega'_x - (\Phi'_x + \text{cost}_x(f_3, y)) \), if further justification is required either \( f_1 \) or \( f_2 \) is used, and so on.

Other strategies are, of course, possible. An immediate possibility is to order the features to be released on the basis of cost, or a combination of persuasive power and cost. Rather than discussing these relatively simple alternatives, in the following we discuss how such simple strategies could be combined.

### 3.3 Combined strategies

The rationale for these combined strategies is to capture the trade-offs between presenting all the features of the task context in a single message, thereby, minimising communication, and attempting to extract as much utility as possible from the encounter (in this case by utilising information regarding relative persuasive power). One way of doing this, is to set a message threshold (a limit to the number of messages sent to a potential provider), \( \sigma_m \). In other words, an agent can try to maximise utility (using the profit maximisation strategy) in \( \sigma_m - 1 \) steps (or messages) and if the information revealed is insufficiently persuasive then the agent reveals all remaining task context features in the final message. It is easy to see that when \( \sigma_m \) is set to 1 then the agent adopts the message minimisation strategy, and if \( \sigma_m \) is set to \( |\lambda_x(y, r, t)| \) this is equivalent to profit maximisation.

Another way, is to identify the diagnostic features of the provider’s decision (from the model), and compute the confidence values (persuasive power) for each feature. If the confidence value of a given feature exceeds some threshold, \( \sigma_c \), then that feature is included in the set of information that will be revealed first (under the assumption that this set of features is most likely to persuade the provider to release the resource). If this does not succeed, the remaining features are revealed according to the profit maximisation strategy. For example, if \( f_3, f_2 \) and \( f_1 \) all exceed \( \sigma_c \), these are sent in the first message, providing an outcome of \( \Omega'_x - (\Phi'_x + \text{cost}_x(f_3, f_2, f_1, y)) \) if successful, and, if not, \( f_3 \) is used in a follow-up message.

Again, other strategies are possible such as computing a limited number of clusters of features on the basis of their persuasive power, or clustering by topic (if such background information is available). Our aim here is not to exhaustively list possible strategies, but to empirically evaluate the impact of utilising information from the models of others learned from past encounters to guide decisions regarding whom to engage in dialogue and what arguments to put forward to secure the provision of a resource (or, equivalently, a commitment to act). We turn to the evaluation of our model in the following section.

### 4. EVALUATION

In evaluating our approach, we implemented an agent society where a set of seeker agents interact with a set of provider agents with regard to resourcing their plans over a number of runs. Each provider is assigned a set of resources, and resources are associated with some charge, \( \Phi_v \). Providers also operate under a set of policy constraints that determine under what circumstances they are permitted to provide a resource to a seeker. The evaluation reported in this section is in two parts. In the first part, we demonstrate that it is possible to use evidence derived from argumentation to learn models of others’ policies. To do this, we consider five experimental conditions in total (i.e. RS, SM, C4.5, kNN, and SC). These conditions are summarised in Figure 5.

The second part of this evaluation aims to demonstrate that a careful combination of machine learning and deci-

---

**Table 1: Experimental Conditions**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>Random selection</td>
</tr>
<tr>
<td>SM</td>
<td>Simple memorisation of outcomes</td>
</tr>
<tr>
<td>SMPMS</td>
<td>SM + profit maximising strategy</td>
</tr>
<tr>
<td>SM + combined strategy with ( \sigma_c = 0.5 )</td>
<td></td>
</tr>
<tr>
<td>SM + combined strategy with ( \sigma_c = 0.8 )</td>
<td></td>
</tr>
<tr>
<td>C4.5</td>
<td>Decision tree algorithm</td>
</tr>
<tr>
<td>kNN</td>
<td>k-Nearest neighbour-instance based algorithm</td>
</tr>
<tr>
<td>SC</td>
<td>Sequential covering-rule learning algorithm</td>
</tr>
<tr>
<td>SC + combined strategy with ( \sigma_c = 0.5 )</td>
<td></td>
</tr>
<tr>
<td>SC + combined strategy with ( \sigma_c = 0.8 )</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5: Experimental Conditions**

*Note:* The table above shows the different conditions used in the evaluation of the agent society. Each condition represents a different strategy for resourcing tasks. RS stands for random selection, SM for simple memorisation, SMPMS for simple memorisation with profit maximisation strategy, and C4.5 for decision tree algorithm. kNN refers to k-Nearest neighbour-instance based algorithm, and SC refers to sequential covering-rule learning algorithm. Different combinations of these strategies are tested to evaluate their effectiveness in resourcing tasks.
sion theory can be used to aid agents in choosing who to partner with, and what information needs to be revealed in order to persuade the partner to release a resource. In this evaluation, we consider ten experimental conditions in total (i.e. SM, SMMS, SMCS(0.5), SMCS(0.8), SMPMS, SC, SCMMS, SCCS(0.5), SCCS(0.8), SCPMS). Figure 5 describes the configurations tested in our experiments.

The scenario involves a team of five software agents (one seeker and four provider agents) collaborating to complete a joint activity over a period of three simulated days. There are five resource types, five locations, and five purposes that provide the possible task context of the use of a resource (375 possible task configurations). A task involves the seeker agent identifying resource needs for a plan and collaborating with the provider agents to see how that plan can be resourced. Experiments were conducted with seeker agents initialised with random models of the policies of provider agents. 100 runs were conducted in 10 rounds for each case, and tasks were randomly created during each run from the possible configurations. In the control condition, the seeker simply memorises outcomes from past interactions. Since there is no generalisation in the control condition, the confidence (or prediction accuracy) is 1.0 if there is an exact match in memory, else the probability is 0.5.

Figure 6 illustrates the performance of five algorithms we considered in predicting agents’ policies through evidence derived from argumentation. The results show that sequential covering (SC), k-nearest neighbour (kNN), decision tree learner (C4.5) and simple memorisation (SM) consistently outperform the control condition (random selection, RS). Furthermore, both SC and kNN consistently outperform C4.5 and SM. It is interesting to see that, with relatively small training set, SM performed better than C4.5. This is, we believe, because the model built by C4.5 overfit the data. The decision tree was pruned after each set of 100 tasks and after 300 tasks the accuracy of the C4.5 model rose to about 83% to tie with SM and from then C4.5 performed better than SM. As we would expect, the average performance of the RS is in the region of 50%. Out of all the algorithms investigated here, SC was one of the best performers [1] and so we use it as the learning algorithm for the remaining parts of this evaluation. The SC algorithm also has the benefit of representing models of others’ policies as rules, and hence are amenable to presentation to human decision makers.

Figure 7 compares the cumulative average utility of the seeker in five conditions, namely: SC, SCMMS, SCCS(0.5), SCCS(0.8), and SCPMS (see Figure 5). In each of these cases, rule learning (SC) is used to build models of others’ policies. The results show that each of the five conditions evaluated here recorded increase in utility. However, SCMMS, SCCS(0.5), SCCS(0.8) and SCPMS significantly and consistently outperform SC. Although it does build a good policy model, this reduced performance is due to the absence of the decision-theoretic model for selecting $y_{opt}$. A similar comparison was done with five conditions using sim-
ple memorisation (SM) and the results show similar patterns (see Figure 8). However, as shown in Figure 9, the utility the seeker gained in the SM configuration is small compared to that gained in scenarios where SC was used. Figure 9 compares the performance of agents that use SC and those that use SM. Results show that all configurations of SC (e.g. SCPMS, SC, etc) outperformed SM configurations throughout the experiment. This poor performance by SM stems from the fact that the seeker is unable to generalise from a number of examples; it only uses exact matches. The inability to build an accurate model of the policy of others reduces the effectiveness of the decision-theoretic model. Specifically, as shown in Figure 9, the lowest utility gained in the SC condition clearly outperformed the best result recorded in the SM configuration. This further confirms our hypothesis that a combination of machine learning and decision theory will enable agents perform better than when there is no such combination.

In Figure 10 we plot the average number of messages exchanged in the five conditions against the number of tasks, where the seeker again uses rule learning (SC) to build policy models. Results show that, as expected, the number of messages exchanged in SC condition was consistently and significantly lower than in the other four cases. For instance, just after 200 tasks, the communication overhead reduced to between 2 and 3 messages per task. The reason for this is simply because the seeker is (1) able to make an informed decision regarding which provider to approach for a given resource; and (2) able to preempt their information requirements and thereby present them without having to be asked. The SC configuration uses a strategy that attempts to reduce the communication overhead by sending all the information it predicts will persuade the provider in one message. The SC condition (no argumentation strategy) has the highest average number of messages, similar to that for the profit maximising strategy, SCPMS. In the SCPMS case, the average number of messages is high because the seeker reveals minimal information in each message throughout the dialogue, leading to an increased number of messages, particularly if its policy models are accurate. A similar comparison was done with the five conditions using memorisation (SM), and the results show similar patterns in the number messages exchanged across the cases (see Figure 11). As shown in Figure 12, the number of messages in SM configurations is significantly greater than that in the corresponding SC case; the difference again being the beneficial effect of machine learning.

The combined strategy conditions with rule learning are worthy of particular note here. In SCCS(0.5) and SCCS(0.8), the seeker tries to find a compromise such that the communication is as low as possible while maximising profit. Both SCCS(0.5) and SCCS(0.8) require a similar average number of messages (Figure 10), but, referring back to Figure 7, SCCS(0.8) returns a cumulative average utility very close to the SCPMS case. The effect of this strategy is for the agent to reveal the information that is predicted to be most important to the provider in making a decision, while revealing other information features of the task context only when necessary for the negotiation to succeed. In this way, negotiation is focused on pertinent issues.

Tests of statistical significance were applied to the results of our evaluation, and they were found to be statistically significant by $t$-test with $p < 0.05$. Furthermore, for all the pairwise comparisons, the scenarios where machine learning was combined with decision theory consistently yielded higher utilities than those with simple memorisation. Similarly, scenarios where the decision-theoretic strategy mechanism was utilised constantly outperformed those without this mechanism. These results confirm our hypotheses; i.e. exploiting appropriate decision-theoretic and machine learning techniques can: (1) significantly improve the cumulative utility of dialogical outcomes; and (2) help to focus dialogue on pertinent issues for negotiation.
5. DISCUSSION

We started with the question “What do I need to say to convince you to do something?”, and have presented and evaluated a model that starts to address this multi-faceted question. The approach combines argumentation, machine learning and decision theory to learn underlying social characteristics (e.g. policies/norms) of others and exploit the models learned to reduce communication overhead and improve strategic outcomes. We believe that this research contributes both to the understanding of argumentation strategy for dialogue among autonomous agents, and to applications of these techniques in agent support for human decision-making. In recent research, for example, Sycara et al. [9] report on a study into how software agents can effectively support human teams in complex collaborative planning activities. One area of support that was identified as important in this context is guidance in making policy-compliant decisions. This prior research focuses on giving guidance to humans regarding their own policies. An important and open question, however, is how can agents support humans in developing models of others’ policies and using these in decision making? Our work seeks to bridge (part of) this gap. One of the limitations of the current research in this regard is due to the nature of the rules learned using sequential covering. Sequential covering is a greedy algorithm that does not necessarily find the best or smallest set of rules to cover the training instances, and further interpretation may be required if learned policies are to be presented to a human decision maker. Other techniques such as induction-based learning may help. In fact, Možina et al. [6] propose an induction-based machine learning mechanism, ABCN2, that uses argument structures to guide the process of inducing rules from examples; the arguments being inputs to the learning process. ABCN2 is an argument-based extension of CN2 rule learning, which out-performs CN2 in most tasks.

There are, of course, other aspects of our broad question that are not addressed here, which present interesting avenues for future research. In this paper we assume that the agent seeking to resource its plan makes a single decision per task about which provider to negotiate with; i.e. it has one go at resourcing a task. In reality, such a decision process should be iterative; i.e. if the most promising candidate fails to provide the resource, the next most promising is approached and the sunk cost incurred is taken into consideration, and so on. Furthermore, as indicated above, more sophisticated machine learning algorithms may be employed to build richer models of other agents, and hence further guide argumentation strategy. One possible avenue for future research in this regard is the use of background (or ontological) domain knowledge in machine learning. An agent could exploit knowledge of concept hierarchies in an ontology to better guide the learning of others’ policies from specific instances; e.g. given positive examples of some agent providing a car and a van, we may assume the agent has no policy against providing ground vehicles. We believe that the research reported here, however, offers a solid basis from which to explore numerous issues of argumentation strategy.

6. CONCLUSIONS

In this paper, we have presented an agent decision-making mechanism where models of other agents are refined through evidence from past dialogues, and where these models are used to guide future argumentation strategy. Furthermore, we have empirically evaluated our approach and the results of our investigations show that decision-theoretic and machine learning techniques can individually and in combination significantly improve the cumulative utility of dialogical outcomes, and help to focus dialogue on pertinent issues for negotiation. We also argue that this combination of techniques can help in developing more robust and adaptive strategies for advising human decision makers on how a plan may be resourced (or a task delegated), who to talk to, and what arguments are most persuasive.
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ABSTRACT

The main goal of a persuasion dialogue is to persuade, but agents may have a number of additional goals concerning the dialogue duration, how much and what information is shared or how aggressive the agent is. Several criteria have been proposed in the literature covering different aspects of what may matter to an agent, but it is not clear how to combine these criteria that are often incommensurable and partial. This paper is inspired by multi-attribute decision theory and considers argument selection as decision-making where multiple criteria matter. A meta-level argumentation system is proposed to argue about what argument an agent should select in a given persuasion dialogue. The criteria and sub-criteria that matter to an agent are structured hierarchically into a value tree and meta-level argument schemes are formalized that use a value tree to justify what argument the agent should select. In this way, incommensurable and partial criteria can be combined.
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I.2.4 [Artificial Intelligence]: Knowledge Representation Formalisms and Methods
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1. INTRODUCTION

In many situations agents benefit from sharing their knowledge with each other. For example, agents may disagree about some fact or about what plan to execute. The disagreements may be resolved by combining their resources and knowledge. In everyday life, dialogues are often used to resolve such disagreement. By giving arguments that justify their positions, participants of a dialogue exchange information that may not have been available to all participants. If the receiving agent updates its beliefs, the disagreement may resolve. Otherwise the agent may give an argument justifying why he still does not agree.

The goal of a persuasion dialogue is that the participants can reach agreement about some subject. Typically there are multiple ways how agreement can be reached in a dialogue because agents can choose what argument they give. However, if the only goal of the agent is to reach agreement, then it does not matter whether he gives all arguments he has or only a few before the agreement is reached. Typically agents have other goals in a persuasion dialogue. For example, one agent may want to minimize the duration of the dialogue, a teacher agent may want to be as comprehensive as possible, a benevolent agent may want to help the other agent as much as possible, a secretive agent may want to minimize sharing private information, or a malicious agent may want to give those arguments that require the most processing time of the audience. To determine the effect of an argument with certainty, an agent must know what the audience knows and how the audience will process his argument. This information is typically not available, but agents may have heuristics to make an educated guess about what effect an argument has.

Several heuristics have been proposed that can be used as criteria in argument selection. For example, the heuristic to select the argument using the agent’s most important value is proposed in [2]. In [6], a ‘desideratabase’ is assumed representing how much an agent is interested in certain formulae and it is proposed to use the desideratabase to determine the resonance of an argument. The heuristic to minimise revealing information is proposed in [9], and in [1] several measures are proposed, such as aggressiveness and coherence, to determine the quality of a persuasion dialogue. These measures could be used as heuristics. In [11] the expected utility of dialogue moves in an adjudication dialogue is determined using probabilities that the adjudicator accepts the argument’s premises and that the argument is attacked. In [3], agents are assumed to know to which degree formulae can be used as shared knowledge, which could be used as a heuristic for the likelihood that an agent accepts premises.

These are all valid heuristics for selecting arguments and capture aspects that might be important for a particular agent. If what an agent values in a persuasion dialogue is
represented by multiple of such heuristics, e.g. he wants to minimize attacks and maximize sharing information, then these heuristics need to be combined to form an agent’s preferences over arguments. In the field of decision analysis, multiple approaches have been proposed as to how to decompose what an agent values into criteria and sub-criteria. However, these approaches assume that every aspect is commensurable and that every two arguments can be compared from each criterion. Using multi-attribute utility functions requires that the designer specifies many numerical parameters concerning how the multi-attribute utility function works. However, people typically do not feel comfortable giving such quantitative parameters. Designers are comfortable expressing in a qualitative manner as to what an agent should value in a persuasion dialogue. For example, an agent should be friendly, comprehensive, but do not give irrelevant arguments. These criteria of friendliness, comprehensiveness and relevancy are general areas of concern, but are too abstract to operationalize. These criteria could then be further decomposed into sub-criteria until operational heuristic can be assigned. For example, the general area of concern of ‘friendliness’ could be decomposed into ‘minimize aggressiveness’ and ‘maximize using the arguments of the audience’.

First, Section 2 gives a background on argumentation, persuasion dialogues and decision analysis. After giving a general overview of how arguments will be selected, a meta-level argumentation framework is introduced in Section 3 to argue at the meta-level about what argument at the object level an agent should select. The proposed mechanism is based on [15] and decomposes what matters to an agent into a number of criteria and sub-criteria for which heuristics can be used. Next, argumentation is used to recombine those heuristics to determine what argument an agent should select. The proposed formalism allows combining heuristics that are incommensurable and/or partial. Our approach is illustrated with an example in Section 4. We end the paper with some conclusions and recommendations for future work.

2. BACKGROUND

2.1 Argumentation

We introduce an argumentation system based on [14, 4, 10] to reason defeasibly and in which argument schemes can be expressed. The notion of an argumentation system extends the familiar notion of a proof system by distinguishing between strict and defeasible inference rules. The informal reading of a strict inference rule is that if its antecedent holds, then its conclusion holds without exception. The informal reading of a defeasible inference rule is that if its antecedent holds, then its conclusion tends to hold.

A strict rule is an expression of the form if its antecedent holds, then its conclusion holds without exception. The notion of an argumentation system expresses. The notion of an argumentation system allows combining heuristics that are incommensurable and/or partial.

Definition 1 (Argumentation System). An argumentation system is a tuple $\mathcal{AS} = (\mathcal{L}, \mathcal{R},^\cdots)$ with

- $\mathcal{L}$ the language of predicate logic,
- $\mathcal{R} = \mathcal{R}_d \cup \mathcal{R}_a$ such that $\mathcal{R}_d$ is a set of strict and $\mathcal{R}_a$ is a set defeasible inference rules, and

- a contrariness function from $\mathcal{L}$ to $2^\mathcal{L}$.

For $\phi \in \mathcal{L}$, it is always the case that $\neg \phi \in \overline{\phi}$ and $\phi \in \overline{\neg \phi}$. In this paper, we will assume that $^\cdots$ if $\phi \in \psi$, then $\psi = \overline{\phi}$. In this case, we say that $\phi$ and $\psi$ are called contradictory.

Arguments are defined following [14]. Several functions are defined that return a property of an argument.

Definition 2 (Argument). Let $\mathcal{AS} = (\mathcal{L}, \mathcal{R},^\cdots)$ be an argumentation system. The set $\text{Args}(\mathcal{AS})$ denotes the set of all arguments in $\mathcal{AS}$. Arguments are either atomic or compound. An atomic argument $A$ is a wff $\phi$ where $\text{conc}(A) = \phi$ $\text{rules}(A) = \emptyset$ $\text{premises}(A) = \{\phi\}$ $\text{sub}(A) = \{A\}$ $\text{lastRule}(A) = \text{undefined}$ Let $A_1, \ldots, A_n$ (with $n \geq 0$) be arguments and $r \in \mathcal{R}$ with antecedents $\text{conc}(A_1), \ldots, \text{conc}(A_n)$ and conclusion $\phi \in \mathcal{L}$. A compound argument $A$ is an argument with $\text{conc}(A) = \phi$ $\text{rules}(A) = \{r\} \cup \bigcup_{i=1}^{n} \text{rules}(A_i)$ $\text{premises}(A) = \bigcup_{i=1}^{n} \text{premises}(A_i)$ $\text{sub}(A) = \{A\} \cup \bigcup_{i=1}^{n} \text{sub}(A_i)$ $\text{lastRule}(A) = r$

Arguments can be visualized as inference trees. An argument $A$ is called strict if $\text{rules}(A) \cap \mathcal{R}_d = \emptyset$ and defeasible otherwise.

Arguments are constructed by applying inference rules to some knowledge base in an argumentation system. A knowledge base $K$ in an argumentation system consists of a set of axioms and a set of ordinary premises. An argument $A$ can be constructed from a knowledge base $K$ if all $A$’s premises are contained in $K$. If the premises of argument $A$ only contain axioms, then $A$ is called firm. Otherwise, $A$ is called plausible.

Typically, agents see arguments as having different strengths. For example, an argument based on imprecise observations is weaker than an argument based on scientific facts. The strength, or conclusive force, of an argument indicates to what degree an agent is convinced of its conclusion. If two arguments have conflicting conclusions and one argument is stronger than the other (or has more conclusive force), then a rational agent should be convinced, ceteris paribus, of the conclusion of the stronger argument.

Definition 3 (Argumentation Theory). An argumentation theory is a triple $(\mathcal{AS}, K, \leq)$, with $\mathcal{AS}$ an argumentation system, $K$ a knowledge base in $\mathcal{AS}$, and $\leq$ a binary relation $\leq$ on $\text{Args}(\mathcal{AS})$ that is reflexive and transitive.

In [14, 10], argument orderings must satisfy several constraints such as for example that all strict arguments are stronger than defeasible arguments. Although such constraints are rational and useful, we do not want to assume that all agents follow such constraints.

Argumentation Frameworks

Following [10], we distinguish three cases of when an argument attacks another argument. Let $A, B \in \text{Args}(\mathcal{AS})$ be two arguments. Argument $A$ rebuts $B$ if $A$’s conclusion contradicts with the conclusion of some defeasible inference rule that was applied in $B$. Argument $A$ undermines $B$ if $A$’s conclusion contradicts with of one of $B$’s non-axiom...
premises. Argument $A$ undercuts $B$ if $A$ concludes an exception to a defeasible inference rule that was applied in $B$.

Since arguments can differ in strength, not all attacks are successful. The notion of defeat is introduced to denote a successful attack.

**Definition 4 (Defeat).** Let $\mathcal{AT} = (\mathcal{AS}, \mathcal{K}, \prec)$ be an argumentation theory, $A, B \in \text{Args}(\mathcal{AS})$ be two arguments in $\mathcal{AS}$. $A$ defeats $B$ iff (1) $A$ undercuts $B$, (2) $A$ rebuts $B$ on $B'$ and $A \not\equiv B'$, or (3) $A$ undermines $B$ on $B'$ and $A \not\equiv B'$.

Given a set of arguments and the attacks between them, we would like to determine what conclusions are justified. For this we will use argumentation frameworks as defined by Dung [5].

**Definition 5 (Argumentation Framework).** An argumentation framework $(\mathcal{AF})$ in argumentation theory $\mathcal{AT} = (\mathcal{AS}, \mathcal{K}, \prec)$ is a tuple $\mathcal{AF} = (\text{Args}(\mathcal{AS}), \text{Defeat})$ with Args arguments in $\mathcal{AS}$ that can be constructed from $\mathcal{K}$ and Defeat a binary relation on Args as defined in Definition 4.

Given the defeat relations between arguments, different semantics have been proposed for what conclusions are acceptable [5]. An argument is called justified (w.r.t. stable semantics) iff it is ‘in’ in all stable assignments, overruled iff it is ‘out’ in all stable assignments, and defensible if it is ‘out’ in some but not all stable assignments.

Similarly, a formula $\phi \in \mathcal{L}$ is called justified iff there is a justified argument that concludes $\phi$, defensible iff $\phi$ is not justified but there is a defeasible argument concluding $\phi$, overruled iff $\phi$ is not justified and not defensible but there is an overruled argument concluding $\phi$, and lastly unknown iff there is no argument concluding $\phi$.

### 2.2 Persuasion Dialogue

For simplicity, this section describes a persuasion dialogue as in [1], in which only argument games can be played. Let Agents denote the set of all agents.

**Definition 6 (Dialogue Context and Moves).** A dialogue context is a tuple $D = (P, \mathcal{AS})$ with $P \subseteq \text{Agents}$ a set of participants and $\mathcal{AS}$ an argumentation system. A move in a dialogue context $(P, \mathcal{AS})$ is a tuple $(\alpha, A)$, where $\alpha \in P$ and $A \in \text{Args}(\mathcal{AS})$. If $m = (\alpha, A)$, then $\text{loc}(m) = A$, $\text{speaker}(m) = \alpha$ and the audience of $m$ is $P \setminus \{\alpha\}$.

Persuasion dialogues are defined as a sequence of moves in a dialogue context.

**Definition 7 (Persuasion Dialogue).** A persuasion dialogue is a tuple $\delta = (D, (m_0, m_1, \ldots, m_n))$ consisting of a dialogue context $D$ and a non-empty sequence of moves in $D$. The subject of $\delta$ is $\text{subject}(\delta) = \text{loc}(m_0)$ and the length of $\delta$, denoted $|\delta|$, is $n + 1$.

There may be a dialogue protocol that governs what moves participants can make when, but in this paper we do not focus on that. A protocol can be seen as a filter on moves that each participant can make in a given persuasion dialogue.

The goal of a persuasion dialogue is to reach agreement about its subject among the participants. However, participants typically have other goals that they want to achieve such as minimizing the duration or maximizing sharing information.

### 2.3 Decision Analysis

In complex decisions, there are many aspects of what an agent values. Various approaches have been proposed in the decision theory literature how to decompose what an agent values. In [7], what matters to an agent is decomposed into an objective hierarchy. An objective is characterized by a decision context, an object and a direction of preference. For example, in the decision context of persuasion dialogues, some objectives are to maximize persuasiveness and minimize duration. An agent’s motivation is decomposed into so-called fundamental objectives, which are then further decomposed into means-objects until they are operational.

In a similar fashion, [13] decomposes what an agent values into a so-called value tree. A value tree hierarchically relates general areas of concern, intermediate objectives, and specific evaluation criteria defined on measurable attributes. The purpose of a value tree is to explicate and operationalize higher level values.

When using the Analytical Hierarchical Process (AHP) [12], what an agent values is decomposed in a hierarchy of criteria and sub-criteria. Next, the agent makes judgments about the importance of the elements. These judgments are then quantified and used to determine what decision is best.

**Decision Analysis And Argument Selection**

What argument to select in a persuasion dialogue is a complex decision if there are multiple sides to what an agent values. Consequently, the techniques developed in the field of decision analysis are useful for this purpose. In this paper, we will refer to these techniques as the ‘quantitative approaches’.

**Example 1.** A teacher agent could decompose what he values in a persuasion dialogue into the following general areas of concern: persuasiveness and friendliness. The area of concern ‘persuasiveness’ could be decomposed into the specific evaluation criteria ‘maximize promoting audience’s values’ (as in [2]) and ‘maximize impact’ (as in [6]). Friendliness could be decomposed into the specific evaluation criteria ‘minimize aggression’ and ‘maximize loan’ (with ‘aggression’ and ‘loan’ as in [1]).

However, when using quantitative approaches for argument selection several problems arise. Firstly, these quantitative approaches require that all criteria and sub-criteria are commensurable. However, designers of agents may be uncomfortable specifying quantitatively how incommensurable criteria should be combined. For example, a teacher agent may want to maximize persuasiveness and friendliness, but it is difficult to specify exactly to what degree persuasiveness is more important than friendliness. People are often comfortable giving qualitative statements concerning criteria. For example, criterion 1 is unimportant, criterion 2 is more important than criterion 3, the less attacks, the higher the persuasiveness (without exactly specifying how much).

Secondly, criteria may depend on information that is not available fully. For example, the persuasiveness of an argument depends on what knowledge the audience has. If only parts of the information required by a criterion is available, then not all arguments can be compared using this criterion. Furthermore, some criteria cannot be used by nature to compare all arguments. For example, if there is a criterion that
measures the beauty of an argument, then it may be possible that the beauty of two arguments cannot be compared. Concluding, there is a need to allow criteria that result in a partial ordering of arguments.

Lastly, if an agent uses a quantitative approach, then the explanation of why a certain argument was selected consists of showing the calculation, which is not intuitive or easy to understand. For certain applications agents are required to explain human users why a certain argument was selected. For example, if agents are used to train communication skills in a serious game, then they should explain to a student why a certain argument should be selected. If agents select arguments based on a quantitative utility function, then the explanation is not very intuitive. Arguments on the other hand are intuitive.

3. ARGUMENT SELECTION

This section proposes an argumentation-based approach inspired by multi-attribute decision theory for argument selection in persuasion dialogues. First, a general description is given of criteria in argument selection. Next, Section 3.2 proposes a meta-level argumentation mechanism that allows arguing about what argument to select if there are incommensurable and/or partial criteria. Finally, several properties of the proposed formalism are discussed. Section 4 then illustrates the proposed formalism with an example that combines several heuristics found in the literature.

3.1 Criteria in Argument Selection

Criteria and heuristics that can be used as criteria require some description of the state. The state should capture information about what has been said in the persuasion dialogue until now and information about the audience, e.g. what values the audience finds important. We will generalize from how the state is represented exactly, but we will assume that the set of all states is denoted with \( S \). Furthermore, we will use \( \text{Args} \) as the set of object-arguments that the persuasion dialogue allows the agent to give.

**Definition 8 (Perspective on Arguments).** A perspective on arguments in \( \text{Args} \) is a binary relation \( \leq \) over \( \text{Args} \) that is reflexive and transitive. The set of all perspectives on a set of arguments is denoted with \( \mathcal{P} \).

A criterion is now defined as a function that maps a state to a perspective on arguments. For example, according to criterion \( c \), argument \( A \) is better than argument \( B \) in state \( s_1 \), whereas \( A \) and \( B \) are equally good in state \( s_2 \). According to another criterion, \( A \) and \( B \) may be equally good in both \( s_1 \) and \( s_2 \).

**Definition 9 (Criterion).** A criterion is a function \( c : S \rightarrow \mathcal{P} \).

- A criterion function \( c \) is called complete if \( c(s) \) is a complete ordering for all \( s \in S \). Otherwise, \( c \) is called partial.
- A criterion function is called total if \( c \) is complete and for all \( A, B \in \text{Args} \) is is true that either \( (A, B) \in c(s) \) and \( (B, A) \notin c(s) \) or it is true that \( (B, A) \in c(s) \) and \( (A, B) \notin c(s) \).

For example, let \( c \) be a criterion that orders arguments by the number of arguments in the dialogue that they attack. Because for every argument and dialogue it can be determined how much arguments are attacked but it is possible that two arguments attack the same number of arguments, \( c \) is complete but not total.

Note that criteria that map states to real numbers can easily be transformed into criteria that map states to an argument ordering.

3.2 Arguing about Arguments

Meta-level argumentation is required to argue about what argument should be selected. In [16], first-order hierarchical meta-languages are used for argumentation and [8] reasons about object-level arguments on a meta-level. To use the structure of arguments as described in Section 2.1, a meta-argumentation system is proposed on the basis of an (object) argumentation system. The meta-argumentation system can refer to formulae, inference rules and arguments in the object argument system and therefore these things are defined as terms in the meta-language.

**Definition 10 (Meta-Argumentation System).** A Meta-Argumentation System on the basis of argumentation system \( \mathcal{AS} = (\mathcal{L}, \mathcal{R}, \mathcal{C}) \) is an argumentation system \( \mathcal{AS}' = (\mathcal{L}', \mathcal{R}', \mathcal{C}') \) such that

- each formula \( \phi \in \mathcal{L} \) is a term in \( \mathcal{L}' \)
- each inference rule \( r \in \mathcal{R} \) is a term in \( \mathcal{L}' \)
- each argument \( A \in \text{Args}(\mathcal{AS}) \) is a term in \( \mathcal{L}' \), and
- the functions defined on arguments (see Definition 2) are function symbols in \( \mathcal{L}' \).

A meta-argumentation system is a special class of argumentation systems. Therefore, a meta-argumentation system can be used in an argumentation theory and argumentation framework as described in Section 2.1. To distinguish meta-arguments from object-arguments, meta-arguments are denoted with monospace font, e.g. \( A' \), \( B' \) and \( C' \).

**Perspectives**

The meta-language will now be instantiated with several relations based on [15] to be able to argue about what object-argument should be selected. Each perspective in \( \mathcal{P} \) is a term in the meta-language \( \mathcal{L}' \).

**Definition 11 (Perspective).** For each perspective \( p \in \mathcal{P} \), a binary predicate \( \leq_p \) over \( \text{Args} \) is introduced in \( \mathcal{L}' \) that is reflexive and transitive.

If \( (A, B) \in \leq_p \), then we write \( A \leq_p B \) and say that argument \( B \) is weakly preferred to argument \( A \) from perspective \( p \). Strict preference \( <_p \) and equal preference \( \equiv_p \) are defined in the standard way for each perspective. Furthermore, the contrariness function is such that \( A <_p B \) is contradictory with both \( A \equiv_p B \) and \( B <_p A \) for all perspectives and object-arguments.

Each criterion is now associated with a perspective. Namely, if \( c_p \) is a criterion and \( s \) is the current state, then \( c_p(s) \) is referred to as perspective \( p \).

**Influence**

Influence is a binary relation between perspectives that is transitive and irreflexive. The binary predicates \( \uparrow \) and \( \downarrow \) over perspectives are introduced in \( \mathcal{L}' \). If \( (p, q) \in \uparrow \), then we write \( p \uparrow q \) and say that perspective \( p \) positively influences
perspective \( q \). Similarly, if \((p, q) \in \downarrow\), then we write \( p \downarrow q \) and say that perspective \( p \) negatively influences perspective \( q \). Intuitively, ‘\( p \) positively influences \( q \)’ can be read as ‘the better from \( p \), the better from \( q \), and ‘\( p \) negatively influences \( q \)’ can be read as ‘the better from \( p \), the worse from \( q \)’.

**Example 2 (Value Tree).** Consider a teacher agent with a value tree as in Example 1. The agent’s preferences, general areas of concern and the specific evaluation criteria used can all be represented as perspectives with influences between as visualized in Figure 1 (where a node represents a perspective, a normal arrow positive influence, and a dotted arrow negative influence).

![Influence graph of a teacher’s value tree](image)

Influence between perspectives is used to propagate value from the influencing perspective to the influenced perspective. The argument scheme perspective \( p \) positively influences perspective \( q \), argument \( B \) is strictly preferred to argument \( A \) from \( p \), therefore, presumably \( B \) is strictly preferred to \( A \) from \( q \) propagates value using positive influence between perspectives.

Similarly, the argument scheme \( p \) negatively influences \( q \), \( B \) is strictly preferred from \( A \) from \( p \), therefore, presumably \( B \) is strictly preferred from \( A \) from \( q \) propagates value using negative influence. Finally, the argument scheme \( p \) either positively or negatively influences perspective \( q \) and arguments \( A \) and \( B \) are equally preferred from perspective \( p \), therefore presumably \( A \) and \( B \) are equally preferred from \( q \) propagates value in the case of equal preference. These three argument schemes are formalized by adding the following three defeasible inference rules to \( \mathcal{R}_d \):

\[
\begin{align*}
&d_1(p, q, A, B) : \quad p \uparrow q, \ A <_p B \quad \Rightarrow \quad A <_q B \\
&d_2(p, q, A, B) : \quad p \uparrow q, \ A <_p B \quad \Rightarrow \quad B <_q A \\
&d_3(p, q, A, B) : \quad p \uparrow q \lor p \uparrow q, \ A \equiv_p B \quad \Rightarrow \quad A \equiv_q B
\end{align*}
\]

Note that these inference rules are defeasible, which means that they only create a presumption for their conclusion. Consequently, an argument that applies a defeasible inference rule can be attacked on the conclusion of the defeasible inference rule and the application of the defeasible inference rule can be undercut when there is an exceptional situation.

**Relative Importance of Perspectives**

Not all perspectives that influence a perspective \( p \) need to be equally important for \( p \). For example, for the perspective of friendliness it may be more important to minimize aggressiveness than to maximize lending the audience’s arguments. To represent importance of perspectives relative to the perspective that they influence, the following is introduced.

**Definition 12 (Relative Importance of Perspectives).** Relative importance of perspectives is a ternary relation \( \triangleq \subseteq \mathcal{P}^3 \) such that:

- if \((p_1, p_2, q) \in \triangleq \) and \((p_2, p_1, q) \in \triangleq \) for all \( p_1, p_2, p_1, p_2, q \in \mathcal{P} \),
- \((p, p, q) \in \triangleq \) for all \( p, q \in \mathcal{P} \),
- if \( p \) does not influence \( r \) and \( q \) does influence \( r \), then \((p, q, r) \not\in \triangleq \).

If \((p, q, r) \in \triangleq \), then we write \( p \triangleq q \) and say that perspective \( q \) is weakly more important for perspective \( r \) than perspective \( p \). The relative importance of perspective will now be used to determine the strength of meta-arguments. The strength of arguments is used in an argumentation theory to determine what attacks are successful, i.e. what arguments defeat other arguments, as explained in Section 2.1.

**Definition 13 (Strength of Meta-Arguments).** Let \( \langle \mathcal{AS}, \mathcal{K}', \triangleq' \rangle \) be an argumentation theory with \( \mathcal{AS}' \) a meta-argumentation system on the basis of \( \mathcal{AS} \). For all \( \mathcal{A}', \mathcal{B}' \in \text{Args}(\mathcal{AS}') \) : \( \mathcal{A}' \triangleq' \mathcal{B}' \) if

- \( \text{lastRule}(\mathcal{A}') = d_X(p, r, A, B) \),
- \( \text{lastRule}(\mathcal{B}') = d_Y(q, r, A, B) \), and
- \( p \triangleq q \).

with \( X, Y \in \{\uparrow, \downarrow, \equiv\} \), \( p, q, r \in \mathcal{P} \) and \( A, B \in \text{Args}(\mathcal{AS}) \).

Note that if two meta-arguments infer value to a different perspective, then their strength is incomparable. For example, \( \mathcal{A}' \) infers value from \( p \) to \( p' \) and \( \mathcal{B}' \) infers value from \( q \) to \( q' \) such that \( p' \neq q' \), then the strength of \( \mathcal{A}' \) and \( \mathcal{B}' \) is incomparable. Since such meta-arguments have conclusions concerning different perspectives, they never conflict and thus their relative strength is never required to determine defeat.

**Using the framework**

The argumentation mechanism proposed in this section takes as input a state, a number of criteria, an influence graph describing how these criteria influence an agent’s perspective, and the relative importance of perspectives. Given this input, the output is an argument ordering from each perspective that can be justified. In this sense, our approach is a criterion itself that requires that the state contains a set of criteria, influences and importances.

Suppose the current state in the dialogue is \( s \in \mathcal{S} \) and that the agent wants to select the best argument in the set \( \text{Args} \) of object-arguments in argumentation system \( \mathcal{AS} \). Furthermore, we have the set perspectives \( \mathcal{P} \) with a special perspective \( \alpha \) denoting the perspective of the agent. The positive influence relation \( \uparrow \) and negative influence relation \( \downarrow \) between \( \mathcal{P} \) are used to capture \( \alpha \)’s value tree and the relative importance between \( \mathcal{P} \) is captured by \( \triangleq \).

Let \( \mathcal{AS}' = \langle \mathcal{L}', \mathcal{R}', \triangleq' \rangle \) be a meta-argumentation system based on \( \mathcal{AS} \) such that \( \mathcal{L}' \) contains the influence predicates between perspectives and the binary relations \( \leq_p, <_p \) and \( \equiv_p \) for each perspective \( p \in \mathcal{P} \) such that \( \mathcal{R}' \) contains the defeasible inference rules as introduced in this section. Furthermore, let \( \mathcal{K}' \) be a knowledge-base in \( \mathcal{AS}' \) such that

- if perspective \( p \) positively / negatively influences perspective \( q \), then \( p \uparrow q \in \mathcal{K}' \) and \( p \downarrow q \in \mathcal{K}' \) respectively, and
- if \( c \) is a criterion associated to perspective \( p \), then \( A \leq_p B \in \mathcal{K}' \) if \((A, B) \in \mathcal{S}(c)\) for all \( A \) and \( B \) object-arguments.

Given how the operational perspectives influence a perspective \( p \), meta-arguments are constructed for how object-
arguments compare from \( p \). Because the influencing perspectives may disagree about how arguments should compare from \( p \), some of these arguments may attack each other. Definition 13 defines \( \preceq' \), which is used to construct argumentation theory \( AT' = (\text{As}', K', \preceq') \). From \( AT' \) the argumentation framework \( AF' = (\text{As}', \text{Defeat}') \) is constructed with \( \text{As}' \) all arguments in \( \text{As}(\text{As}') \) that can be constructed from \( K' \) and \( \text{Defeat}' \) the defeat relations between arguments in \( \text{As}' \) as defined by Definition 4. The justified conclusions of \( AF' \) then induce an ordering over object-arguments from perspective \( p \). Consequently, this argumentation mechanism is a criterion: if \( A \preceq' B \) is a justified conclusion, then \( (A, B) \in p \), if \( A <_p B \) is a justified conclusion, then \( (A, B) \in p \) and \( (B, A) \notin p \), and if \( A \equiv_p B \) is a justified conclusion, then \( (A, B) \in p \) and \( (B, A) \in p \).

### 3.3 Properties

In the previous subsection, an argumentation-based approach was proposed to argue about what argument an agent should prefer. Agents are prescribed to select the argument that they prefer maximally. To determine what argument is maximally preferred from the perspective of the agent, it is useful if all arguments are comparable from the perspective of the agent.

The following proposition concerns whether an argument can be constructed comparing two arguments from a perspective.

**Proposition 1.** Let \( A \) and \( B \) be two object arguments. If there is a perspective \( p \) from which \( A \) and \( B \) can be compared and \( p \) influences perspective \( q \), then a meta-argument can be constructed concerning how \( A \) and \( B \) compare from perspective \( q \).

**Proof.** Because \( p \) positively or negatively influences \( q \), \( p \upharpoonright q \) or \( p \downarrow q \) is true. Furthermore, because \( A \) and \( B \) can be compared from \( p \), either \( A <_p B \), \( A \equiv_p B \) or \( B <_p A \) is true. If \( A \equiv_p B \) is true, then \( d_\equiv \) can be applied concluding that \( A \equiv_q B \). Otherwise, if \( p \upharpoonright q \) is true, then the defeasible inference rule \( d_1 \) can be applied and if \( p \downarrow q \) is true, then \( d_1 \) can be applied. Both inference rules conclude how \( A \) and \( B \) compare from perspective \( q \).

Consequently, if there is a complete criterion \( p \) that influences perspective \( q \), then for each combination of object-arguments a meta-argument can be constructed concluding how they compare from \( q \). This does however not mean that all these meta-arguments are justified or even defensible. They could be attacked by other arguments.

Similarly, if \( A \) and \( B \) are incomparable from every perspective influencing perspective \( p \), then no meta-arguments can be constructed concluding how \( A \) and \( B \) compare from perspective \( p \). Consequently, the justified conclusions of the corresponding argumentation framework do not induce a complete ordering of arguments from perspective \( p \).

We will now investigate possible attack relations between meta-arguments. Recall from Section 3.2 that because of the contrariness function, a meta-argument concluding \( A <_p B \) attacks a meta-argument concluding \( B <_p A \).

**Proposition 2.** Let \( AT' = (\text{As}', K', \preceq') \) be an argumentation theory with \( \text{As}' \) a meta-argumentation system and \( M \subseteq \text{As}(\text{As}') \) a set of meta-arguments such that each argument can be constructed from \( K' \) and concludes how object-arguments \( A \) and \( B \) compare from perspective \( p \). For all \( A', B' \in M \), if argument \( A' \) attacks \( B' \), then \( A' \) either rebuts \( B' \) on \( \text{conc}(B') \) or on the conclusion of a non-atomic sub-argument of \( B' \).

**Proof.** If \( p \) is the perspective of a criterion, then the meta-arguments are atomic. Because by definition there can be no conflicts in the perspective of a criterion, it is not possible that \( A' \) and \( B' \) attack each other. Consequently, the meta-arguments cannot be undermined. Otherwise, \( p \) is not the perspective of a criterion, but is on a higher level in the influence graph. In that case, the meta-arguments have applied the defeasible inference rules \( d_1 \), \( d_\downarrow \) or \( d_\equiv \). Because no undercutters have been introduced for these defeasible inference rules, it is not possible to undercut such a meta-argument. Finally, it is possible to rebut the conclusion of \( B' \) because there may be multiple perspective from which value can be inferred to \( p \). The same reason holds for sub-arguments of \( B' \) that are not atomic.

Now that we understand possible attack relations between meta-arguments better, we want to investigate the conclusions. The relative importance of perspectives is used to determine the argument strength. Argument strength is used to determine what attacks are successful (i.e. defeats) and what attacks are unsuccessful. In other words, the set of defeats is a subset of or equal to the set of attacks between arguments.

**Proposition 3.** Let \( AF' = (\text{As}', \text{Defeat}') \) be an argumentation framework of a meta-argumentation system. If \( \text{As}' \) contains one or more meta-arguments that conclude how object-arguments \( A \) and \( B \) compare from perspective \( p \), then there is either a defensible or justified conclusion concerning how \( A \) and \( B \) compare from perspective \( p \).

**Proof.** Because of Proposition 2, if the meta-arguments attack each other, then they either rebut a conclusion or rebut a sub-argument’s conclusion. In both cases, the attacks are bi-directional and originate from that value is inferred from different perspectives. If the different perspectives are equally important for \( p \), then the corresponding meta-arguments are equally strong resulting in that all arguments are defensible. On the other hand, if some perspective \( p' \) is more important than another for \( p \), then the argument using \( p' \) is stronger than the other and consequently, it defeats the other and becomes a justified argument.

We will now investigate a particular instantiation of influences and importances that results in a complete perspective on arguments that is justified.

**Proposition 4.** Let the perspectives in set \( P \) all influence perspective \( q \). If there is a complete perspective of a criterion \( p \in P \) such that for all \( p' \in P \) it is true that if \( p \neq p' \) then \( p' \preceq_q p \), then it is always the case that the corresponding argumentation framework has a justified conclusion concerning how \( A \) and \( B \) compare from \( q \).

**Proof.** Because \( p \) is a perspective of a criterion, the meta-arguments inferring value from \( p \) to \( q \) do not rebut. Furthermore, because \( p \) is complete, a meta-argument will be constructed for every two object-arguments. If meta-arguments are constructed from other perspectives that influence \( q \) that conflict with how value is inferred from perspective \( p \), then the \( p \)-based meta-argument defeats the other argument because \( p \) is more important for \( q \) than any other influencing perspective.
4. EXAMPLE

This section illustrates the approach of the previous section by combining several criteria found in the literature. Suppose that an agent is in a certain point of a persuasion dialogue where he can choose from only two arguments: \( \text{Args} = \{A, B\} \). The state \( s \) captures the persuasion dialogue until now and some information about what values the audience finds important.

In [1], the criterion of ‘aggressiveness’ is used which is based on the number of arguments uttered by the audience that an argument attacks. Because we use structured argumentation, three different kinds of attacks have been distinguished in Section 2.1, so three different attack criteria can be distinguished: the number of undermining attacks, rebutting attacks and undercutting attacks denoted by criterion \( c_{\text{umine}} \), \( c_{\text{rbut}} \) and \( c_{\text{ucut}} \), respectively (with \( \text{umine} \), \( \text{rbut} \), \( \text{ucut} \) the associated perspectives). Note that these criteria are complete because for every argument it can be determined how many arguments of the audience it attacks.

Also in [1] the criterion of ‘loan’ is used which is based on counting how many formulae in an argument have already been uttered by the audience. The criterion of loan is denoted with \( c_{\text{loan}} \). Let the set \( X \subseteq \mathcal{C} \) be the set of formulae such that for all \( \phi \in X \) there is an argument \( A \) the audience has uttered with \( \phi \in \text{premises}(A) \). Then \( (A, B) \in c_{\text{loan}} \) if \( \text{premises}(B) \cap X \) is as much or more than \( \text{premises}(A) \cap X \). Note that \( c_{\text{loan}} \) is complete because for every argument it can be determined how many premises it lends.

In [2], the criterion is proposed to select the argument promoting the value that the audience finds most important. The criterion of using the argument promoting the most important value is denoted as \( c_{\text{val}} \). Given that the state captures the value ordering of the audience at least partially, \( (A, B) \in c_{\text{val}} \) if and only if the audience finds the value promoted by argument \( B \) weakly more important than the value promoted by argument \( A \). Note that \( c_{\text{val}} \) is not necessarily complete because the agent may not know the audience’s complete ordering over values.

Decomposing What Matters To An Agent

Because all criteria result in a perspective on arguments in \( \text{Args} \), the set \( \mathcal{P} \) contains a perspective for each criterion. Also, \( \mathcal{P} \) contains the perspective \( \alpha \) denoting the perspective of the agent who is deciding what argument to select. Because the agent has decomposed what matters into two general areas of concern ‘aggressiveness’ and ‘acceptability’, two perspectives are added to denote those general areas of concern. Consequently, the set of perspectives is the following: \( \mathcal{P} = \{\alpha, \text{aggr}, \text{acpt}, \text{ucut}, \text{rbut}, \text{umine}, \text{loan}, \text{val}\} \).

Undercutting, rebutting and undermining positively affect aggressiveness, i.e. the more arguments of the audience an argument \( A \) undermines, the more aggressive \( A \) is. Therefore, \( \downarrow \) contains (\text{ucut, aggr}), (\text{umine, aggr}), and (\text{rbut, aggr}). The more premises an argument \( A \) lends from the audience, the more likely the audience will accept \( A \). Furthermore, the more important the audience finds the value promoted by argument \( A \), the more likely the audience accepts \( A \). Therefore, (\text{loan, acpt}) and (\text{val, acpt}) are elements of \( \uparrow \).

The agent, denoted with perspective \( \alpha \), wants to minimize aggression and maximize acceptability of the arguments that he gives. Therefore, \( \uparrow = \{\text{aggr}, \alpha\} \) and \( \text{acpt, } \alpha \in \downarrow \). These influences are visualized in the influence graph in Figure 2 (where a node represents a perspective, a normal directed edge denotes positive influence and a dotted directed edge denotes negative influence). Note that other agents may care about different criteria in different ways, e.g. an aggressive agent may be positively influenced by aggressiveness and may not care about acceptability at all.

**Figure 2: Influence graph for the agent**

Relative Importances Of Influences

Undermining an argument of the audience is more important for aggressiveness than undercutting or rebutting an argument of the audience. Namely, undermining an argument means that its premises are attacked, whereas undercutting an argument means that there is an exceptional situation in which some defeasible inference rule cannot be applied. Because the premises of an audience's arguments are likely in the audience’s knowledge base, undermining is more important for aggressiveness than rebutting and undercutting. Consequently, \( \text{ucut} \prec_{\text{aggr}} \text{rbut} \prec_{\text{aggr}} \text{umine} \).

Because the designer did not want to specify whether aggressiveness or acceptability is more important for the agent, these two perspectives are incomparable with respect to importance for the agent.

Constructing Meta-Arguments

As described in the previous section, the meta-argumentation system \( \mathcal{AS}' = \langle \mathcal{L}', \mathcal{R}', \mathcal{\sim} \rangle \) is initialized on the basis of the object-argumentation system \( \mathcal{AS} \).

A knowledge base \( \mathcal{K}' \) in \( \mathcal{AS}' \) is then initialized with \( p \models q \in \mathcal{K}' \) iff \( p \) positively influences \( q \) and \( p \models q \in \mathcal{K}' \) iff \( p \) negatively influences \( q \). Furthermore, if \( c \) is criterion and \( p \) the perspective associated to \( c \), then \( A \prec_{c} B \in \mathcal{K}' \) iff \( (A, B) \in c(s) \) and \( (B, A) \notin c(s) \) and \( A \equiv_{c} B \in \mathcal{K}' \) iff \( (A, B) \in c(s) \).

Suppose that object-argument \( B \) undercuts an argument of the audience and object-argument \( A \) does not, but \( A \) undermines an argument of the audience while \( B \) does not. In that case, \( A \prec_{\text{ucut}} B \) and \( B \prec_{\text{umine}} A \in \mathcal{K}' \) are in the meta knowledge base \( \mathcal{K}' \). Using this information, the following two meta-arguments can be constructed.

\[
\begin{align*}
\mathcal{A}' &= \frac{\text{aggr} \models A \prec_{\text{aggr}} B \downarrow}{A \prec_{\text{aggr}} B \downarrow} \\
\mathcal{B}' &= \frac{\text{ume} \models A \prec_{\text{ume}} B \downarrow}{A \prec_{\text{ume}} B \downarrow}
\end{align*}
\]

Further suppose that \( A \) and \( B \) both do not loan any premises of the audience and that it is not known which of the values promoted by \( A \) and \( B \) the audience finds important. In that case, \( A \equiv_{\text{val}} B \) is in \( \mathcal{K}' \) and \( A \) and \( B \) are incomparable from the perspective \( \text{val} \).
Because $A$ and $B$ are incomparable from $\text{val}$, no argument can be constructed using how $A$ and $B$ compare from $\text{val}$.

**Determining The Justified Conclusions**

Arguments $A'$ and $B'$ attack each other, but because undermining is more important for aggressiveness than undercutting, i.e., $\text{cut} \prec_{\text{aggr}} \text{ume}$ is true, $A'$ defeats $B'$. Also $C'$ and $A'$ attack each other and so do $A'$ and $B'$. Because neither acceptability nor aggressiveness is more important for $\alpha$, the strengths of $A'$ and $C'$ are incomparable. Figure 3 visualizes the corresponding argumentation framework $\mathcal{AF} = \langle \{A', B', C'\}, \{(A', B'), (A', C'), (C', A'), (C', B')\}\rangle$ that is constructed from argumentation theory $\langle \mathcal{AS'}, \mathcal{K'}, \leq' \rangle$ following Definition 5. Both $A'$ and $C'$ are defensible arguments and $B'$ is an overruled argument. Consequently, $B \prec_{\alpha} A$ and $A \equiv_{\alpha} B$ are defensible conclusions. Therefore the agent should conclude that he should weakly prefer $B$ to $A$.

**Figure 3: Defeats between the arguments visualized.**

5. **CONCLUSION**

In this paper we have proposed a formalism to argue on a meta-level about what argument an agent should select in a given persuasion dialogue. Inspired by techniques in decision analysis, what matters to an agent in a persuasion dialogue is decomposed into criteria and sub-criteria. Several argument schemes are formalized to combine criteria that are incommensurable or partial.

The advantages of our approach are that it is (1) easier for the designer than a purely quantitative approach, (2) it allows using criteria that are partial and/or incommensurable, and (3) the agent can explain why a certain argument is selected in a more intuitive way. The main disadvantage of our approach is that it does not always result in all arguments being comparable, which is inconvenient for deciding what argument to select.

Whether to take a purely quantitative approach or the approach proposed in this paper depends on the application. If it is possible to describe how an agent should select arguments quantitatively, then this should be done because it results in a complete ordering over arguments and requires less computation. If on the other hand it is impossible to take a quantitative approach or it requires choosing many parameters in an arbitrary manner, then the approach of this paper may offer the best of both worlds.

For future work we would like to investigate the properties of the persuasion dialogue when agents use different criteria. For example, what effect does aggressiveness have on the duration of persuasion dialogues? This papers assumes that the influences and importances are given, however, it also possible that an agent determines these dynamically using the state. For example, if the audience has attacked one of the agent’s arguments, then minimizing aggressiveness does not matter anymore to the agent. Finally, it would be interesting to explore more refined influence and importance relations.
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ABSTRACT

An agent-based negotiation team is a group of two or more agents with their own and possibly conflicting preferences who join together as a single negotiating party because they share a common goal which is related to the negotiation. Scenarios involving negotiation teams require coordination among party members in order to reach a good agreement for all of the party members. An intra-team strategy defines what decisions are taken by the negotiation team and when and how these decisions are taken. Thus, they are tightly linked with the results obtained by the team in a negotiation process. Environmental conditions affect the performance of the different intra-team strategies in different ways. Thus, team members need to analyze their environment in order to select the most appropriate strategy according to the current conditions. In this paper, we analyze how environmental conditions affect different intra-team strategies in order to provide teams with the knowledge necessary to select the proper intra-team strategy.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—Multiagent systems, Intelligent agents

General Terms
Algorithms, Experimentation

Keywords
Negotiation, Agreement Technologies, Collective decision making

1. INTRODUCTION

Nowadays, there is an increasing number of applications which, due to their complex nature, require agent-based systems and agreement technologies. The latter allows collaboration, coordination, and conflict resolution among self-interested and independent entities such as agents. Thus, applying agreement technologies brings about the deployment of applications which, otherwise, would not have been possible.

Among agreement technologies, automated negotiation is highlighted as one of the core technologies for collaboration between independent entities. Researchers have put special effort into proposing bilateral negotiation models [4, 6, 10, 12] multi-party negotiation models [3, 7], and argumentation-based negotiation models [15, 18]. Many of these works have focused on scenarios where each party represents a single individual. However, in some real-life situations, a negotiation party may be formed by more than a single individual. For instance, this is the case of a married couple who negotiates with a seller in order to buy a house. In this scenario, despite the fact that both spouses may have a common goal (i.e., buying a house), each one may also have different preferences regarding certain issues involved in the negotiation process (e.g., neighbourhood, price, etc.). One party member should not act blindly on behalf of the others since, it may bring extremely negative consequences (e.g., untrust, tension). Scenarios such as the one presented above, require coordination among party members in order to reach a good agreement for all of the party members. Other real-life scenarios such as organizational negotiations, where different stakeholders may be sent to the negotiation table, holiday trip negotiations, where groups of friends may have to negotiate a travel plan with a travel agency, and agriculture cooperatives, which are democratic associations by nature, present the same problem described with the married couple example and, thus, need similar coordination mechanisms.

In social sciences literature, parties of this type have been termed as negotiation team [1, 19]. Thompson et al. [1] define a negotiation team as a group of two or more interdependent persons who join together as a single negotiating party because their similar interests and objectives relate to the negotiation and who are all present at the bargaining table. Multi-agent systems’ computational capabilities may prove especially interesting because these electronic systems may improve the suboptimal solutions obtained by teams of humans and allow large-scaled simultaneous negotiations.

With this purpose in mind, it is necessary to study mechanisms that allow the coordination of negotiation team members. We are interested in distributed mechanisms where
complete preference revelation is not involved since, it may suppose leaking extremely delicate and important information.

In this paper, we are interested in studying several intra-team strategies for teams that negotiate with an opponent by means of a bilateral bargaining protocol. Intra-team strategies define how communication is carried out inside the team, and when and how decisions are taken (e.g., which offer is sent, if the opponent offer is accepted). We argue that selecting one strategy over others may produce different results. Furthermore, the performance of a specific intra-team strategy may be directly affected by the negotiation environment conditions (deadline lengths, negotiation of the opponent, preference similarity among team members). Thus, prior to the negotiation process, team members should reason about which intra-team strategy is the most appropriate one for the current environmental conditions. This paper aims to analyze how several intra-team strategies are affected by environmental conditions in order to grant teams with the repository of knowledge necessary to select a proper intra-team strategy for the current environmental conditions (as similarly suggested by other authors for scenarios where teams are not involved [9, 14]).

The remainder of this paper is divided as follows. First, we describe the basics of our negotiation model, focusing on the general settings, the negotiation protocol and the opponent strategy. In Section 3, we thoroughly describe the different intra-team strategies studied in this paper. Then, the experiments carried out are described and analyzed in Section 4. Related work is discussed in Section 5. Finally, we include some conclusions and possible future work.

2. NEGOTIATION MODEL

A negotiation model consists of a negotiation protocol and a negotiation strategy. In our negotiation scenario, a group of agents has formed a team $A = \{a_1, a_2, ..., a_M\}$ whose goal is to negotiate a successful deal with an opponent $op$. However, each team member $a_i$ may have different preferences about some negotiation issues. In this section, we describe the negotiation protocol employed by the team to communicate with the opponent. The negotiation strategy carried out by the opponent is also described. The strategy carried out by the team and the protocol employed by teammates in order to communicate inside the team will be thoroughly explained in Section 3, since it is the main focus of this paper.

Next, we describe some of the general assumptions of our negotiation model.

- The negotiation domain is comprised of $n$ real-valued attributes whose domain is $[0, 1]$. Thus, the possible number of offers is $[0, 1]^n$.
- The negotiation team has already been formed. Team composition will remain static during the negotiation process.
- The team members and the opponent use linear utility functions to represent their preferences. These functions can be formalized as follows:
  \[ U(X) = w_1 V_1(x_1) + w_2 V_2(x_2) + \ldots + w_n V_n(x_n) \] (1)
  where $X$ is a $n$-attributes offer, $x_i$ is the value of the $i$-th attribute, $V_i(.)$ is a linear function that transforms the attribute value to $[0, 1]$, and $w_i$ is the weight or importance that is given by the agent to the $i$-th attribute. Weights given by the opponent to attributes may also be different. Agents do not know the form of other agents’ utility functions, even if they are teammates.
- The opponent has a private deadline $T_{op}$, which defines the maximum number of negotiation rounds for the opponent. Once $T_{op}$ has been reached in the negotiation process, the opponent will exit the process and the negotiation end with failure. The team has a private joint deadline $T_A$ which is common information for team members. Once this deadline has been reached, the team will exit the negotiation process and the negotiation will end with failure.
- The opponent has a reservation utility $RU_{op}$. Any offer whose utility is lower than the reservation utility will be rejected. Each team member has a private reservation utility $RU_{a_i}$, where $a_i$ is a team member. This individual reservation utility is not shared among teammates. Therefore, a team member $a_i$ will reject any offer whose value is under $RU_{a_i}$.

2.1 Negotiation Protocol

An alternating offer bilateral protocol [16] is used to allow communication between the opponent and team members. Due to the fact that not all of the teammates can simultaneously communicate with the opponent, it is assumed that a trusted mediator broadcasts opponent decisions to teammates and transmits team decisions to the opponent. As depicted in Section 3, this trusted mediator may have extra functionalities according to the intra-team strategy employed. Nevertheless, in no case is assumed that the complete preferences of the agents are revealed to this mediator.

2.2 Opponent Negotiation Strategy

A negotiation strategy defines the decision-making of an agent in a negotiation process. Next, we describe the negotiation strategy used by the opponent in our negotiation scenario. Given the fact that the goal of this paper is to study several intra-team strategies, they will be described in more detail in Section 3.

- The opponent follows a time-based concession strategy. It can be formalized as follows:
  \[ s_{op}(t) = 1 - (1 - RU_{op})(\frac{t}{T_{op}})^{\beta_{op}} \] (2)
  where $t$ is the current negotiation round and $\beta_{op}$ is a parameter of the negotiation strategy which determines how concessions are made towards the reservation utility.
- The opponent uses an offer acceptance criterion $ac_{op}(\ldots)$ during the negotiation process. It is formalized as follows:
  \[ ac_{op}(X_{A \rightarrow op}^t) = \begin{cases} \text{accept} & \text{if } s_{op}(t + 1) \leq U_{op}(X_{A \rightarrow op}^t) \\ \text{reject} & \text{otherwise} \end{cases} \] (3)
  where $t$ is the current negotiation round, $X_{A \rightarrow op}^t$ is the offer received from the team, $U_{op}(\cdot)$ is the utility function of the opponent, and $s_{op}(\cdot)$ is the concession
strategy of the opponent. Thus, an offer will be accepted if it reports a utility that is equal to, or greater than the utility of the offer that would be proposed by the opponent in the next negotiation round.

In the next section, we introduce the concept of intra-team strategy. Additionally, we introduce several intra-team strategies which will determine the final negotiation strategy carried out by the team.

3. INTRA-TEAM STRATEGIES

An intra-team strategy defines what decisions have to be taken by a negotiation team, how those decisions are taken, and when those decisions are taken.

In a bilateral negotiation process between a team and an opponent, the decisions that must be taken (what) are the team deadline $T_A$, which offers are sent to the opponent, and whether opponent offers are accepted or not.

Given the fact that a negotiation team is formed by more than a single individual, decisions should take into account the interests of the team members. How decisions are taken will determine the satisfaction level of the team with the final decision. Basically, decisions can be taken using a representative, majority rules, or unanimity rules.

Decisions may be taken at different time instants. Nevertheless, we can generally classify when a decision is taken based on whether the decision has been taken before or during the negotiation process. Some decisions can be taken before the negotiation process starts since we have some knowledge about the negotiation environment, whereas it is more adequate to take other decisions during the negotiation process due to the fact that the opponent can provide with valuable feedback/new information.

As stated above, we assume that the team deadline $T_A$ has been agreed upon before the negotiation process. Moreover, before the negotiation process starts, team members have agreed to use a time-based concession strategy using an agreed $\beta_A$.

Due to the fact that all of the team members seek a common goal, and it is possible that this negotiation case is not their first interaction (e.g., a group of friends who want to arrange a trip with a travel agency, a farm cooperative, etc.), a certain degree of cooperation and truthfulness among teammates is assumed. Despite the fact that a scenario where most of the teammates lie and play strategically is possible, we consider this possibility unlikely in the type of practical situations that we want to solve, since they are cooperative in nature. Nevertheless, it would be interesting to study how strategies behave when a minority of the members play strategically. Therefore, we point out this as possible future work. Next, we describe the intra-team strategies which will be studied during this paper.

3.1 Representative (RE)

The Representative Strategy is probably the simplest intra-team strategy. Team members delegate team decision-making to a representative $a_{re} \in A$, which, in this case, is the trusted mediator. This representative directly communicates with the opponent. He is also in charge of deciding which offer should be sent to the opponent $op$, and whether opponent offers should be accepted or not. In this article, it is assumed that agents have similar negotiation skills and social power.

Given the fact that the representative does not know other teammates’ utility functions, he uses his own utility function during the negotiation process to take decisions. The negotiation strategy employed by the representative has been agreed upon prior to the negotiation by team members. A time-based concession strategy is used, using an agreed $\beta_A$ value as parameter. As for the acceptance criteria, a rational acceptance criterion is used. Therefore, an offer is only accepted if the utility it reports is greater than, or equal to the utility of the offer that will be proposed in the next round. The intra-team strategy can be formalized as follows:

$$a_{re} = selectRepresentative(A)$$

$$s_A(t) = 1 - (1 - RU_{a_{re}}(\frac{t}{\beta_A}))$$

$$X_A^{t}_{\rightarrow op} = selectOffer(X^t) \text{ where } U_{a_{re}}(X^t) = s_A(t)$$

$$ac_A(X^t_{A\rightarrow op}, t) = \begin{cases} 
    \text{accept} & \text{if } s_A(t + 1) \leq U_{a_{re}}(X^t_{A\rightarrow op}) \\
    \text{reject} & \text{otherwise}
\end{cases}$$

(4)

3.2 Similarity Simple Voting (SSV)

As opposed to RE, this strategy tries to take into account team members’ opinions during the negotiation process. The aim of the strategy is to avoid low quality results when teammates’ preferences are very dissimilar. For this purpose, SV relies on votation processes and majority rules in each negotiation round in order to determine whether an opponent offer should be accepted or not, as well as which offer is sent to the opponent. In this intra-team strategy, the trusted mediator has a more important role since it coordinates votation processes.

3.2.1 Offer proposal

Assuming that the negotiation process is currently positioned at round $t$, the mediator opens an offer proposal process where, firstly, each team member proposes an anonymous offer to the mediator. Each team member uses his own utility function $U_{a_i}(\cdot)$ and the agreed time-based concession strategy $s_{a_i}(\cdot)$ with $\beta_A$. Nevertheless, it should be pointed out that agents have private reservation utilities. Therefore, despite the fact that $\beta_A$ is common, the utility of the offers sent by team members at round $t$ may be different. Then, the mediator makes public the set of offers received $XT^t = \{X^t_{a_1 \rightarrow A}, \ldots, X^t_{a_M \rightarrow A}\}$, and a votation process is opened. Agents anonymously state which offers from the set $XT^t$ they would be willing to send at round $t$. For that purpose, they employ an acceptance criterion $Vote_{a_i}(\cdot)$ where an offer proposed by a teammate is acceptable if the utility it reports is greater than, or equal to the utility indicated by the concession strategy at round $t$. The trusted mediator gathers the opinions of all of the team members, and then the most voted offer $X_{A\rightarrow op}$ is selected. This offer is broadcasted by the mediator to team members and the opponent. When there is more than a single most voted offer, one of them is chosen randomly. The mechanism employed by team members to determine which offer is proposed to the opponent can be formalized as follows:

$$Vote_{a_i}(X^t) = \begin{cases} 
    1 & \text{if } s_{a_i}(t) \leq U_{a_i}(X^t) \\
    0 & \text{otherwise}
\end{cases}$$

$$X_{A\rightarrow op} = \arg\max_{X^t \in XT^t} \sum_{a_i \in A} Vote_{a_i}(X^t)$$

(5)
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3.2.2 Opponent Offer Acceptance Criterion

The criterion \( ac_A(.) \) used to accept an opponent offer \( X_{op}^t \) at round \( t \) also follows a majority rule. The trusted mediator receives the offer from the opponent and broadcasts it to team members. Then, a simple votation process is opened, where each team member \( a_i \) must anonymously state to the mediator whether they want to accept the opponent offer or not. Once all of the votes have been gathered, the mediator counts positive votes (accept offer). If the number of positive votes is a majority, greater than half the number of team members, the opponent offer is accepted. When there is a draw between positive votes and negative votes, one of the options is chosen randomly. The final decision about the opponent offer is broadcasted to team members. Each teammate \( a_i \) follows a rational criterion \( ac_{a_i} \) to determine if a positive vote is emitted. A positive vote is emitted if the opponent offer reports a utility that is greater than, or equal to the utility of the offer that is going to be proposed by the agent in the next negotiation round. This acceptance strategy can be formalized as follows:

\[
ac_{a_i}(X^t) = \begin{cases} 
1 & \text{if } s_{a_i}(t+1) \leq U_{a_i}(X^t) \\
0 & \text{otherwise}
\end{cases}
\]

\[
ac_A(X_{op}^t) = \begin{cases} 
\text{accept} & \text{if } \sum_{a_i \in A} ac_{a_i}(X_{op}^t) \geq |A| \\
\text{reject} & \text{if } \sum_{a_i \in A} ac_{a_i}(X_{op}^t) < |A| \\
\text{random} & \text{otherwise}
\end{cases}
\]

Each team member is interested in sending his offer to the opponent, since, that way, he assures that if the offer is accepted, it matches his aspiration level at round \( t \). Additionally, it is also desirable (due to an inherent sense of cooperation) and necessary for the offer to be liked by his teammates. However, the offer needs to be the offer most voted in the votation process. Therefore, the team member needs to propose \( X_{a_i}^t \) in a way that it is acceptable for team members and the opponent. At round \( t \), the expected utility \( EU_{a_i}(.) \) of an offer \( X^t \) for agent \( a_i \) can be defined as follows:

\[
EU_{a_i}(X^t) = U_{a_i}(X^t) \cdot p_{op}(X^t) \cdot p_A(X^t)
\]

where \( p_{op}(X^t) \) is the probability for the offer \( X^t \) to be accepted by the opponent at round \( t \), and \( p_A(X^t) \) is the probability for the offer to be acceptable by teammates. For that purpose, the agent sends \( X_{a_i}^t \) from his iso-utility curve at the current round \( C_{a_i}^t \), the offer that maximizes the following equation:

\[
X_{a_i}^t \rightarrow A = \arg \max_{X \in C_{a_i}^t} U_{a_i}(X) \cdot p_{op}(X) \cdot p_A(X^t)
\]

where \( U_{a_i}(.) \) can be surpressed since all of the offers come from the iso-utility curve. The problem with this proposal strategy is how both probabilities can be calculated in an efficient way. An efficient method for approximating these probabilities consists in using similarity heuristics \([5, 12]\). On the one hand, when approximating \( p_{op}(X^t) \), it can be considered that the more similar \( X^t \) is to \( X_{op}^{t-1} \), the more probable it is for \( X^t \) to be accepted by the opponent. Thus, we can approximate \( p_{op}(X^t) \approx Sim(X^t, X_{op}^{t-1}) \). On the other hand, when approximating \( p_A(X^t) \), we can consider that the more similar \( X^t \) is to \( XT^{t-1} \), the more probable it is for \( X^t \) to be acceptable for team members at round \( t \). We assume that the more similar \( X_{a_i}^t \rightarrow A \) is to the most dissimilar offer from \( XT^{t-1} \), the more acceptable it is for the team. Therefore, we can approximate \( p_A(X^t) \approx \min_{X_j \in XT^{t-1}} Sim(X, X_j) \).

Then, the offer \( X_{a_i}^t \rightarrow A \) proposed by the agent can be formalized as follows:

\[
X_{a_i}^t \rightarrow A = \arg \max_{X \in C_{a_i}^t} Sim(X, X_{op}^{t-1}) \cdot \min_{X_j \in XT^{t-1}} Sim(X, X_j)
\]

Given our negotiation domain, we employ 1 minus the euclidean distance scaled to \([0,1]\) as a similarity measure between two offers.

3.3 Similarity-Based Unanimity Borda Voting (SBV)

Two problems arose in the previous intra-team strategy. First, the selection rule is still a majority rule. Thus, it is still possible that offers selected do not satisfy every team member. Second, the type of voting system employed does not provide information about which offers are more acceptable than others for team members. In the SBV strategy, majority rules are discarded and unanimity rules are used in order to solve both problems stated above.

3.3.1 Offer Proposal

The communication protocol used within the team to select which offer is sent is similar to the one presented in the SSV strategy. The main difference resides in the fact that Borda Voting is employed to rank proposals. This voting system has the advantage that it usually selects broadly accepted proposals instead of majority proposals.

\[
Vote_{a_i}(X^t, XT^t) = |A| - Order_{a_i}(X^t, XT^t)
\]

\[
X_{a_i}^t \rightarrow A = \arg \max_{X \in XT^t} \sum_{a_i \in A} Vote_{a_i}(X^t, XT^t)
\]

where \( Order_{a_i}(X^t, XT^t) \) determines the order of the offer \( X^t \) in \( XT^t \) according to a descending order by utility reported to \( a_i \). Offer are proposed by agents following the similarity heuristic employed in SSV.

3.3.2 Opponent Offer Acceptance Criterion

When it comes to the opponent offer acceptance criteria, the same communication protocol devised for the SSV strategy is used here. However, instead of a majority rule, a unanimity rule is employed. In other words, all of the team members must find the opponent offer acceptable to proceed to accept the offer. Otherwise, the offer is rejected. This criterion can be formalized as follows:

\[
ac_A(X_{op}^t) = \begin{cases} 
\text{accept} & \text{if } \sum_{a_i \in A} ac_{a_i}(X_{op}^t) = |A| \\
\text{reject} & \text{otherwise}
\end{cases}
\]

3.4 Full Unanimity Mediated Strategy (FUM)

The last intra-team strategy aims to be a fully unanimous process. With that purpose, the trusted mediator takes a more active role in the tasks carried out by the team. In fact, the trusted mediator is in charge of building the offer to be sent to the opponent, and observing concessions made by the opponent. It should be pointed out that this strategy is more collaborative in nature, since it requires agents to share some
information with the mediator. However, improvements in terms of joint utility and the minimum utility of a team member are expected.

The intra-team strategy can be divided into four different phases: information sharing, observing concessions from the opponent, offer construction, and the opponent offer acceptance criteria. The latter will not be described since the criteria and communication protocol employed is the same one as described in the SBV strategy.

3.4.1 Information Sharing Phase

Building an offer that satisfies every team member each round is a difficult task. If it is not carried out properly, the offer may be too demanding in the eyes of the opponent. The goal of this phase, which is carried out before the negotiation process starts, is to determine which attributes are not interesting for each team member. During the negotiation process, and more specifically during the offer construction phase, agents that have stated \( x_j \) as not interesting are not entitled to ask value for that attribute. Therefore, team members must be willing to sacrifice some utility for the team welfare and the offer construction process. This cooperative behaviour is governed by a parameter \( \epsilon_a \), which is private for each agent. This parameter determines the set of attributes \( N_{I_a} \), that the team member \( a_i \) is not interested in. \( N_{I_a} \) is the largest set of attributes whose sum of weights is lower than, or equal to \( \epsilon_a \). An easy way to calculate \( N_{I_a} \) consists in ordering the attributes by ascending order according to their weights, and then sequentially adding attributes to \( N_{I_a} \) until the sum of the weights in \( N_{I_a} \) is greater than \( \epsilon_a \) (the last attribute is not added).

Before the negotiation process starts, the mediator privately asks each agent \( a_i \) about \( N_{a_i} \). Then, the agents also respond privately. From this process, the mediator can obtain the set of attributes that are not interesting for any team member, and the set of attributes that are not interesting for each team member.

3.4.2 Observing Opponent Concessions

During the negotiation process, the mediator is also in charge of observing opponent concessions. The goal is to determine which attributes are the most interesting ones for the opponent. A simple mechanism is employed for this task. For each attribute and round, the amount of concession performed by the opponent is observed and accumulated in an array. This process is carried out during \( k \) rounds. The general idea behind this mechanism is that those attributes that have accumulated less concession, are those that are more interesting for the opponent. Contrarily, those attributes that have accumulated more concession, are those that are less interesting for the opponent. It is acknowledged that there are more sophisticated methods for guessing opponent preferences. Nevertheless, the goal of this paper is not to propose a sophisticated learning technique, but to test the general behaviour of structurally different intra-team strategies.

3.4.3 Offer Construction Phase

This phase is carried out each time the team has to send an offer to the opponent. The mediator takes a very active role during this phase, where the information gathered from the information sharing phase and the opponent are used. The aim is to build an offer that is unanimously accepted by all of the team members, and that is not too demanding for the opponent.

It should be pointed out, that \( \epsilon_a \) also affects each agent’s concession strategy as follows:

\[
\begin{align*}
    s_a(t) &= (1 - \epsilon_a)(1 - \epsilon_a - RU_a(t)) \frac{t}{T_A} \\
    (14)
\end{align*}
\]

The offer \( X_{A\rightarrow op}^t \) is built iteratively in a process where the mediator asks the agents about which value is the most appropriate for each attribute. Next, we detail the algorithm followed by the mediator and team members to build the offer \( X_{A\rightarrow op}^t \) at round \( t \):

1. First, the list of active agents in the offer construction phase \( A' \) is initialized to the set that contains all of the team members. Furthermore, attributes are sorted by ascending order according to the importance for the opponent. The result is placed in an array \( X_{OP} \). Finally, the offer \( X_{A\rightarrow op}^t \) is initialized to the empty set.

2. The mediator checks which attributes are not interesting for any team member. These attributes are maximized/minimized according to the interests of the opponent. They are also subtracted from \( X_{OP} \).

3. The next attribute \( x_j \) is subtracted from the ordered list \( X_{OP} \). The mediator asks each team member \( a_i \) in \( A' \) who is also interested in \( x_j \), for a proper value for \( x_j \). More specifically, given \( X_{A\rightarrow op}^t \), he asks for the value \( x_{a_i,j} \) needed by each agent \( a_i \) to be as close as possible to the utility defined by his strategy \( s_{a_i}(t) \). Among the received values \( D = \{x_{a_1,j}, \ldots, x_{a_M,j}\} \), the selected value \( x_j \) is the one that is the closest to the most demanding value \( \max_{x_j} \) (e.g. if 1 is the most preferred value in terms of utility, then the most demanding value is 1). \( x_j \) is added to \( X_{A\rightarrow op}^t \). This process can be formalized as follows:

\[
\begin{align*}
    x_{a_i,j} &= \arg\min_{v \in [0, 1]} (s_{a_i}(t) - w_j V_j(v) - U_{a_i}(X_{A\rightarrow op}^t)) \\
    x_j &= \arg\max_{x_{a_i,j} \in D} \max_{x_j} |x_{a_i,j} - x_j|
\end{align*}
\]

(13)

4. Next, the mediator makes the partial offer \( X_{A\rightarrow op}^t \) public among teammates. Then, each team member who is still active in \( A' \) informs the mediator about whether \( X_{A\rightarrow op}^t \) reports greater or equal utility than his desired utility \( s_{a_i}(t) \). Those teammates whose response is positive are eliminated from \( A' \). If \( A' \) is empty or \( X_{OP} \) is empty, then the offer construction phase ends. If the construction phase ends and there are still attributes that have not been instantiated, they are maximized/minimized according to the opponent preferences. Otherwise, if the construction phase has not ended, the algorithm jumps to step 3.

This way, the offer \( X_{A\rightarrow op}^t \) to be sent to the opponent is constructed. This offer is unanimous since the resulting offer complies with the following expression:

\[
\forall a_i \in A, \ U_{a_i}(X_{A\rightarrow op}^t) \geq s_{a_i}(t)
\]

(14)

4. EXPERIMENTS AND RESULTS
4.1 Experimental Setting

As stated above, the goal of this paper is to study the performance of different intra-team strategies. More specifically, we check their performance in different environments. Environments differ in team preference diversity (very similar team, very dissimilar team), negotiation time (long deadline, short deadline), and the concession strategy (boulware, conceder[4]). According to these settings, we generated different environmental scenarios, where each one is composed of multiple negotiation cases. Next, we detail how these environmental scenarios were generated:

- 25 different linear utility functions were randomly generated. These utility functions represented the preferences of potential team members for $n=4$ negotiation attributes, whose $V_i(.)$ is equal and linear for all of the team members. Team size was set to $M=4$ members. Therefore, 12650 teams were generated. 25 linear utility functions were generated to represent the preferences of opponents. These utility functions were generated by taking potential teammates’ utility functions and reversing $V_i(.)$. Therefore, if the value preferred by a team member for attribute $i$ is 1, then the value preferred by the opponent for that attribute will be 0.

- In order to determine the preference diversity in a team, we decided to compare team members’ utility functions. We introduce a dissimilarity measure based on the utility difference between offers. The dissimilarity between two teammates can be measured as follows:

$$D(U_{a_i}(.), U_{a_j}(.) = \sum_{X \in [0,1]^n} |U_{a_i}(X) - U_{a_j}(X)|$$

If the dissimilarity between two team members is to be measured exactly, it needs to sample all of the possible offers. However, this is not feasible in the current domain where there are an infinite number of offers. Therefore, we limited the number of sampled offers to 1000 per dissimilarity measure. Due to the fact that a team is composed by more than two members, it is necessary to provide a team dissimilarity measure. We define the team dissimilarity measure as the average of the dissimilarity between all of the possible pairs of teammates. For all of the teams that had been generated, we measured their dissimilarity and calculated the dissimilarity mean $\bar{d}l$ and standard deviation $\sigma$. We used this information to divide the spectrum of negotiation teams according to their diversity. Our design decision was to consider those teams whose dissimilarity was greater than, or equal to $\bar{d}l + 1.5\sigma$ as very dissimilar, and those teams whose dissimilarity was lower than, or equal to $\bar{d}l - 1.5\sigma$ as very similar. In each case, 100 random negotiation teams were selected for the tests, that is, 100 teams were selected to represent the very similar team case, and 100 teams were selected to represent the very dissimilar team case. These teams participate in the different environmental scenarios, where they are confronted with one random half of all of the possible individual opponents. Therefore, each environmental scenario consists of $100*12*4=4800$ different negotiations (each negotiation is repeated 4 times to capture stochastic variations in the different intra-team strategies).

- On the one hand, deadlines $T$ ($T_{op}, T_A$) for negotiations are selected randomly from a uniform distribution $U[30,60]$ in long deadline scenarios (L). On the other hand, deadlines for negotiations are selected randomly from a uniform distribution $U[5,10]$ in short deadline scenarios (S).

- Time-based concession strategies may be either boulware (B) or conceder (C) depending on the strategy parameter $\beta$ ($\beta_{op}, \beta_A$) When $\beta < 1$, we set a boulware strategy, where concessions are made slowly at the initial rounds, and faster towards the deadline. For parties who employ a boulware strategy, $\beta$ is randomly set from a uniform distribution $U[0.4,0.99]$. When $\beta > 1$ we set a conceder strategy, where concessions are made faster at the initial rounds, and they are slow towards the deadline. For parties who employ a conceder strategy, $\beta$ is randomly set from a uniform distribution $U[20,40]$.

- Reservation utility is randomly chosen from a uniform distribution $U[0,0.25]$ for both team members and the opponent.

- The representative is randomly chosen in RE.

- $\epsilon_{a_i}$ was set to 0.1 for all of the team members when using the FUM strategy.

In each environmental scenario, we want to measure the performance of the different intra-team strategies. We use different quality measures, both economical and computational, for this purpose. Measures are mainly focused on the team performance, leaving aside the performance of the opponent. The selected quality measures are:

- Minimum Team Utility: It is the minimum utility obtained by one of the team members. In some applications, it may be interesting to ensure a certain utility level for the worst case team negotiation scenario.

- Average Team Utility: It is the average of the utility obtained by the team members. It represents the average satisfaction level of the team members.

- Negotiation rounds: It is the number of negotiation rounds employed in obtaining a deal. Note that, in this paper, we assume a similar cost per round since the number of team members is not large.

4.2 Results

The results for the different environmental scenarios can be found in Table 1. Next, we analyze the results obtained for scenarios where teams are very dissimilar. It must be pointed out that results for $s_A = C$ are not included since they always yield worse results than the ones obtained by Boulware in these scenarios.

- Very Dissimilar. $T=L$, $s_A=B$, $s_{op}=B$ : FUM is able to obtain better results in terms of minimum and average utility. Moreover, the number of rounds is not much different from SUV and SSV, which follow FUM in terms of minimum and average utility.

- Very Dissimilar. $T=L$, $s_A=B$, $s_{op}=C$ : SSV, SUV, and FUM obtain very similar results in utility. SSV and SUV seem to be the best options since they employ
### Table 1: Results for the different environmental scenarios. Each table shows confidence intervals (95%) for the other methods due to the similarities among teammates.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Team Similarity</th>
<th>Strategy Minimum</th>
<th>Average</th>
<th>Round</th>
</tr>
</thead>
<tbody>
<tr>
<td>RE</td>
<td>Very Dissimilar. T=Long. sA=Boulware, sop=Boulware</td>
<td>RE [0.39-0.40] [0.72-0.73] [6.16-6.45]</td>
<td>SSV [0.61-0.64] [0.79-0.82] [11.61-11.87]</td>
<td>RE [0.38-0.40] [0.72-0.73] [6.16-6.45]</td>
</tr>
<tr>
<td>SUV</td>
<td></td>
<td>[0.48-0.50] [0.61-0.64] [4.48-4.57]</td>
<td>[0.52-0.55] [0.69-0.72] [4.78-4.85]</td>
<td>[0.48-0.49] [0.61-0.62] [2.48-2.53]</td>
</tr>
<tr>
<td>FUM</td>
<td></td>
<td>[0.26-0.28] [0.62-0.63] [2.48-2.53]</td>
<td>[0.52-0.55] [0.69-0.72] [4.78-4.85]</td>
<td>[0.26-0.28] [0.55-0.56] [2.48-2.53]</td>
</tr>
</tbody>
</table>

In general, FUM tends to work better than the other strategies. Its performance is reduced when the deadline is short. This may occur due to the fact that it is not capable of inferring opponent preferences. When the opponent uses a conceder strategy, SUV and SUV are able to obtain similar results to FUM. The RE strategy gets poor results compared to the other strategies, especially in terms of the minimum utility. This is due to the fact that the representative is not able to account for the preferences of the majority of the team members.

Next, we detail the analysis for the results obtained when teams are very similar. In these scenarios, RE gets closer to the average utility. The results imply that FUM is a better intra-team strategy. Thus, RE is suggested as the best intra-team strategy since it requires a significantly lower number of rounds.

**Very Similar. T=S, sA=B, sop=B:** In terms of minimum utility, FUM is the best option followed by RE. However, the results imply that RE can be the best option for the average utility since it gets similar results to SUV and FUM in fewer rounds.

In these cases, FUM still tends to obtain better results when the opponent uses a boulware strategy, and its performance is reduced when the deadline is short. However, when the opponent uses a conceder strategy, RE may prove to be more useful since it requires fewer rounds and communications. Due to the fact that teammates’ preferences are more similar, the representative is able to account for the group preferences.

The variability shown in intra-team strategies’ performance under different environmental conditions implies that team members should try to identify such conditions before the negotiation process starts so that they can choose the appropriate intra-team strategy. Analysis such as the one performed in this paper provide agents with the knowledge required to make those decisions.

### 5. RELATED WORK

As far as we are concerned, the topic of negotiation teams has not been thoroughly studied in agent literature. However, there are some topics which are closely related. Customer coalitions are groups of self-interested agents who join together in order to get volume discounts from sellers [13]. Customer coalitions usually consider scenarios where there is a single attribute that is equally important for every buyer.
Negotiation teams also face the problem of multi-attribute tasks, where teammates may have different opinions about the different negotiation issues.

Most of the works carried out in agent-based negotiation focus on negotiations where parties represent one single individual in a bilateral negotiation process [4, 5, 6, 10, 12], a multi-party process [3, 7] or argumentation processes [15]. However, as far as we know, none of these models take into account the fact that parties may be formed by more than a single individual.

Another agent topic that is closely related is multi-agent teams [2]. Agent teams have been proposed for a wide variety of tasks such as Robocup [17], rescue tasks [11], and transportation tasks [8]. However, as far as we know there is no published work that considers teams of agents negotiating with an opponent.

6. CONCLUSIONS AND FUTURE WORK

From the perspective of agent literature, not much research has been carried to cover the topic of negotiation teams. In this paper, we have studied the performance of several intra-team strategies, which define what decisions are taken by the team during the negotiation process, and when and how these decisions are taken. More specifically, we have analyzed how the performance of the different intra-team strategies is affected in different ways by environmental conditions. The results have shown variability in the strategies’ performance depending on the negotiation environment. This fact highlights the need for teams to analyze their environment before choosing a proper intra-team strategy.

Since the topic of negotiation teams is quite novel, there are still several areas that need to be covered. Some of the issues that need to be studied are: the impact of team size on the strategy performance, the impact of other environmental conditions (e.g. different opponent strategies, issue incompatibility among team members, non-static team membership, etc.), additional intra-team strategies, non-flat structured teams where teammates perform different roles, and team formation methods.
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ABSTRACT
There is now considerable evidence in social psychology, economics, and related disciplines that emotion plays an important role in negotiation. For example, humans make greater concessions in negotiation to an opposing human who expresses anger, and they make fewer concessions to an opponent who expresses happiness, compared to a no-emotion-expression control. However, in AI, despite the wide interest in negotiation as a means to resolve differences between agents and humans, emotion has been largely ignored. This paper explores whether expression of anger or happiness by computer agents, in a multi-issue negotiation task, can produce effects that resemble effects seen in human-human negotiation. The paper presents an experiment where participants play with agents that express emotions (anger vs. happiness vs. control) through different modalities (text vs. facial displays). An important distinction in our experiment is that participants are aware that they negotiate with computer agents. The data indicate that the emotion effects observed in past work with humans also occur in agent-human negotiation, and occur independently of modality of expression. The implications of these results are discussed for the fields of automated negotiation, intelligent virtual agents and artificial intelligence.
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General Terms
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1. INTRODUCTION
Recent research in the behavioral sciences has seen a growing interest on the impact of emotions in negotiation [1, 2]. On the one hand, research emphasizes the effect of felt emotion on one’s own behavior [3, 4, 5, 6, 7]. On the other hand, research emphasizes the effect of expressed emotion on another’s behavior. This interpersonal effect of emotion is in line with the view that emotions serve important social functions and convey information about one’s beliefs, desires and intentions [8, 9, 10, 11]. For example, many studies demonstrate that displaying anger in a negotiation often triggers greater concession-making in one’s opponent [12, 13, 14], whereas displaying happiness leads to fewer concessions [12]. The argument is that anger (or happiness) conveys information about the opponent’s high (or low) aspirations in the negotiation [12, 13]. Thus, when faced with an angry opponent, one has to lower one’s demands to reach an agreement. In turn, when faced with a happy opponent, one can afford to be strategically more demanding. However, despite the wide interest the artificial intelligence community has shown in modeling (or automating) negotiation for the purpose of resolving conflict in agent-agent or human-agent interactions [15, 16, 17], emotion has been notoriously absent in these models.

Many negotiation models in artificial intelligence draw on earlier work from game theory [18, 19, 20, 21, 22, 23]. These models attempt to address some of the limitations in game theory such as the assumption of perfect computational rationality (i.e., there is no cost to search the whole space of possible solutions to find the optimal solution), the infinite time horizon (i.e., time has no cost) and the assumption of complete information (i.e., the agent knows its own preferences as well as the opponent’s). In real-life some or all of these assumptions are unreasonable. To address these issues, theoretical extensions of early game theory work have been proposed, and heuristics and learning were integrated into negotiation models: Fatima et al. [24] propose an agenda-based framework for multi-issue bargaining under time constraints in an incomplete information setting; Hindriks and Tykhonov [25], extending earlier work by Zeng and Sycara [26], propose a solution for learning the opponent's preferences and issue priorities in multi-issue negotiation using Bayes rule; Sycara [27] combines case-based reasoning with multi-attribute utility theory to address multi-issue bargaining; Luo et al. [28] proposes a fuzzy-constraint model for bilateral multi-issue bargaining; Faratin et al. [29] suggests trading off on multiple issues (or logrolling [30]) based on similarity criteria; and, Lai and Sycara [31] suggest a distance-based heuristic for trading off issues. However, despite acknowledging the need for bounded rationality [32], these models are much more prescriptive than descriptive of...
human behavior. Effectively, it is now widely accepted that people are not strictly concerned with maximizing expected utility and do not always follow theoretical equilibrium strategies [33, 34, 35, 36]. As a result, these systems tend to be optimized for agent-agent interaction.

Several systems in artificial intelligence focus explicitly on human-agent negotiation and simulate behavior humans do in real negotiations [17]. Kraus and Lehmann [37] developed the Diplomat agent that behaves according to different ‘personalities’ and has a learning mechanism to learn the personality of its opponents. The agent also has a randomization mechanism that, according to its personality, determines whether agreements will be breached or fulfilled. Because agreements become unenforceable, trust becomes an issue in human-agent negotiation, similarly to human-human negotiation [38]. Byde [39] has developed a negotiation agent that supports ‘cheap talk’ [40], i.e., the proposition of offers which cannot be validated by the other party a priori. Katz and Kraus [41] propose an agent which behavior in the ultimatum game follows a heuristic based on the qualitative theory of Learning Direction [42]. Gal et al. [43] propose a learning mechanism that learns a model of human social preferences and this model is then used to predict the reaction of the opponent to the agent’s offers. Lin et al. [44] propose an agent that also tries to learn which ‘type’ of opponent it is playing with and, rather than focusing on maximizing expected utility, uses a more qualitative approach for decision-making. However, though being closer to supporting the kind of negotiation we see in real-life between humans, these systems still don’t address the pervasive role emotion plays in decision-making [33, 45]. In particular, none addresses the effect that expression of emotion has on negotiation outcome [1, 12, 13, 14].

In this work, we’re interested on the impact expression of anger and happiness has on negotiation outcome. Van Kleef et al.’s [12, 46] seminal study describes a computer-mediated multi-issue negotiation scenario, where participants face an opponent that expresses anger, happiness or nothing (control). Participants are carefully led to believe they are negotiating with another participant, through a computer, but in fact they are matched with a computer program that plays a scripted strategy. Participants are instructed that they were randomly chosen to have access to a report of the opponent’s intentions, without the opponent knowing about it, and that the opponent was randomly chosen not to have access to the participants’ intentions. So, on rounds 1, 3 and 5, the opponent (i.e., the computer program) supposedly reports, textually, that it is happy or angry with the participant’s last offer. Participants are not told how many rounds the negotiation takes, except that it is finite horizon, and the negotiation always ends on round 6. Results show that participants concede more - i.e., the offer in round 6 is worth less for the participant – when matched with the angry opponent than the control and, participants concede less when matched with the happy opponent than the control. Based on results from a follow-up experiment [12], they argue that participants are using emotion to infer the opponent’s limits. So, when faced with an angry opponent, they estimate the opponent to have high limits and, thus, to avoid costly impasse, they make large concessions. When faced with a happy opponent, they infer the opponent to have low limits and, thus, strategically make low concessions. Steinel et al. [47] go a bit further and show that this effect only occurs when emotions are directed at the offers but not when directed at the person. Whereas these studies relied on verbal expression of emotion, similar results have been obtained when emotion is conveyed through pictures of facial expressions [13] and when participants are instructed to act angry or happy in face-to-face negotiation [14]. In all these experiments, however, there was particular care to create the impression on the participants that they were interacting with other participants. In contrast, in this work we’re interested in learning whether expression of emotion will have an impact on negotiation when people know they’re negotiating with computer agents. Additionally, this work also explores the impact of verbal and non-verbal expression of emotion in negotiation with computer agents. Whether the effect in human-human negotiation carries to human-agent negotiation is not obvious. It has been shown in the past that knowledge of whether the opponent is a computer program or not can have an impact on the interaction. For instance, Sanfey [48] showed that people treat differently unfair offers made by humans than by computer programs in an ultimatum game and, Grossklags and Schmidt [49] showed that people play differently when they are aware of the presence of computer agents in a double auction market environment. However, Nass and colleagues [50, 51] propose the view that computers are social actors based on evidence that individual’s interactions with computers are fundamentally social and that people unconsciously treat human-machine interaction in the same way as human-human interaction. When applied to computer agents that express emotions, this view should predict that the impact of emotion in human-agent interaction should be similar to the effect in human-human interaction.

This paper describes an experiment where participants are engaged in a multi-issue bargaining task with computer agents that express emotions verbally (through text) and non-verbally (through animated facial expressions). The experiment follows a factorial design with two between-participants factors: Emotion (Angry vs. Happy vs. Control); and, Modality of Expression (Verbal vs. Non-Verbal). Participants are explicitly instructed that they’ll be negotiating with computer agents. Our hypotheses are that, similarly to the predictions from the behavioral sciences literature regarding human-human negotiation and in line with the view that computers are social actors, participants will concede more with an angry agent than the control and, concede less with a happy agent than the control. Moreover, we expect these results to occur independently of modality of expression.

2. EXPERIMENT

The experiment closely follows the design in the studies described above [1, 12, 13, 14, 46].

Negotiation Task. Participants play the role of a seller of a consignment of mobile phones whose goal is to negotiate three issues: the price, the warranty period and the duration of the service contract of the phones. Each issue has 9 levels, being the highest level the most valuable for the participant, and the lowest level the least valuable. Level 1 on price ($110) yields 0 points and level 9 ($150) yields 400 points (i.e., each level corresponds

1 This contrasts with Van Kleef et al.’s study [12] which defines the lowest (highest) level to be the least (most) valuable for the participant. However, a pilot study we did suggested that defining the lowest (highest) level to be the least (most) valuable is a better match to participants’ intuitions.
to a 50 point increment). Level 1 on warranty (9 months) yields 0 points and level 9 (1 month) yields 120 points (i.e., each level corresponds to a 15 point increment). Finally, for duration of service contract, level 1 (9 months) yields 0 points, and level 9 (1 month) yields 240 points (i.e., each level corresponds to a 30 point increment). It is pointed out to the participant that the best deal is, thus, 9-9-9 for a total outcome of 760 points (400 + 120 + 240). The participant is also told that the agent has a different payoff table which is not known. The negotiation proceeds according to the alternating offers protocol [52], being the agent the first to make an offer. Finally, the participant is informed that the negotiation will proceed until one player accepts the offer or time expires. If no agreement is reached by the end of round 6, negotiation is always terminated [12], but participants are not aware of how many rounds the negotiation lasts a priori.

**Incentive Structure.** The incentive to participate follows standard practice in experimental economics [53]: first, participants are given school credit for their participation; second, with respect to their goal in the game, participants are explicitly instructed to earn as many points as possible, as the total amount of points would increase their chance of winning a lottery for $100. Importantly, they are told they would not get any points if they fail to reach an agreement.

**Agent’s Offers.** Agents in every condition follow the same scripted sequence of offers (level on price, level on warranty, level on service): 2-3-2, 2-3-3, 2-4-3, 3-4-3, 3-4-4, and 4-4-4. This is the same sequence as in Van Kleef et al.’s experiment, where it is argued to strike the right balance of cooperation and competition [12].

**Conditions.** The experiment follows a 2x3 factorial design with the following independent variables: Emotion (Angry vs. Happy vs. Control); and, Modality of Expression (Verbal vs. Non-Verbal). In the emotion conditions, for both modalities, the agent will express the emotion after the participant makes an offer on rounds 1, 3 and 5. The timing of the expression is as follows: (1) the participant makes an offer; (b) 3 seconds later, the agent will express an emotion (unless it’s one of the control conditions); (c) 5 seconds later, the agent makes a counter-offer; (d) 1 second later, the participant is allowed to make another offer or accept the agent’s offer; (e) after the participant counter-offers or accepts the offer, the expression fades out. This timing aims to achieve two things: (1) by having the expression immediately follow the participant’s offer, make sure participants perceive the target of the emotion to be the offer and not the person [47]; (2) give enough time for the participant to perceive the expression before making another offer.

In the verbal case, emotion is expressed through text. The sentences are similar to the ones used in the original Van Kleef et al. experiment [12]: (a) for the angry case they are (in order): “This is a ridiculous offer, it really pisses me off”, “I am starting to get really angry” and “All this is starting to get really irritating”; (b) for the happy case they are: “This is going pretty well, I can’t complain”, “I like the way things are going, I can only be happy with this” and “I am pretty satisfied with this negotiation”; (c) for the control case, they are: “Here is my counter-offer”, “Here's my next offer” and “Here is my offer”. To increase realism, text typing of the sentences is simulated: a blinking prompt leads the text as it is typed and letters are typed at varying speed.

In the non-verbal case, emotion is expressed through facial displays. The facial displays used in this experiment are shown in Figure 1. Facial displays are animated using a real-time pseudo-muscular model for the face that also simulates wrinkles in the region between the eyebrows for anger [54]. All facial displays have been previously validated [55].

**Measures.** Our main dependent variable is demand difference between demand level in round 1 (initial offer) and round 6 (final offer). To calculate demand level, the number of points demanded in each round is summed across all issues of price, warranty and service. Demand difference is then calculated by subtracting demand level in round 1 (first offer) and demand level in round 6 (last offer).

After the negotiation, participants filled a questionnaire that contained manipulation checks. To check that participant’s perceived the emotion the agent was suppose to be expressing, we ask the following six classification questions (scale goes from 1 – ‘not at all’ to 7 – ‘very much’):

- How much do you believe the agent experienced ANGER / HAPPINESS?
- How SATISFIED / IRRITATED / BAD-TEMPERED / PLEASED do you believe the agent was?

Finally, to validate that participants are interpreting the emotions to be directed at the offer and not the person, we ask two questions, on a 1 (meaning ‘not at all’) to 7 (meaning ‘very much’) scale:

- How much do you think the agent’s emotions were directed at YOU / YOUR OFFERS?

**Software.** The negotiation task and questionnaires were implemented in software. Figure 2 shows the software when emotion is expressed non-verbally. In the verbal case, text appears on the upper part of the region where the face would be.

**Quiz and Tutorial.** To make sure the instructions were understood, participants first take a quiz where they are asked questions about interpretation of offers (e.g., “How many points would YOU get if you were given an offer of 1-1-1?”), value of their offers to the participants (“If you offer 9-9-9, how much is that worth to the other player?”) and incentive structure (“How many points would you get if you don’t reach an agreement?”). Participants are only allowed to proceed once they’ve provided the correct answers to the questions. After finishing the quiz, participants play a tutorial negotiation session with an agent that
follows a scripted sequence of offers: 1-1-1, 2-2-2…9-9-9. This tutorial allows participants to get acquainted with the task and software interface. Upon completion of the tutorial, participants proceed to play the actual negotiation task.

Participants and Procedure. One-hundred and fifty (150) participants were recruited for this experiment at our University’s business school student pool. Most participants were undergraduates (50.0%) or graduate (48.0%) students majoring in diverse fields. Average age was 22.8 years and 63% were males. Most were originally from Asia (60.0%) and North America (37.3%).

The experiment was organized into sessions where 13 participants play the negotiation task at the same time. Upon arrival, participants were greeted by the experimenter and seated in their computer cubicle. After signing a consent form, participants were allowed to start the experiment immediately, which was fully implemented in software. Because we were running many participants in parallel and not every session filled, we did not get the same amount of participants for each of the 6 conditions but, every condition always had between 24 and 27 participants.

3. RESULTS

In order to compare our results with Van Kleef and colleagues; studies, we use the same exclusion criterion [1, 12, 13, 14, 46], i.e., any participant that reached agreement before round 6 was excluded. The argument is that participants that reach agreement before round 6 are likely not taking the negotiation seriously [12, 46]. After applying this criterion, 24 participants were excluded out of 150.

3.1 Manipulation Checks

The classification questions for perception of anger, irritation and bad-temperament were averaged as their results were found to be highly correlated ($\alpha=.866$). We ran a factorial ANOVA on this anger index with 2 between-participants factors: Emotion (Angry vs. Happy vs. Control); and, Modality (Verbal vs. Non-Verbal). Results revealed a main effect of Emotion, $F(2, 120)=13.263, p<.001$. The Tukey post hoc test revealed that the Angry agents (verbal: $M=5.02, SD=1.71$; non-verbal: $M=5.09, SD=1.31$) were perceived to be angrier than the Happy (verbal: $M=2.42, SD=1.19$; non-verbal: $M=2.96, SD=1.43$) and Neutral (verbal: $M=3.73, SD=1.32$; non-verbal: $M=3.80, SD=1.70$) agents ($p<.001$ in both cases). The classification questions for perception of happiness, satisfaction and pleasantness were also averaged as their results were highly correlated ($\alpha=.841$). We also ran a two-way factorial ANOVA on the happiness index with Emotion and Modality as between-participants factors. Results revealed a main effect of Emotion, $F(2, 120)=13.263, p<.001$. The Tukey post hoc test revealed that the Happy agents (verbal: $M=3.89, SD=1.49$; non-verbal: $M=2.85, SD=1.49$) were perceived to be happier than the Angry (verbal: $M=2.04, SD=1.00$; non-verbal: $M=2.19, SD=0.97$) and Neutral (verbal: $M=2.47, SD=1.22$; non-verbal: $M=2.15, SD=0.89$) agents ($p<.001$ in both cases). In summary, participants perceived as expected the Angry agents to be angrier than the others and the Happy agents to be happier than the others.

Regarding target of emotion, we compared using a dependent-measures t-test the classification questions about whether the target was the offer or the participant. Results revealed, as expected, that participants perceived the target of expressed emotion to be significantly more the others ($M=4.57, SD=1.74$) than the participant ($M=3.15, SD=1.60$, $t(125)=-7.252, p<.001$).

3.2 Demand Difference

Demand difference was analyzed using a factorial ANOVA with 2 between-participants factors: Emotion (Angry vs. Happy vs. Control); and, Modality (Verbal vs. Non-Verbal). There was no main effect of Modality on demand difference, $F(1, 120)=.767, p=.383>.05$. This means that, on average, participants conceded as much with text as face agents, when collapsing across emotions. There was a significant main effect of Emotion on demand difference, $F(2, 120)=6.578, p<.01$. The Tukey post-hoc test revealed that demand difference was: (a) lower with Happy agents than with Angry agents ($p<.01$); (b) tended to be lower with Happy agents than the Control agents ($p=.157$); (c) tended to be higher with the Angry agents than the Control agents ($p=.159$). This suggests that, in line with Van Kleef et al. studies, participants are conceding more with the Angry agents than the Control agents and, conceding less with the Happy agents than the Control agent. Finally, there was no significant interaction between Modality and Emotion, $F(2, 120)=.602, p=.550>.05$. Additionally, comparing demand difference across modalities using an independent t-test shows no significant differences for the Happy ($t(38)=.291, p=.773>.05$), Angry ($t(39)=1.083, p=.285>.05$) or Control agents ($t(43)=.611, p=.545>.05$). This suggests that emotion is having the same impact on demand difference independently of modality of expression. Figure 3 summarizes average demand difference for each condition and Table 1 shows averages, standard deviations and $Ns$ for demand difference in each condition.

4. DISCUSSION

The results show that people concede more to an agent that expresses anger than to one that expresses happiness. The results also show clear trends that people concede more to an angry agent than to the control agent that shows no emotion and concede less to a happy agent than to the control agent. These results are in line
with the predictions from Van Kleef and colleagues on the impact of expression of emotion in human-human negotiation [1, 12, 13, 14, 46]. According to this theory, people use emotion to infer the opponent’s limits. So, when faced with an angry opponent, they estimate the opponent to have high limits and, thus, to avoid costly impasse, make large concessions. When faced with a happy opponent, people infer the opponent to have low limits and, thus, strategically make low concessions. Our results emphasize that this effect also occurs when people are involved in a negotiation with computer agents.

The results have important implications for the design of computer agents that can negotiate with people. Whereas artificial intelligence research in automated negotiation has tended to focus on structural aspects of negotiation [15, 16, 17] – how many parties are involved, how many issues are being negotiated, how to schedule an agenda for the issues, whether the negotiation is one-shot or multiple iterations, and so on – the present results emphasize it is also relevant to consider the broader social context of human-agent negotiation. Effectively, research in the behavioral sciences has already shown that personality [56], culture [57], social context [58] and, in particular, expressions of emotion impacts negotiation [1]. In computer science, Nass and colleagues’ [50, 51] view that computers are social actors points out that people unconsciously treat human-machine interaction in the same way they do human-human interaction. Several recent studies have started exploring whether the influence of affect we see in human-human interaction also impacts human-machine interaction [59]. In particular, some studies explore the impact of emotion on negotiation or, more generally, decision-making: Traum et al. [60] propose a broad negotiation model for multi-party multi-issue negotiation where agents can follow different strategies – find issue, avoid, attack, advocate, etc. – and signal these strategies with heuristic gestures (e.g., defensive crossed-arms for the avoid strategy); Gong [61] shows that people tend to trust agents that express positive emotions more than negative emotions, even when the emotions are independent of context; Brave et al. [62] show that people trust agents that display other-oriented empathic emotion more than agents that display self-oriented empathic emotion; and, recently, we have shown that display of appropriate emotions can promote emergence of cooperation between humans and agents [55, 63]. The experiment presented in this paper adds empirical evidence that display of anger and happiness can have an impact in negotiation between agents and humans.

The results also suggest that verbal and non-verbal expression of anger and happiness in this negotiation task produce similar effects. This is consistent with findings in the behavioral sciences that show compatible effects of anger when expressed through text [12], pictures of faces [13] or in face-to-face negotiation [14]. However, even though textual and facial display of anger and happiness are producing similar effects in this negotiation task, we’re not claiming that verbal and non-verbal expression of emotion always produce the same effect in negotiation. Effectively, it has been shown before that text-based negotiation can be different from face-to-face negotiation [64]. Moreover, it has been argued that non-verbal expression of emotion conveys information that is hard to convey through text: non-verbal cues may intensify or tone down the emotion expression [65]; non-verbal cues tend to occur unconsciously, in contrast to textual expression of emotion (e.g., emoticons [66]); and, building rapport relies heavily on mimicry of non-verbal aspects [67]. Therefore, further work is necessary to clarify when does verbal or non-verbal expression of emotion produce similar or different effects in negotiation.

In this paper we focus on anger and happiness, however, it has been shown that other emotions can also impact negotiation outcome. Thompson et al. [68] show that when opponents show disappointment (vs. happiness) after a negotiation, people perceive the negotiation to have been more successful. Van Kleef et al. [69] also explored the impact of emotions of supplication (disappointment and worry) and appeasement (guilt and regret) on concession level. Results indicate that people concede more to a supplicating opponent than a control agent, and concede less to a guilty opponent. Following our results, we expect these findings to replicate also in human-agent interactions. Power has also been shown to mediate the effect of emotion on negotiation outcome [70]. For instance, results indicate that high-power individuals do not lower (raise) their demand when faced with an angry (happy) opponent [14, 46]. Whether this mediating role of power on expression of emotion also occurs in human-agent interaction is also a topic of future work but, once again, we expect results to replicate the findings in the aforementioned studies. Finally, this
work focuses on the impact of anger and happiness in one-shot negotiations. If agents only interacted once with any particular human, it would be tempting to suggest the agent designer to make the agent always angry, since, at least if it is not the case that the human has more power than the agent, this leads to higher concession from the human. However, people more often than not negotiate with people they’ve negotiated before. Therefore, being able to maintain a good relationship with the other negotiator is usually important [71]. It has also been argued that maintaining relations with agents is important for effective long-term human-agent interaction [72]. So, what is the long-term impact of having an agent express anger or happiness? Recent research by Van Kleef et al. [73] suggests that if participants engage in sequential negotiation tasks, similar to the one explored here, with a person that conveys anger in the first task but not in the second, people will tend to perceive this person as tough and continue to concede (as opposed to retaliate) in the second task. Notice, however, that participants are not given a choice to play (or not) the second task (as opposed to retaliate) in the second task. Notice, however, that participants are not given a choice to play (or not) the second task with the angry agent. Nevertheless, the results suggest what to expect when people interact multiple times with the same agent that expresses anger. Still, further research is required to understand the long-term impact of expression of happiness and, importantly, what happens if the participant has the choice to play or not the second game with the emotional agent.

Finally, we plan (and have begun) to explore contingent displays of emotion. In this work, following the literature in the behavioral sciences, we start by exploring non-contingent display of anger and happiness, i.e., no matter what the participant offers, the agent will always display the same emotion. However, non-contingent display of emotions is at odds with appraisal theories of emotion [73]. Appraisal theories argue that emotion arises from cognitive appraisal of events with respect to one’s goals, desires and beliefs (e.g., is this event congruent with my goals? Who is responsible for this event? Do I have control over this event?). According to the pattern of appraisals, different emotions ensue. So, if people perceive anger when they made a bad offer, they can infer that the opponent does not like the offer and is blaming them for that. However, what does it mean when the opponent expresses anger and the offer was good? Recent work in both the behavioral sciences [74] and computer science [55] suggest that people can infer different things from the same emotion display, i.e., the context in which the emotion is expressed is critical to its interpretation. Thus, further research is necessary to understand whether contingent display of appropriate emotion at the right time in negotiation produces different effects (in quality and/or intensity) on negotiation outcome when compared to non-contingent display of emotion.
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1. INTRODUCTION

In recent years, there has been increasing interest in finding scalable algorithms for solving multiple agent systems where agents cooperate to optimize a joint reward function while having different local information. To formalize and solve such problems,[5, 14] suggest similar models that enable a set of n agents to cooperate in order to reduce the difference in local observable Markov decision process (POMDP), namely decentralized partially observable Markov decision process (DEC-POMDP).

Unfortunately, finding either optimal or near-optimal solutions of such a problem has been shown to be particularly hard. Significant efforts have been devoted to developing near-optimal algorithms for DEC-POMDPs. These algorithms consist in searching in the entire space of all policies [17, 4]. State-of-the-art optimal or near-optimal methods such as DEC-PI [4], DP [11], MAA* [17], PBIP [18], or mathematical programs [3, 6] suggest first performing the exhaustive enumeration of all possible policies before they prune dominated ones. This is both an advantage and a liability. On the one hand, it preserves the ability to eventually find an ε-optimal policy, which is a key property. Yet it makes these methods impractical even for small toy problems. This is mainly because they quickly run out of memory.

To tackle the memory bottleneck, a number of memory-bounded algorithms have been suggested, and proven to be remarkably scalable, but without the theoretical guarantees of their exact counterparts [4, 16, 7, 10, 2]. Memory-bound algorithms use a fixed amount of memory, i.e., the size of the solution is fixed prior to the execution of the algorithm. Infinite-horizon memory-bounded techniques such as NLP and BPI rely on mathematical programs that search the best possible policy for a fixed size [1]. On the other hand, finite-horizon memory-bounded methods including MBDP [16], MBDP-OC [7], PBIP [10], PBIP-TPG [2] and CBPB [12] are mainly point-based algorithms. They compute approximate policies over a bounded number of beliefs1 by selecting only a few policies for each point. While applying finite-horizon algorithms to infinite-horizon cases is non-trivial, they provide good insights on approximation methods. However, both infinite and finite approaches lack theoretical guarantees on the approximation. So it would seem we are constrained to either solving small toy problems near-optimally, or solving large problems but possibly doing so badly.

In this paper, we introduce an algorithmic framework (β-PI) that builds upon both approximate and near-optimal techniques. This provides the ability to preserve the theoretical properties of the former, while exploiting the scalability of the latter. To do so, β-PI incorporates the error β the decision-maker can sacrifice at each time step of the execution stage for computational tractability. A theoretical analysis of β-PI provides error-bounds on solutions produced by many approximate techniques. We then exploit the H-PI algorithm that aims at reducing the error produced in approximate algorithms while improving the empirical performances [9]. In order to reduce the error-bound, H-PI relies on the concept of distributions over histories, i.e., the sufficient statistic for the selection of a decision rule2 in general DEC-POMDPs [8] – page 199. By planning over distributions over histories experienced by the agents, H-PI considerably tightens the error-bound produced. These distributions often lie near structured, low-dimensional sub-

---

1 A belief is a probability distribution over the underlying states of the system.
2 A decision rule is a mapping d : H → A from history set to action set.
space embedded in the high-dimensional sufficient statistic. By maintaining only a single policy-node for each individual history, it circumvents the memory bottleneck. This is achieved by means of a branch-and-bound search method that tracks the best policy for each distribution over histories experienced by the agents. This paper also provides empirical results demonstrating the successful performance of \textbf{H-PI} algorithm on all tested benchmarks: outperforming standard algorithms, both in solution time and policy quality.

2. BACKGROUND AND RELATED WORK

We review the DEC-POMDP model and the associated notation, and provide a short overview of the state-of-the-art algorithms.

2.1 The DEC-POMDP Model

A \(n\)-agent DEC-POMDP model can be represented using a tuple \((S, \{A^i\}, \{\Omega^i\}, h_{0i}, P, O, R, \gamma)\), where: \(S\) is a finite set of states; \(A^i\) denotes a finite set of actions available for agent \(i\), and \(A = \bigotimes_{i=1}^n A^i\) is the set of joint actions, where \(a = (a^1, \ldots, a^n)\) denotes a joint action; \(P(s'|s, a)\) is a Markovian transition function, that denotes the probability of transitioning from state \(s\) to state \(s'\) when taking action \(a\); \(\Omega^i\) defines a finite set of observations available for agent \(i\), and \(\Omega = \bigotimes_{i=1}^n \Omega^i\) is the set of joint-observations, where \(\omega = (\omega^1, \ldots, \omega^n)\) is a joint observation; \(O(\omega|a,s')\) is an observation function, that denotes the probability of observing joint observation \(\omega\) given that joint action \(a\) was taken and led to state \(s'\); \(R(s,a)\) is a reward function, that denotes the reward signal received when executing action \(a\) in state \(s\). The DEC-POMDP model is parameterized by: \(h_0\), the initial joint history, \(i.e.,\) the team joint action/joint-observation trace. When the agents operate over an unbounded number of time-steps, the DEC-POMDP has a discount factor, \(\gamma \in [0,1)\). This model is referred as infinite-horizon DEC-POMDPs with discounted rewards.

2.1.1 Sufficient Statistic

A key assumption of DEC-POMDPs is that during the online execution stage the true state of the world could not be sensed exactly and reliably: agents are imperfectly informed about the state of the world to differing degrees.

Given that the state is not directly observable, the agents can instead maintain a complete trace of all joint-observations and all joint-actions they ever executed during the offline planning stage, and use this to select their joint-actions. These joint-action/joint-observation traces are referred to as joint-history experienced by the agents. We formally define \(h^i = (h_0^i, \omega_1^i, \omega_2^i, \ldots, \omega_{k-1}^i, \omega^i)\), \(h_0^i = (h_0^1, \omega_1^1, \omega_2^1, \ldots, \omega^1)\), \(h_r^i = (h_r^i, \omega_r^i)\), and \(H_r^i = \{h_r^i\}\) to be the history of agent \(i\), the joint history of the team, and the set of histories at time step \(r\), respectively.

We define the sufficient statistic at step \(r\), \(\mu_r \in \Delta H_r\) to be a probability distribution over all joint-histories \(H_r\) [8]. Furthermore, \(\mu_r\) at time step \(r\) is calculated recursively, using only the distribution over histories one time step earlier, \(\mu_{r-1}\), along with the most recent joint decision rule \(d_{r-1}: H_{r-1} \rightarrow A\):

\[
\mu_r(h_r) = \mu_{r-1}(h_{r-1}) \cdot p(h_{r-1}, d_{r-1}(h_{r-1}), \omega_r|h_{r-1})
\]

for all \(h_{r-1} \in H_{r-1}\) and \(\omega_r \in \Omega\), where joint history \(h_r\) is given by joint history one step earlier, along with its corresponding joint-action and a given joint-observation, \(i.e., (h_{r-1}, d_{r-1}(h_{r-1}), \omega_r)\). Notice that \(p(h, a, \omega|h^r) = \sum_{s,a'}\Omega(\omega|a,s')P(s'|a,s)\mu_{r-1}(h')\) and \(\mu_0(h) = 1\) if and only if \(h = h_0\). Finally, the distribution over individual history \(h^i\) is defined by \(\mu^i(h^i) = \sum_{s,a}p(h^i|h)\mu(s,a)^i(h)\), where \(p(h^i|h) = 1\) if and only if there exists \(h^i\) such that \(h^i h^i = h\), otherwise \(p(h^i|h) = 0\). If not all joint histories are reachable, \(\mu_r\) yields a positive probability only for reachable histories denoted \(H_r\). Unfortunately, \(H_r\) can get very large as time goes on. More precisely, set of histories increases exponentially with increasing time step \(H_r = \mathbb{O}(\bigotimes_{\tau=1}^r \Omega^{\tau})\). For this reason, we want to plan only over a small set of distributions over histories experienced by the agents. These distributions often lie near structured, low-dimensional subspaces embedded in the high-dimensional sufficient statistic.

2.1.2 Optimization Criterion

The goal of DEC-POMDP planning is to find a sequence of joint-actions \(\{a_0, \ldots, a_n\}\) maximizing the expected sum of rewards \(\mathbb{E}[\sum_{\tau=0}^{\infty} \gamma^\tau R(s_\tau, a_\tau)]\). Given the initial belief, the goal is to find a joint-policy \(\delta\) that yields the highest expected reward. Throughout the paper, a policy \(\delta\) of the team is represented as a deterministic joint-policy graph. That is, a vector \((\delta^1, \delta^2, \ldots, \delta^n)\) of individual policy graphs as illustrated in Figure 1. We note \(X := X^1 \times \cdots \times X^n\) the set of joint-policy nodes \(x = (x^1, \cdots, x^n)\). A policy for a single agent \(i\) is therefore represented as a deterministic policy graph \(\delta^i\), where \(X_i^i = \{x^i\}\) denotes a set of policy nodes. Solving such a problem usually relies on successive approximations of the joint-policy graph. After \(\tau\) consecutive iterations, the solution consists of a set of hyperplanes \(\Lambda_\tau = \{v^\tau\}\), together with the corresponding joint-policy graph \(\delta_\tau\). The value function at iteration \(\tau\) can be formulated as:

\[
v_\tau(\mu_r) = \sup_{x_1^\tau, x_2^\tau, \ldots, x_n^\tau} \sum_{h_{r+1}} \mu_r(h_{r+1}) \cdot v^{\tau+1}(h_{r+1})
\]

where \(x_1^\tau = (x_1^1, x_2^1, \cdots, x_n^1)\) denotes the joint-policy node associated to joint-history \(h_1^1\). The resulting set of joint-policy nodes \(X_\tau := \{x_1^\tau\}_{k=1}^m\) represents the next step joint-policy graph \(\delta_\tau\). When joint-policy node \(x\) is associated to joint-action \(a\), for all \(s \in S\), hyperplane \(v^\tau\) follows:

\[
v^\tau(h_s) = \sum_{a} p(s|h_s)(R(s,a) + \gamma \sum_{\omega, \omega'\omega = \omega'} v^\tau(\omega, \omega') (s))
\]

where \(p(s|h_s)\) denotes the probability of being in state \(s\) given history \(h_s\), this probability distribution is also referred to as belief state. The estimate value \(v^\tau(\omega, \omega')\) denotes the value of taking joint-action \(a\) followed by a joint-observation \(\omega\) conditional transition to joint-policy node \(x\), and is given by:

\[
v^\tau(\omega, \omega')(s) = \sum_{s'} P(s'|s,a)O(\omega|a,s')v^\tau(s')
\]

It is worth noticing that Equation (1) denotes the supremum over all next step joint-policy graphs that selects both: on the one hand,
the best hyperplane $v^{x_{k\tau}}$ for each joint-history $h_{k\tau}$; and a single policy-node $x_{i\tau}$ for each individual history $h_{i\tau}$, on the other hand, thus preserving the ability to control the system in a distributed manner.

Throughout the paper, we will use superscripts either to name agent, e.g., $x^i$, $\Omega^i$ or to distinguish estimate values between joint-policy graphs and joint-policy nodes, e.g., $v^i, v^x$, or $v^{a,\omega,x}$. In addition, we use subscripts to indicate time step or iteration, e.g., $v_r, \Lambda_r, \delta_r$. Finally, except specific indications, $\| \cdot \|$ denotes the Chebyshev norm.

### 2.2 Related Work

In this section, we discuss near-optimal as well as approximate approaches to solving infinite horizon DEC-POMDPs with discounted rewards.

**DEC-PI** was the first attempt to compute a near-optimal policy for infinite-horizon DEC-POMDPs with discounted rewards. It builds over a series of exhaustive backups a vector of stochastic policy graphs, one for each agent [4]. However, the number of policy nodes generated by the exhaustive backups is double exponential in the number of iterations. In order to reduce the number of policy nodes generated, **DEC-PI** does pruning by using iterated elimination of dominated policies after each backup, without loosing the ability to eventually converge to a near-optimal policy. Performing this pruning, however, can be expensive, in addition the number of policy nodes still grows exponentially.

To alleviate these problems, we can use a heuristic search technique (referred to as I-MAA*), which uses a best-first search in the space of deterministic joint-policy graphs with a fixed size. I-MAA* prunes dominated joint-policy graphs at earlier construction stages. This is done by calculating a heuristic for the joint-policy graph given known parameters and filling in the remaining parameters one at a time in a best-first fashion. Both **DEC-PI** and I-MAA* provide good guarantees on the solution quality, but they do not scale beyond small toy problems. This is mainly due to the explosion in memory. As such, researchers have turned their attention to a family of approximate memory-bounded algorithms.

Thus, a version of **DEC-PI** namely **DEC-BPI** was introduced to keep the policy size bounded over the iterations of the **DEC-PI** algorithm [4]. **DEC-BPI** iterates through the policy nodes of each agent’s stochastic policy graph and attempts to find an improvement. A linear program searches for a probability distribution over actions and transitions into the agent’s current policy graph that increases the value of the policy graph for any initial belief state and any initial policy node of the other agents’ policy graph. If an improvement is discovered, the policy node is updated based on the probability distributions found. Each policy node of each agent is examined in turn and the algorithm terminates when no policy graph can be further improved. While this algorithm allows memory to remain fixed, it provides only a locally optimal solution. Unfortunately, this locally optimal solution can be arbitrarily far from the actual optimal solution.

In an attempt to address some of these problems, a set of optimal policy graphs given a fixed size with nonlinear program was defined in the **NLP** algorithm. Because it is often intractable to solve this **NLP** optimally, a locally optimal solver is used. Unlike **DEC-BPI**, this approach allows initial belief state to be used so smaller policy graphs may be generated and the improvement takes place in one step. While concise policy graphs with high value can be produced, large policy graphs, which may be required for some problems, cannot be produced by the current locally optimal solvers. Even more importantly, these locally optimal solvers do not provide any error-bound on their solutions. So it would seem we are constrained to either solving small toy problems near-optimally, or solving large problems but possibly doing so badly.

### 3. A NEW NEAR-OPTIMAL ALGORITHM

In this section, we present a new near-optimal algorithm (\(\beta\)-**PI**) for solving infinite-horizon DEC-POMDPs with discounted rewards. \(\beta\)-**PI** has only theoretical significance and is not efficient in practice. However, its framework serves as a foundation to derive methods that are both error-bounded and very efficient in practice, as discussed in the next section (Section 4).

**\(\beta\)-**PI** algorithm (Figure 2) consists of a two-step method: the policy-evaluation (step 2); and the policy-improvement (step 3). At each iteration \(\tau\), the policy-evaluation estimates the set of hyperplanes \(\Lambda_\tau\) of the current joint-policy graph \(\delta_\tau\), while the policy improvement updates set \(\Lambda_\tau\) into set \(\Lambda_{\tau+1}\). Thereafter, it transforms the current joint-policy graph \(\delta_\tau\) into an improved one \(\delta_{\tau+1}\) through comparison of \(\Lambda_\tau\) and \(\Lambda_{\tau+1}\). Finally, duplicated, dominated, and unreachable old policy nodes are pruned.

**Policy Iteration Algorithm** \(\beta\)-**PI**

1. Set parameters \((\beta, \varepsilon)\) and joint-policy graph \(\delta_0\).
2. (Policy Evaluation) Obtain \(\Lambda_\tau\) by evaluating \(\delta_\tau\).
3. (Policy Improvement) Transform \(\delta_\tau\) to \(\delta_{\tau+1}\) through

\[
\Lambda_{\tau+1} = (\beta \cdot \mathbb{I}) \cdot \Lambda_{\tau}
\]

4. If \(\|\delta_{\tau+1} - \delta_\tau\| < \varepsilon (1 - \gamma)/2\gamma\), stop and return \(\delta_{\tau+1}\).

Otherwise set \(\tau = \tau + 1\) and return to step 2.

**Figure 2: \(\beta\)-**PI** Algorithm.**

The above procedure is similar to classical \(\varepsilon\)-optimal policy-iteration algorithms [4], when parameter \(\beta = 0\). This parameter denotes the decision-maker’s preference on the quality of the returned solution. Indeed, \(\beta\)-**PI** is designed to return a solution with error bounded by \(\beta\) when compared to the \(\varepsilon\)-optimal solution, so as to satisfy the decision-maker’s preferences. To this end, \(\beta\)-**PI** replaces the exhaustive backup operator performed in classical policy-iteration algorithms by a new backup operator (\(\beta\)-**II**-\) that builds up the improved value function with error bounded by \(\beta\).

### 3.1 Backup Operator

A backup operator aims at computing an improved set \(\Lambda_{\tau+1} = \{v^{x_{\tau+1}}\}\) given set \(\Lambda_\tau\). Each joint-policy node \(x_{\tau+1}\) corresponds to a joint-action choice \(a\) (resp. \(a'\)) followed by a joint-observation choice \(\omega\) (resp. \(\omega'\)) conditional transition to joint-policy node \(x_{\tau+1}\) (resp. \(x'_{\tau+1}\)). As a result, one can represent a joint-policy node \(x_{\tau+1}\) as a set of action-observation-node trios \(\{(a_i - \omega_i - x_{\tau+1})\}_{i=1,\ldots,n}\).

**Figure 3: Backup Operator** \(\beta\)-**II**.

Following this idea, backup operator \(\beta\)-**II** described in Figure 3, prunes those dominated trios, but without actually constructing joint-policy nodes \(x'_{\tau+1}\) exhaustively (step 1). Next, it creates set
\(X^\ast_{t+1}\) (\(\forall a \in A\)), a cross-product over agents and individual observations, which includes one trio \((a^i - \omega^i - x^i)\) from each \(X^a_{t+1}\) (step 2). Finally, it takes the union of \(X^a\) sets and creates the improved value function represented by set \(X^\ast_{t+1}\) (step 3).

The intuition behind \(\beta\)-H is that rather than adding all possible trios \(A^I \times \Omega \times X^\ast_0\) as suggested in classical algorithms [4], we only add trios that would be part of \(\beta\)-dominated joint-policy node \(x^i\). That is, trio \((a^i - \omega^i - x^i)\) is pruned if its value goes up over \(\beta\) by changing policy node \(x^i\) by another for some distribution \(\zeta(\cdot)\) of states \(s\); policy node \(x^j\) of the other agents; action \(a^j\); and observation \(\omega^j\). For the sake of simplicity we use the abbreviation \(\rho^j = (s, a^j, \omega^j, x^j)\). Our \(\beta\)-dominance criterion is therefore formulated as follows: maximize \(\xi\), s.t.: \(\forall y^i \in X^a_{t+1} \setminus \{x^i\}\), in

\[\sum_{\rho^i} \zeta(\rho^i) u^{a_i, \omega_i, x_i}(s) + \xi + \beta \leq \sum_{\rho^j} \zeta(\rho^j) v^{a_j, \omega_j, y_j}(s)\]  

where \(\sum_{\rho^j} \zeta(\rho^j) = 1\) and \(\zeta(\rho^j) \geq 0\) and \(a = a^i a^j, \omega = \omega^i \omega^j, x = x^i x^j\) and \(y = y^i y^j\). We provide in Figure 4 an example on how the concept of \(\beta\)-dominance can be used in practice.

**Algorithm 1 Iterative Elimination of \(\beta\)-Dominated Trios**

1: procedure **PRUNE**(\(a^i, \omega^i, X^a\))
2: Initialize: \(X^a_{t+1} \leftarrow X^a_{t+1}\); 
3: repeat
4: for \(i = 1, 2, \ldots, n\) do
5: for \(x^i \in X^a_{t+1}\) do
6: Maximize \(\xi\), s.t.: \(\forall y^i \in X^a_{t+1} \setminus \{x^i\}\), in Eq. (2).
7: if \((\xi \leq 0)\) then Remove \(y^i\) from \(X^a_{t+1}\); 
8: until no changes occur

We are now ready to present the iterative elimination of \(\beta\)-dominated trios algorithm – called **IEDT** Algorithm 1. This algorithm loops over each trio \((a^i, \omega^i, x^i)\) determines whether there exists a probability distribution \(\zeta\) such that \((a^i, \omega^i, x^i)\) \(\beta\)-dominates any other trio, e.g., \((a^j, \omega^j, y^j)\). Those trios are kept in sets \(X^a_{t+1}\). Then it repeats this procedure for all agents, until no more changes occur. **DEC-PI** and **DP** introduce a similar pruning mechanism namely iterative elimination of dominated policies. However, ours remains fundamentally different. The key difference lies in when this pruning takes place and what we actually prune. **DEC-PI** and **DP** iterative elimination procedures take place after each exhaustive backup, i.e., they first generate all possible policies before they prune dominated ones. **IEDT**, however, takes place before the exhaustive backup, providing the ability to prune all \(\beta\)-dominated trios before we actually build the next policies. As a result, all policies generated by **IEDT** are non-\(\beta\)-dominated policies, as discussed below.

### 3.2 Theoretical Analysis

This section states and proves the theoretical properties of our **\(\beta\)-PI** algorithm, including: error-bound and convergence. We first show that our **\(\beta\)-PI** algorithm does not prune trios that would be part of a non-\(\beta\)-dominated joint-policy node.

**Lemma 1.** Any joint-policy node \(x^i\) that includes \(\beta\)-dominated trio \((a^i, \omega^i, x^i)\) is \(\beta\)-dominated by some probability distribution over some joint-policy nodes.

**Proof.** We will prove this result for 2 agents (although its holds for more), and from the agent 1’s perspective. Let trio \((a^i, \omega^i, x^i)\) be a \(\beta\)-dominated trio. We now show that any joint-policy node \(x^i\) that includes \((a^i, \omega^i, x^i)\) is \(\beta\)-dominated by some probability distribution over a set of joint-policy nodes \(\{y^i\}\) that are identical to \(x^i\) except instead of including \((a^i, \omega^i, x^i)\), some probability distribution over trios \(\{(a^i, \omega^i, y^i)\}\) is chosen. That is, \(\forall s, \forall \omega^2, \forall x^2\),

\[u^{a_i, \omega_i x_i, 1} \leq \sum_{y^2} p(y^2) u^{a_i, \omega_i x_i, 1}(x_s + \beta) + \sum_{\omega^2} u^{a_i, \omega^i, y^2}(x_s + \beta)\]

\[u^{a_i, \omega_i x_i, 1} \leq \sum_{\omega^2} u^{a_i, \omega^i, y^2}(x_s + \beta)\]

where \(\omega = (\omega^1, \omega^2)\) and \(a = (a^1, a^2)\). The inequality (3) results from inequality (2) where trio \((a^i, \omega^i, x^i)\) is supposed stochastically \(\beta\)-dominated; in the inequality (4), we consider the sum over all joint observations \(\omega \in \Omega\); in inequality 5, we add the immediate reward, and build joint-policy nodes \(x^i\) and \(y^i\). The cross-product between the probability distribution \(p(y^i)\) and the uniform probability distribution over \(\Omega^2\) enables us to build a probability distribution \(p(\omega^i, y^i)\) and we build in a similar way a probability distribution \(p(y^i)\) so that \(x^i\) is stochastically dominated by \(\{y^i\}\). This ends the proof.

We now show that our **\(\beta\)-PI** algorithm returns a near-optimal solution. To do so, we apply the Banach Fixed-Point Theorem [13] to prove that \(\beta\)-H is a contraction mapping on the space \(V\) of bounded functions on \(S\) with supremum norm. The proof that **\(\beta\)-PI** is near-optimal follows from properties of norms and contraction mappings.

**Theorem 1.** Our **\(\beta\)-PI** algorithm returns a near-optimal solution for any initial history; with error bounded by \((\varepsilon/2 + \beta/(1 - \gamma))\).

**Proof.** First, we prove that \(\beta\)-H is a contraction mapping on the space of value functions \(V\) for any positive scalar \(\beta\). Since \(S\) is discrete, \(\beta\)-H maps \(V\) into \(V\).

Let \(v\) and \(u\) be estimate values of value functions \(V\) and \(U\) in \(V\) respectively. Fix \(h_0 \in H_0\), assume that \((\beta\)-H\()u(\mu_0) \geq (\beta\)-H\]()u(\mu_0)\), and let \(x_{h_0} = \arg\max_s \sum_s v^x(h_0).\) Denote \(h_0\) the joint-action associated to joint-policy node \(h_0\), and \(\xi = (\beta\)-H\()v(\mu_0) - (\beta\)-H\)](\(\mu_0)\). Then, \(0 \leq \xi \leq \sum_h R(s, a_{h_0}) + \gamma \sum s', w P(s'|s, a_{h_0}) \omega(a_{h_0}, s') v^y(s') p(s|h_0) - \sum_h R(s, a_{h_0}) + \gamma \sum s', w P(s'|s, a_{h_0}) \omega(a_{h_0}, s') u^y(s') p(s|h_0).\) Finally,

\[\xi \leq \gamma \sum s', w P(s'|s, a_{h_0}) \omega(a_{h_0}, s') v^y(s') - u^y(s')\]

\[\xi \leq \gamma \sum s', w P(s'|s, a_{h_0}) \omega(a_{h_0}, s') v^y(s) \|v - u\|\]

Repeating this argument in the case \((\beta\)-H\()u(\mu_0) \geq (\beta\)-H\)](\(\mu_0)\) implies that \((\beta\)-H\) \(v(\mu_0) \leq (\beta\)-H\)](\(\mu_0)\) \(\leq \gamma \|v - u\|\) for all initial distributions \(\mu_0 \in \Delta H_0\). Taking the supremum over \(\mu_0\) in the above expression gives the result.

We now able to show that **\(\beta\)-PI** returns a joint-policy graph \(\delta\) that is near-optimal. Suppose that \(\|v^\delta - v_{t+1}\| \leq \varepsilon (1 - \gamma)/2\gamma\) holds for some iteration. Then, the overall error in **\(\beta\)-PI** is bounded by \(\|v^\delta - v_{t+1}\| + \|v_{t+1} - v^*\|\). Since \(\delta\) is a fixed point of \((\beta\)-H\),

950
the first expression is bounded as follows: $\|v^\delta - v_{r+1}\|
= \|((\beta-H) \cdot v^\delta - v_{r+1}\|
\leq \|((\beta-H) \cdot v^\delta - v_{r+1} - (\beta-H) \cdot v^\tau\|
\leq \gamma \|v^\delta - v_{r+1}\| + \|(\beta-H) \cdot v^\tau + \gamma\|v_{r+1} - v^\tau\|
$
where inequalities follow because $(\beta-H)$ is a contraction mapping on $V$. Rearranging terms yields:
$\|v^\delta - v_{r+1}\| \leq \frac{\gamma}{1-\gamma} \|v_{r+1} - v^\tau\|.$
Then, the second expression follows because $(0-H)$ and $(\beta-H)$ are contraction mappings on $V$: $\|v_{r+1} - v^\tau\|
\leq \|(\beta-H) v^\tau + (0-H) v^\tau + v^\tau\|
\leq \beta + \|(0-H) v^\tau + v^\tau\|
\leq \beta + \|v^\tau - v^\tau\|$
Rearranging terms yields: $\|v_{r+1} - v^\tau\| \leq \beta/(1-\gamma).$ Thus when $\|v_{r+1} - v^\tau\| \leq \varepsilon/(1-\gamma)/2\gamma$ holds, the first expression is bounded by $\varepsilon$ and the second expression is bounded by $\beta/(1-\gamma),$ so that the error produced by $\beta-\Pi$ is bounded by $\varepsilon/2 + \beta/(1-\gamma).$

To better understand the significance of the error-bound in $\beta-\Pi$, let’s consider its terms. The first term $\varepsilon/2$ denotes the error produced by the stopping criterion in $\beta-\Pi$ algorithm in Figure 2, step 4. This criterion stops the algorithm before a fixed point of $\beta-H$ has been found. It is required when optimal joint-policies do not exist, so we seek $\varepsilon$-optimal joint-policies for $\beta = 0$. This criterion also guarantees that $\beta-\Pi$ terminates after a finite number of iterations. The second term $\beta/(1-\gamma)$ defines the error the decision-maker’s preference produced by pruning all $\beta$-dominated hyperplanes. Decreasing the decision-maker’s parameter $\beta$ reduces the error-bound and increases the solution size, but it is usually worthwhile to avoid an explosion of the solution size.

Unfortunately, it is worth noticing that the number of preserved hyperplanes in $\beta-\Pi$ would be very large in many practical cases. This is mainly because it is likely that there exists a probability distribution for which many hyperplanes $\beta$-dominate any other. Indeed, there are infinitely many possible probability distributions. In the next section, we provide two enhancements that overtake the limitations of $\beta-\Pi$ to scale up while preserving its ability to bound the error produced.

4. ERROR-BOUNDED ALGORITHMS

First, we want to plan only over distributions of histories experienced by the agents $B := \{\mu\}$ as means of reducing the infinitely many possible probability distributions considered into $\beta-\Pi$. Then, we want to arbitrarily increase parameter $\beta$ such that at some point only one policy node will be preserved for each individual history as a means of reducing the solution size.

Thereafter, those distributions can be used to build non $\beta$-dominated hyperplanes at each iteration of $\beta-\Pi$ algorithm. In particular, the linear program (inequality 2) can be replaced by a series of comparisons over joint-histories $h$ where distributions $\mu \in B$ is positive, without affecting the ability to find a near-optimal solution with respect to $B$. More formally, if inequality $v^\mu,\omega,\omega^t,\omega^t(h) \leq v^\mu,\omega,\omega^t,\omega^t(h) + \beta$ holds for any $(\omega^t, x^t)$, then trio $(\omega^t, x^t)$ is $\beta$-dominated by trio $(\omega^t, x^t)$ for $h$.

To better understand the pruning procedure using joint-histories, consider the example illustrated in Figure 4. This figure shows the steps of pruning $\beta$-dominated trios for a problem with 2 agents; 2 joint-observation spaces ($\omega_i, \omega^j$) and policy-nodes ($x^i, x^j$); a joint-history $h = h^i h^j$; joint-action $a = a^i a^j$ and $\beta = 0.9$. The set of trios is represented in a form of a bayesian game Figure (4A). Figure (4B) illustrates the first pruning of $\beta$-dominated trios for each agent (red lines). As an example, trio $(a^1, \omega^1, x^1)$ is pruned since it is $\beta$-dominated by trio $(a^1, \omega^1, x^1)$. The pruning process continues until no more pruning occurs. Figure (4D) shows that for joint-history $h$, joint-action $a$ and $\beta = 0.9$, there is only one possible $\beta$-dominated hyperplane (each agent has only one possible policy node for each observation – a single policy node for each individual history). This remark is crucial to bound the error produced by algorithms that keep only one hyperplane for each joint-history $h$ or its corresponding belief state $p(h)$, such as point-based solvers $\text{MBP}$ and $\text{PBP}$. That is, there exists a possible large scalar $\beta_B$ such that there is only one non $\beta_B$-dominated hyperplane for each joint-history $h$.

The next section presents $\Pi-\Pi$, which provides an efficient and scalable derivation of $\beta-\Pi$, while preserving the ability to bound the error produced.

4.1 Heuristic PI Algorithm

The heuristic policy-iteration ($\Pi-\Pi$) algorithm replaces backup operator $\beta-\Pi$ in $\beta-\Pi$ by a more scalable backup operator denoted $\beta-\Pi$. This operator performs the backup only over a set of distributions over histories $\mu \in B$, by means of a branch-and-bound search in the space of non $\beta$-dominated policy nodes.

As $\Pi-\Pi$ proceeds in the same way for every iteration, and each distribution $\mu \in B$, we therefore restrict our attention to the following problem that occurs at each iteration and for each $\mu$: the problem of assigning trio $(a^t, \omega^t, x^t)$ for each individual history $h^t$ where $\mu^t(h^t) > 0$, and this for every individual observation $\omega^t \in \Omega^t$ and all agents $i = 1, 2, \cdots, n$, and such that the resulting joint-policy nodes $(\{x_{t, h^t, \mu^t(h^t)}\}_{h^t, \mu^t(h^t) > 0})$ are the best that is. The corresponding set of hyperplanes $\{v^\mu h^t, \mu(h) > 0\}$-dominates any other at $\mu$. More formally, $\beta-\Pi$ computes $\{v^\mu h^t, \mu(h) > 0\}$, such that for any other set of hyperplanes $\{v^\mu h^t\}$, the following holds: $\sum h^t \mu(h) v^\mu h^t + \beta \geq \sum h^t \mu(h) v^\mu h^t.$

The idea behind $\Pi-\Pi$ is to build a search tree in which nodes $\theta$ are sets of partially specified mappings $(d^t, \sigma^t)$, where $d^t: H^t \rightarrow A^t$ is a mapping from individual history set $H^t = \{h^t | \mu(h^t) > 0\}$ to individual action set $A^t$; and $\sigma^t: H^t \times \Omega^t \rightarrow \cup_{a^t} X^a \omega^t$ is a mapping from pairs of individual history and observation to non $\beta$-dominated policy nodes.

Notice that by assigning a value to a variable we often constrain the possible assignments of the other variables. To better understand this, let’s consider the assignment of value $a^t$ to variable $d^t(h^t)$, as a result variables $\sigma^t(h^t, \omega^t)$ are constrained to choose their values in $X^a \omega^t$. Thereafter, it is likely that trios that were non $\beta$-dominated before the assignment become $\beta$-dominated after. For this reason, $\Pi-\Pi$ interleaves each search node expansion step with an iterative elimination of $\beta$-dominated trios for each expanded nodes in the search tree. This provides $\Pi-\Pi$’s first pruning mechanism. The second one prunes nodes based on upper and lower bounds.

We define the upper-bound based on the decomposition of the exact estimate into two estimates. The first estimate, $G(\theta, \mu)$, is the exact estimate coming from variables where $\theta$ is constrained. The second estimate, $H(\theta, \mu)$, is the upper-bound value coming from variables where $\theta$ is not constrained. That is, $G(\theta, \mu) = G(\theta, \mu) + \sum_{\theta \notin \mu} G(\theta, \mu)$.

---

4 A partially specified mapping $\phi: X \rightarrow Y$ is said to be constrained at $x \in X$ if $\phi(x)$ has been assigned a value $y \in Y$; otherwise it is said to be non-constrained.
We thus propose a two-fold step method that bounds the two expressions above.

Algorithm 2: Heuristic Backup Operator

1. procedure $\bbeta \bbeta \bbeta \bbeta \bbeta \bbeta \bbeta \bbeta (\mu)$
2. Initialize: Incumbent := $v(\mu)$; Live := $\{\theta_0\}$
3. repeat
4. Select $\theta_k \in \text{Live}$ with the highest $\bar{v}(\theta_k, \mu)$
5. Live := Live \ $\{\theta_k\}$
6. Branch on $\theta_k$ generating $\theta_k_1, \cdots, \theta_k_m$
7. for $1 \leq \mu \leq m$
8. if $\bar{v}(\theta_k, \mu) > \text{Incumbent}$ then
9. if $\theta_k$ is completely defined then
10. Incumbent := $\bar{v}(\theta_k, \mu)$
11. Solution := $\theta_k$
12. else Live := Live $\cup \{\theta_k\}$
13. until Live = $\emptyset$
14. return Solution

$H(\theta, \mu)$, where:

$$G(\theta, \mu) = \sum_h R(h, d(h)) + \gamma \sum_{(h, \omega)} \mu(h)\bar{v}^d(h, \omega, \sigma(h, \omega))(h)$$

where $d(h)$ and $\sigma(h, \omega)$ are constrained, $H(\theta, \mu) = \sum_a \max_a R(h, a) + \gamma \sum_{(h, \omega)} \mu(h) \max_a v^a(h, \omega, a)$

where $d(h)$ and $\sigma(h, \omega)$ are not constrained. Notice that $R(h, d(h))$ is given by $\sum_a \mu(h)p(s(h)R(s, d(h)))$.

$\textbf{H-PI}$ search starts with a pool of live nodes with a partially specified mapping $\theta$, where none of the variables are specified, see Algorithm 2. Moreover, the value hereof is used as the value (called incumbent) of the current best solution, (line 2). At each iteration of the search, a node $\theta$ that yields the highest upper-bound is selected for exploration from the pool of live nodes, (lines 4-5). Then, a branching is performed: two or more children of the node are constructed through the specification of a single variable, (line 6). Furthermore, for each of the generated child nodes $\theta_k$, the upper-bound is computed. In this case, the current node corresponds to a completely specified node, its upper-bound is its exact value at $\mu$, the value hereof is compared to the incumbent, and the best solution and its value are kept, (lines 8-11). If its upper-bound is not better than the incumbent, the node is discarded, since no completely specified descendant nodes of that node can be better than the incumbent. Otherwise, the possibility of a better solution in the descendant nodes cannot be ruled out, and the node is then joined to the pool of live nodes, (line 12). When the search tree has been completely explored, the algorithm starts a new search tree with a new distribution over histories $\mu$, until all have been processed, and this at each iteration.

$\textbf{H-PI}$ may be considered as an extension and generalization of either near-optimal search methods such as $\textbf{I-MAX}$, or point-based search techniques for solving finite-horizon DEC-POMDPs including $\textbf{MBDP}$, $\textbf{PBIP}$. Indeed, $\textbf{H-PI}$ is designed to provide error-bounds on the solution produced as does near-optimal methods. $\textbf{H-PI}$ meets this requirement either by planning only another small set of distributions $\mu$ or by using parameter $\beta$, or doing both. In addition, $\textbf{H-PI}$ is able to scale up through the selection of a small set of distributions $\mu$, and by planning only over a small number of histories among those where $\mu(h) > 0$. In particular, when we plan separately over histories $h$ where $\mu(h) > 0$, we actually perform a point-based search method as does $\textbf{MBDP}$, $\textbf{PBIP}$. Even within the latter case, $\textbf{H-PI}$ remains fundamentally different with respect to other point-based search methods. The key difference lies in how the heuristic function is computed. While finite-horizon DEC-POMDP heuristic functions are all based only on the current state of assignments of values to variables, $\textbf{H-PI}$ performs an additional step of iterative elimination of $\beta$-dominated trios after each node expansion step, thus tightening its heuristic function. The following provide theoretical guarantees on the solution produced by $\textbf{H-PI}$.

4.2 Convergence and Error-bound

For any set of distributions over histories $B$ and iteration $\tau$, $\textbf{H-PI}$ produces an estimate $v^*_\tau$ with the corresponding set of hyperplanes $\Lambda_{\tau}$. The error between $v^*_\tau$ and the true value function $v^*$ is bounded. The bound depends on four parameters: the density $\epsilon_B$ of the set of distributions over histories $B$, where $\epsilon_B$ is the maximum distance from any legal distribution $\mu$ to $B$, that is: $\epsilon_B = \max_{\mu' \in \Delta B} \min_{\mu \in B} ||\mu' - \mu||$; the distance $\beta_B$ between hyperplanes that compose $v_\tau$, where $\beta_B$ is the maximum Chebyshev distance of any pair or hyperplanes into $\Lambda_{\tau}$, that is: $\beta_B = \max_{\nu_1, \nu_2 \in \Lambda_{\tau}} ||\nu_1 - \nu_2||$; the probability $\beta_B = 1 - \min_{\tau} \sum_{h \in H_{\tau}} \tau(h)$ that a history is visited during the online execution stage, but not taken into account during the offline planning stage; and the Chebyshev distance $||\tau|| = \max_{s, a} |R(s, a)|$ over the rewards $R(s, a)$, which defines maximum possible rewards that occur after a one step decision.

That is, by keeping all non-dominated hyperplanes over a denser sampling of distribution set $\Delta H$, $v_\tau$ converges to $v^*$, the true value function. Cutting off $\textbf{H-PI}$ iterations at any sufficiently large time step, we know that the divergence between $v_\tau$ and the optimal value function $v^*$ is bounded. The following lemma states and proves a bound on the error $||(\beta_B - \beta_B)\nu^* - (0 - \nu^*)\|$. The following lemma states and proves a bound on the error $||(\beta_B - \beta_B)\nu^* - (0 - \nu^*)\|$ produced by one application of the backup operator $\beta_B - \beta_B$.

Lemma 2. The error $\eta_{\text{euc}}$ produced by $\beta_B - \beta_B$ when performing the value function backup over $B$ instead of $\Delta H$, is bounded by $\eta_{\text{euc}} \leq \min_B \cdot (\beta_B + \epsilon_B ||\tau||/(1 - \gamma))$.

Proof. First, we note that applying a similar argument to that used to derive that $\beta_B$ is a contraction mapping, we prove that $\beta_B - \beta_B$ is also a contraction mapping on $V$. Let $\nu$ be a value function in $V$, and $(0 - \beta_B)$ be the backup operator that plans only over distributions $\mu \in B$ but keeps all non-dominated hyperplanes for each distribution $\mu \in B$. Using the triangle inequality, we know that the error $||(\beta_B - \beta_B)\nu^* - (0 - \nu^*)\|$ produced by $\beta_B - \beta_B$ is bounded by $||(\beta_B - \beta_B)\nu^* - (0 - \nu^*)\| + ||(0 - \beta_B)\nu^* - (0 - \nu^*)\|$. We thus propose a two-fold step method that bounds the two expressions above.
On the one hand, we establish the error $\phi_1 = \| (\beta B - H B) \psi - (0 - H B) \psi \|$ made by preserving only one non-\( \beta \)-dominated policy node for each individual history. Let \( h \) be a joint history where \( \beta B - H B \) makes it worst error. This is achieved by pruning away policy-node \( x^\prime \) and hyperplane \( v^x x^\prime \). Let \( v^x x^\prime h \) be the hyperplane that is maximal for \( h \). By pruning \( v^x x^\prime h \), \( \beta B - H B \) makes an error of at most $\mu(h) [v^x x^\prime h - v^x x^\prime h]$. Furthermore, we know that $v^x x^\prime h \leq v^x x^\prime h$. Therefore, $\phi_1 \leq \mu(h) [v^x x^\prime h - v^x x^\prime h]$ (7).

The equation (8) results from adding zero $\{v^x x^\prime h - v^x x^\prime h\}$ to equation (7). In inequality (9), we replace the third expression $v^x x^\prime h$ on the right hand side by $v^x x^\prime h$, since $v^x x^\prime h$ is maximal for $h$. Rearranging terms in equation (9) yields equation (10) where $p(h)$ is the matrix form of $p(s|h)$. Applying the Chebyshev norm and the definition of $\beta B$ result in inequalities (11) and (12), respectively.

On the other hand, we establish the error $\phi_2 = \| (0 - H B) \psi \|$ produced by $(0 - H B)$ by planning only over $\tilde{B}$ instead of $\tilde{H}$. Let $\mu' \in \tilde{H} B$ be the distribution where $\beta B - H B$ makes its worst error, and $\mu \in B$ be the closest sampled distribution to $\mu'$. Let $u$ be the value function that would be maximal at $\mu'$. Let $v$ be the value function that is maximal at $\mu$. By failing to include hyperplanes that compose $u$ in its solution set, $(0 - H B)$ makes an error of at most $u(\mu') - v(\mu')$. In addition, we know that $v(\mu') \geq u(\mu)$. So, $\phi_2 \leq u(\mu') - v(\mu)$ (13).

The equation (14) results from adding zero $\{u(\mu) - u(\mu)\}$. In inequality (15), we replace the third expression $u(\mu)$ on the right hand side by $v(\mu)$, since $v$ is maximal at $\mu$. Rearranging terms in equation (15) yields equation (16). Inequality (17) follows from Hölder inequality and inequality (18) results from the definition of $\varepsilon B$. This ends the proof.

**THEOREM 2.** For any distribution set $B$ and any iteration $\tau$, the error of $H\text{-PI}$ algorithm, for $\{v_\tau - v^*\}$, is bounded by: $\eta_\tau \leq \varepsilon/2 + \left( \beta B/(1 - \gamma) + \|v_\tau - v^*\| \right) \varepsilon B \cdot \mu B$.

**PROOF.** The overall error $\eta_\tau$ in $H\text{-PI}$ at iteration $\tau$ is bounded by $\|v_\tau - v^*\| + \|v^* - v_\tau\|$. Because $\beta B - H B$ is a contraction mapping, when the stopping criterion $\|v_\tau - v^*\| \leq \varepsilon(1 - \gamma)/\gamma$ holds, the second term $\|v^* - v_\tau\|$ is bounded by $\varepsilon/2$. The remainder of this proof states and demonstrates a bound on the first term $\eta_\tau = \|v_\tau - v^*\|$ as follows: $\eta_\tau = \|\beta B - H B\| v_\tau - (0 - H B) v^*\|$. This follows from the definition of contraction operators $\beta B - H B$ and $0 - H B$, as well as the norm properties. We note that the first term on the right hand side of the last inequality is in fact error estimate $\eta_{\text{approx}}$. Moreover, $0 - H B$ is a contraction mapping, the second term on the right hand side of the last inequality is bounded by $\gamma \|v_\tau - v^*\|$. Replacing these terms yields:

$$\eta_\tau \leq \eta_{\text{approx}} + \gamma \|v_\tau - v^*\|$$

Then, the error-bound follows as a consequence of Lemma 2, the definition of $\eta_{\text{approx}} = \|v_\tau - v^*\|$ and series sum properties:

$$\eta_\tau \leq \eta_{\text{approx}} + \gamma \eta_{\text{approx}}$$

$$\leq \left( \beta B + \frac{\|v_\tau - v^*\|}{(1 - \gamma)} \right) \mu B + \gamma \eta_{\text{approx}}$$

This ends the proof. □

This result is rather intuitive. Indeed, the error produced by $H\text{-PI}$ relies on three terms. The first $\varepsilon/2$ denotes the error produced by cutting off $H\text{-PI}$ iterations when the stopping criterion is reached. The second term $\beta B/(1 - \gamma)$ represents the error produced by adding only non-$\beta$-dominated hyperplanes – and in some case only a single hyperplane for each joint history. In other words, by pruning all $\beta$-dominated hyperplanes for each joint history. The last term $\gamma \|v_\tau - v^*\|/\gamma$ illustrates the error produced by planning only over a small set $B$. Overall, this states the relationship between exact $\text{PI}$, $\beta\text{-PI}$ and $H\text{-PI}$ algorithms.

This result synthesizes error-bounds for policy iteration algorithms with respect to three criteria: the backup operator used; the distribution set, and the pruning criterion. This general error-bound can be used to bound the error produced by any algorithm designed within $\beta\text{-PI}$’s algorithmic framework. In particular, when we plan only over a single joint history $h$ at a time using $H\text{-PI}$ – as does point-based algorithms including $\text{MBDP}$ [16], $\text{MBDP-OC}$ [7], $\text{PBIP}$ [10], and $\text{PBIP-IPG}$ [2], the error is bounded by $\varepsilon/2 + \beta B/(1 - \gamma) \varepsilon B \cdot \mu B$. However, if we plan over the entire distribution $\mu$, $H\text{-PI}$ yields a tighter error-bound, i.e., $\varepsilon/2 + \gamma \|v_\tau - v^*\| \varepsilon B \cdot \mu B$.

This error-bound also suggests that $H\text{-PI}$ can tighten the error even more when its distributions set $B$ is uniformly dense in the set of reachable distributions $\tilde{H}$. Selecting the best distribution set in this sense would require the generation of all possible distributions given all possible decision rule and the distributions at hand. As it current stands, we do not address this problem. The selection of our distribution set, is based on trajectories of distributions. We create trajectories based on the current value function. Each such trajectory starts with the initial distribution $\mu_0$, then executes the greedy decision rule specified by the current value function, and finally select the successor distribution.

## 5. EMPIRICAL EVALUATIONS

We now evaluate the performance of $H\text{-PI}$ in comparison with other recent approximate solvers, such as $\text{NLP}$ and $\text{BPI}$. Experiments have been run on Intel Core Duo 1.83GHz CPU processor with 1GB main memory.

### 5.1 Results

We begin by demonstrating the advantage of $H\text{-PI}$ with respect to $\text{NLP}$ and $\text{BPI}$. As we can see in graphs in Figure 5, $H\text{-PI}$ outperforms $\text{NLP}$ and $\text{BPI}$ in all tested DEC-POMDP domains and in both computation time and solution quality.

As we explain above, $H\text{-PI}$ plans only over a small set of selected distributions experienced by the agents during the offline planning stage. Such distributions often lie near a structured, low-dimensional subspace. For example, in the boxpushing domain, we only consider 6 distributions since the domain is very structured.
more precisely often there is only a single possible next observation for a given history, this considerably limits the number of possible next distributions. While NLP and BPI compute the policy based on a continuum, by planning over this low-dimensional subspace, H-PI saves considerable computational efforts – thus increasing its ability to find good solutions very quickly. Furthermore, it builds the best possible joint-policy graph – assigning a single policy node for each individual history. This tightens the size of the solution produced. Notice, however, that the size of the solution is not bounded by $|B|$. Indeed, in the infinite-horizon case the policy nodes are interconnected – that is by keeping policy node $x$ we also keep policy nodes that are reachable starting from $x$. Finally, because of all its enhancements, H-PI does not need to bound the size of the solution produced – it is able to provide larger policy graphs for problems that require such policies so as to achieve reasonable performances. For example, in the recyling robot domain, H-PI produces twice the expected value produced using either NLP or BPI but it requires policies that are 250 times larger than those in either NLP or BPI. It is worthwhile to notice that policy graphs produced by NLP and BPI are stochastic – thus even though the number of policy nodes is reduced, the equivalent deterministic policy graph would be much larger.

We continue to study the performance of H-PI with respect to the distribution set $B$. When we plan other belief states corresponding to histories where $\mu(h) > 0$, H-PI is referred to as H-PI2, otherwise we use H-PI. When evaluating the performance of H-PI in comparison with H-PI2 – see graphs Figure 5, we note that H-PI2 is faster but keeps too much joint policy nodes – this limits its performances in comparison to H-PI. This is mainly because, H-PI2 often keeps many policy nodes of each individual history, while H-PI only keeps a single one. Moreover, as we already discussed, by planning over belief states rather than distributions over histories the error-bound is larger. This explains why the expected value produced by H-PI is always superior to the one produced using H-PI2. However, by increasing the number of belief states considered we may increase the expected value. As illustrated in Figure 6, as the number of belief states grows the solution quality improves and the computation time also grows (and vice versa). Even more importantly, at some point increasing the number of belief states do not provide significant improvement in the solution quality. These observations support the theoretical results on the error produced by H-PI, that is a denser sampling of the set $\Delta \tilde{H}$ produces more distributions and results in a tighter error bound. It also highlights the impetus of using a sampling method that selects good distributions or belief states.

6. CONCLUSION

We have introduced a new algorithmic framework ($\beta$-PI) that exploits the scalability of the approximate methods while preserving the theoretical properties of the near-optimal techniques. In particular, it provides the ability to bound the error produced when we approximate the solution using the sufficient statistic in general DEC-POMDPs. We introduce a heuristic derivation of $\beta$-PI, namely H-PI. We have demonstrated how H-PI outperforms state-of-the-art infinite-horizon DEC-POMDP solvers in all tested domains. In this paper we identify the general requirements from $\beta$-PI solver, and suggested a possible implementation for DEC-POMDPs. In the future, we will investigate the integration of methods for the selection of good distributions. We also intend to apply $\beta$-PI to factored domains such as fire-fighting or network distributed sensors [14], reducing the dimensionality of the sufficient statistic – thus enabling us to scale to even larger domains.
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ABSTRACT
The use of distributed POMDPs for cooperative teams has been severely limited by the incredibly large joint policy-space that results from combining the policy-spaces of the individual agents. However, much of the computational cost of exploring the entire joint policy space can be avoided by observing that in many domains important interactions between agents occur in a relatively small set of scenarios, previously defined as coordination locales (CLs) [11]. Moreover, even when numerous interactions might occur, given a set of individual policies there are relatively few actual interactions. Exploiting this observation and building on an existing model shaping algorithm, this paper presents D-TREMOR, an algorithm in which cooperative agents iteratively generate individual policies, identify and communicate possible interactions between their policies, shape their models based on this information and generate new policies. D-TREMOR has three properties that jointly distinguish it from previous DEC-POMDP work: (1) it is completely distributed; (2) it is scalable (allowing 100 agents to compute a “good” joint policy in under 6 hours) and (3) it has low communication overhead. D-TREMOR complements these traits with the following key contributions, which ensure improved scalability and solution quality: (a) techniques to ensure convergence; (b) faster approaches to detect and evaluate CLs; (c) heuristics to capture dependencies between CLs; and (d) novel shaping heuristics to aggregate effects of CLs. While the resulting policies are not globally optimal, empirical results show that agents have policies that effectively manage uncertainty and the joint policy is better than policies generated by independent solvers.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed AI


I. INTRODUCTION
Cooperative decision making in the presence of uncertainty is a problem that is encountered in many domains such as sensor networks and disaster rescue [6, 11]. Given the desire for representational accuracy of uncertainty in these domains, rich models such as Decentralized Partially Observable MDPs (DEC-POMDPs) are imperative. However, the NEXP complexity of solving DEC-POMDPs [2] limits their application to problems with two or three agents.

Recently, a model shaping approach called TREMOR was proposed to solve a sub-class of DEC-POMDPs [11]. It exploits dynamic locality, in which interactions are assumed to happen primarily in certain “coordination locales” (CLs), to scale to problems with ten agents. For example, two robots might be able to move freely across an open room, but interact by colliding in a narrow corridor. TREMOR computes the joint policy by iterating between (a) shaping of individual agent models to account for the active coordination locales; and (b) resolving the models to obtain new policies. In addition to solving of POMDPs, the computation of active coordination locales and their value to the team (used for shaping) are both computationally expensive operations, which preclude its scalability to larger problems.

In this paper, we present the Distributed TREMOR (D-TREMOR) algorithm, a distributed planning approach that focuses computation on the most valuable interactions, to allow scale-up to hundreds of agents. The key to distributing the planning effort is being able to compute interaction values, without having to perform the exponential operation of comparing individual agent policies. In D-TREMOR, after computing an individual local policy, each agent creates a list of the CLs that have non-zero probability of occurrence and orders that list by the expected reward (or cost) of another agent being in that CL. For example, if an agent’s local policy took it into a narrow corridor with high probability and another agent being there at the same time would
lead to a dramatic drop in its expected utility, that CL will appear near the top of the list. The highest value CLs are communicated to other agents who compare them against their own policy to find CLs with high value (or cost) interactions. Those are communicated back to the sending agent which uses them to shape rewards and recompute, similar to the shaping mechanism used in TREMOR. Notice that this mechanism differs conceptually from TREMOR because instead of comparing whole policies for interactions it focuses the search towards more likely and more important interactions. While this potentially reduces solution quality by a small amount, it leads to dramatic computational and communication savings.

However, distributed computation alone is not sufficient to reach good solutions, as the concurrent computation of policies can lead to impractical amounts of information exchange between agents, undesirable dynamics such as oscillations, and complexities in the dependencies between interactions. Thus, in combination with the distributed computation of important CLs, we introduce the following techniques which significantly improve the performance (both run-time and solution quality) of D-TREMOR. Firstly, we propose intelligent communication heuristics to reduce overhead. Secondly, unlike TREMOR, D-TREMOR employs heuristics – agent prioritization and probabilistic shaping – to ensure convergence, a property imperative for avoiding oscillations in distributed algorithms. In fact, for certain classes of CLs, D-TREMOR is proven to converge in a number of iterations equal to the size of the team. Thirdly, apart from being distributed, the algorithm employed for detecting and evaluating CLs uses a sampling technique to improve run-time without sacrificing quality. Next, in domains where there are a large number of CLs, shaping corresponding to a CL can have non-trivial effects on occurrence probability and value of other CLs, which in turn can affect the computation of the final joint policy. We provide mechanisms to capture these dependencies in computing improved policies. Finally, in TREMOR, the model shaping heuristics employed to capture the effects of one CL can potentially overwrite shaping performed for another. To address this, we introduce new shaping heuristics in D-TREMOR that aggregate the probabilities and values of multiple CLs that may occur when an agent has a particular local state and action.

D-TREMOR is evaluated on a simulated search and rescue task in which agents must work together to rescue victims while avoiding interfering with each other. Experiments are performed to measure performance as the size of the team and the number of potential interactions in the team are increased and the number of communications is decreased. Results show that D-TREMOR is able to find effective solutions in problems of up to 100 agents while remaining computationally tractable.

2. ILLUSTRATIVE RESCUE DOMAIN

We employ an illustrative disaster rescue problem similar to the one introduced in [11]. In this problem, a team of heterogeneous robots need to save victims trapped in a building where debris impedes robot movement. There are two types of robots available: (a) rescue robots provide medical attention to victims; while (b) cleaner robots remove debris from building corridors to allow easy passage for rescue robots. All robots must reason about uncertainty in their actual positions, slippages (action failures) when moving to locations and incomplete knowledge about the safety of locations.

The building is modeled as a discrete grid with narrow corridors and debris in certain grid cells (examples can be seen in Figure 3 in Section 5). The goal of the robots is to save as many victims as possible within the time available. Narrow corridors allow for only one robot to pass through; when multiple robots try to pass through, a collision (modeled as negative reward and the failure of one of the robots to enter the cell) occurs. On the other hand, cells containing debris let rescue robots pass through with only low probability. When a cleaner robot passes through, the debris is removed with certainty. If a robot passes through an unsafe cell, it incurs damage (modeled as negative reward). This creates a rich environment of conflicting positive and negative interactions and situations where modeling uncertainty is critical to team performance, making this a challenging problem in which to test decision-making. Interestingly, in our experiments we find that this simplification of modeling collisions and unsafe cells as negative rewards means that when these rewards are sufficiently large enough to impact policies, it is possible for policies that avoid risk to achieve higher values than policies that successfully rescue many victims, leading to unintuitive rankings of solutions.

3. BACKGROUND

In this section, we briefly describe the DPCL model and the TREMOR algorithm.

DPCL: We employ the Distributed POMDPs with Coordination Locales, DPCL model introduced in [11] to represent the problems of interest in this paper. DPCL is similar to the DEC-POMDP model and it is represented using the tuple of \((S, A, P, R, O)\), where \(S, A, \Omega\) are the joint states, actions and observations over all the agents and \(P, R, O\) are the joint transition, reward and observation functions respectively.

DPCL differs from DEC-POMDPs in two aspects:

(a) The state space in DPCL consists of global states and local states for the individual agents, with global states representing the status of tasks.

(b) The interactions among agents are limited and in this regard, DPCL assumes that there can exist two types of interaction between agents:

(i) Same Time Coordination Locales (STCLs): STCLs represent situations where the effect of simultaneous execution of actions by a subset of agents cannot be described by the local transition and reward functions of these agents. Example: In the illustrative Rescue domain mentioned earlier, if two robots attempt to enter the same narrow corridor simultaneously, the robots would collide and one of them would be forced to transition back to its starting state.

(ii) Future Time Coordination Locales (FTCLs): FTCLs represent situations where actions of one agent impact actions of others in the future. Informally, because agents modify the global state \(s_g\) as they execute their tasks, they can have a future impact on other agents’ transitions and rewards since both \(P_n\) and \(R_n\) depend on \(s_g\).

A CL is defined as the tuple of \((t, s_g, \{s_i\}_1^m, \{a_i\}_1^m, \Gamma)\), where \(t\) is the decision epoch, \(s_g\) and \(s_i\) are global and local states of agent \(i\) respectively; \(a_i\) is the action taken by agent \(i\) and \(\Gamma\) is the type of the coordination locale (either STCL or FTCL). The set of coordination locales is computed from the joint transition and reward functions. This can be performed automatically as described in [11]. Informally, a CL is “active” for an agent when it has a significant probability of entering the states and actions described by the CL.

TREMOR: We now describe the TREMOR (Teams RE-
shaping of MOdels for Rapid execution) algorithm [11]. The goal in TREMOR is to find an optimal task allocation, and provide a policy for each of the agents to accomplish their tasks. TREMOR performs an approximate branch and bound search over the set of all task allocations using MDP-based heuristics. The actual value of a specific task allocation is computed by solving the DPCL model for that allocation (Algorithm 1). In Algorithm 1, firstly, the policies are computed for individual agents assuming no other agents exist in the environment (line 1). Given the policies, the probability of occurrence of coordination locales is determined by propagating beliefs for the individual POMDPs and only the ones that are “active” (having a probability of occurrence > ϵ) are considered for next stages in the algorithm (line 5). All the active CLs are evaluated for every agent involved in those CLs and these valuations along with the probability of occurrence of CLs are used to shape the POMDP models for the individual agents (lines 6-8). The updated models are solved to obtain new policies for the agents (line 10) and these steps are continued until convergence or for a maximum number of iterations (line 4).

The shaping of models in TREMOR is done in two steps: (a) Firstly, the individual transition and reward functions are modified in such a way that the joint policy evaluation is equal (or nearly equal) to the sum of individual policy evaluations; and (b) Secondly, incentives or hindrances are introduced in the individual agent models based on whether a CL accrues extra reward or is a cost to the team members. This incentive/hindrance is the difference in policy value for the team with the Coordination Locale.

By starting from individual POMDPs and incrementally modifying the model to accommodate most likely interactions, TREMOR was able to scale to problems that were not feasible with earlier approaches for Distributed POMDPs. However, the centralized detection and evaluation of interactions with all other agents limits the scalability of TREMOR. Towards addressing this problem with TREMOR, we introduce D-TREMOR.

Several other approaches exploit problem structures similar to DPCL to improve planning efficiency. Becker et al. [1] provided approaches for solving transition independent DEC-POMDPs, while ND-POMDPs [5] extend this transition-independence with network structure interactions. Oliehoek et al. [7] provide efficient algorithms for factored DEC-POMDPs assuming static interactions between agents. Seuken et al. [10] provide memory bounded dynamic programming (MBDP) approaches for solving general DEC-POMDPs. While MBDP and its variants solve considerably higher horizon problems, they have been primarily limited to two agent problems. There exist numerous other relevant approaches for solving DEC-MDPs/DEC-POMDPs, however, we differ from those through the distributed planning and the scale of problems solved by D-TREMOR.

4. DISTRIBUTED TREMOR

In this paper, our focus is primarily on the computation of a joint policy given an allocation of tasks to agents. Any existing distributed role allocation algorithm [9, 8, 3] can be used to compute the allocation of tasks to agents in DPCL. Distributed TREMOR (D-TREMOR) avoids the scalability problems inherent in TREMOR and other approaches for solving DEC-POMDPs by distributing the planning effort between agents and employing heuristics in CL communication and model shaping. We describe the basic distributed planning algorithm of D-TREMOR and then detail the various heuristics employed to improve its performance.

In D-TREMOR, each agent after initializing to a starting policy iterates over the following two steps until convergence (or a maximum number of iterations):

Step 1: Exchange messages with other agents indicating relative impact of coordination locales given the current individual policies.

Step 2: Use received messages to shape individual models and re-compute policies.

Algorithm 2 provides the pseudo code executed at each agent in performing these two steps. In Step 1, each agent

Algorithm 2 D-TREMOR(Agent i)

1: \( \pi_i \leftarrow \text{ObtainInitialPolicy}(M_i, allCLs) \)
2: \( \text{iter} \leftarrow 0 \)
3: while \( \text{iter} < \text{MAX ITERATIONS} \) do
4: \( aCLs \leftarrow \text{ComputeActiveCLS}(M_i, allCLs, \pi_i) \)
5: for all \( c \in aCLs \) do
6: \( \text{val}_{i,c} \leftarrow \text{EvaluateCL}(M_i, \pi_i) \)
7: \( \text{CommunicateCL}(i,c,pr_{i,c},val_{i,c}) \)
8: \( \text{ReceiveCLs}() \)
9: \( \pi_i \leftarrow \text{ShapeCLs}(M_i, \pi_i) \)
10: \( \text{iter} \leftarrow \text{iter} + 1 \)

computes the set of CLs which could be active given its own policy, i.e., \( aCLs = \{c|c = (t,s_0,\{s_i\}_i\in\Gamma,\{\alpha_i\}_i\in\Gamma, Pr_{i,c}(s_0,s_i,\alpha_i) > \epsilon\} \). For ease of explanation, we will refer to \( Pr_{i,c}(s_0,s_i,\alpha_i) \) as \( Pr_{i,c} \). Since the interaction between agents is determined by the CLs active for all the agents concerned, each agent communicates its set of active CL Messages to all the relevant agents.

A CL Message is defined as the tuple: \( (id,cl,Pr_{cl ij},V_{cl ij}) \). It contains the agent ID, the coordination locale (which also contains the time of interaction), probability of occurrence of the coordination locale for the agent, and the value associated by the agent for the coordination locale. For a CL between two agents, given a particular pair of messages, it is thus possible to approximate the utility and probability of the event occurring. Given \( (id_i,cl,Pr_{cl ij},V_{cl ij}) \) and \( (id_j,cl_j,Pr_{cl ij},V_{cl ij}) \), the joint utility of the action can be estimated as \( V_{ij} + V_{ij} \), while the probability of the event is \( Pr_{ij} \cdot Pr_{ij} \). From this, the expected joint utility can be computed to be \( Pr_{ij} \cdot Pr_{ij} \cdot (V_{ij} + V_{ij}) \).

In Step 2, each agent shapes the transition and reward function of its individual model upon receiving CL messages from other agents. Each agent \( i \) that receives a CL message from \( j \) computes the probability of occurrence of \( cl \), \( Pr_{cl ij} \), and the value of the CL, \( V_{cl i j} \). The probability of occurrence
of a coordination locale with respect to both agents is then computed, i.e., \( \hat{c}_t = \frac{R_{cl}}{P_{cl}} \).

In TREMOR, the new transition probability \( P^e_{cl} \) at decision epoch \( e \) for STCLs is computed by using a shaping heuristic. According to this heuristic, we take the weighted average of \( P^e_{i, cl} \) and \( P^e_{i, \neg cl} \). This is the transition probability without any interactions, i.e., \( P_i \). In D-TREMOR, we provide a new improved heuristic as described in Section 4.6.

\[
P^e_{i, cl}((s_g, s_i), a_i, (s'_g, s'_i)) = \sum_{s'\in S: s' = (s'_g, s'_j)} P((s_g, s_i, s_j), (a_i, a_j), (s'_g, s'_j))
\]

(1)

\[
P^e_{i} = \hat{c}_t \cdot P^e_{i, cl} + (1 - \hat{c}_t) \cdot P^e_{i, \neg cl}
\]

(2)

\[
R^e_{i, cl}((s_g, s_i), a_i, (s'_g, s'_j)) = \sum_{s'\in S: s' = (s'_g, s'_j)} R((s_g, s_i, s_j), (a_i, a_j), (s'_g, s'_j))
\]

(3)

\[
R^e_{i} = \hat{c}_t \cdot R^e_{i, cl} + (1 - \hat{c}_t) \cdot R^e_{i, \neg cl}
\]

(4)

We now explain the key contributions made by the D-TREMOR algorithm, which considerably improve its performance over existing algorithms. As we will show in the experimental results, the combination of these ideas helps D-TREMOR scale to hundred agent DPCL problems, at least an order of magnitude larger than the scale of problems solved previously.

### 4.1 Distributed computation

As with all distributed algorithms, there needs to be parallelism in computation to get improved performance. In D-TREMOR, we ensure that this parallelism is exploited in all key bottleneck computations:

(a) Computing \( P_{cl} \): Every agent \( i \) only needs to compute the probability of all distinct \((e, (s_g, s_i), a_i)\) pairs (given its current policy) out of all possible CLs. Thus for a \( cl : ((e, (s_g, s_i), a_i), (e, (s_g, s_j), a_j))\) agent \( i \) computes the probability for \((e, (s_g, s_i), a_i)\) given its policy \( \pi_i \) and agent \( j \) computes the probability for \((e, (s_g, s_j), a_j)\) given its policy \( \pi_j \).

(b) Evaluation of CLs: As with probability of occurrence of CLs, the value of a CL for that agent can also be computed independent of other agents, thus allowing parallelism.

(c) Solving individual POMDPs: After the shaping of models is performed corresponding to the received messages, the individual POMDP models are solved. Since there is no dependence between agents in solving these models, parallelism is exploited. Specifically, as the complexity of the individual model increases (i.e. more states, actions, observations), run-time benefits due to distributed computation also increase.

### 4.2 Communication heuristics

In its simplest form, D-TREMOR completely communicates CL messages across the team. That is, every active CL can be converted into a CL message and sent to every team member. This ensures that every agent is aware of any teammate it might interact with, but also means that agents send \( n \) messages for every active CL, quickly leading to thousands of messages being exchanged over the team. It is possible that not all of the messages need to be exchanged, as many of them may describe interactions that are of little value or unlikely to actually occur.

One approximation of the usefulness of a CL message is its local expected value. This is the product \( P_{cl} \cdot V_{cl} \). Figure 1 shows a distribution of these values compiled from D-TREMOR runs on the scaling dataset described in Section 5. It appears that a majority of CLs have relatively low value, and a small number have very high value. It therefore seems that communication could be made more efficient by prioritizing the delivery of high-valued CL messages while dropping some lower-valued messages. A best-first communication heuristic, in which agents order CL messages by absolute local expected value, can be applied to this task. Each agent selects up to the top \( k \) messages from their ordered list and sends these CLs to the team. Under this scheme, the CLs that have highest potential impacts on the value of the team should be sent first, but overall, communications should be reduced. While intuitive, experimental results with this heuristic reveal the sensitivity of D-TREMOR to communications loss.

### 4.3 Convergence heuristics

As it involves multiple agents concurrently planning, D-TREMOR faces the challenge of avoiding oscillations that can occur when multiple agents simultaneously correct for a common interaction. These oscillations delay the exploration of policy space, and in the worst case, can prevent the discovery of other solutions altogether. Though not theoretically guaranteed for all cases, empirically (as we show in our experimental results) D-TREMOR is typically able to break out of oscillations and converge to a solution. This is obtained by using a combination of two heuristics:

(a) Probabilistic model shaping: This heuristic is inspired by the approach adopted by the Distributed Stochastic Algorithm (DSA) for solving Distributed Constraint Satisfaction Problems [13]. It is governed by a parameter \( \delta \), which represents the probability that an agent will shape its model given messages from other agents. Upon receiving messages from other agents at each iteration of D-TREMOR, an agent generates a random number (between 0 and 1) and only if the generated random number is greater than \( \delta \), that agent shapes its model to account for the received CL messages.

(b) Agent prioritization: This heuristic is specifically designed to handle negative interactions (i.e. CLs with negative expected value). In negative interactions, the penalty is avoided if all agents except one avoid the interaction. For instance, in the example problem of Section 2, an interaction where two robots collide in a corridor, it is sufficient if we allow only one agent to pass through the corridor. As part of this heuristic, each agent is initially (before start of the algorithm) assigned a priority value randomly and an agents’ model is shaped corresponding to a negative CL message unless it has the highest priority of all the agents involved.

**Proposition 1.** D-TREMOR will converge within \( n \) (number of agents) iterations for any DPCL problem with only
negative coordination locales if the agent prioritization heuristic is employed.

Proof. Without loss of generality let us assume a DPCL problem with \( n \) agents and priorities, \( \{r_i\}_{i=1}^n \), such that \( r_1 > r_2 > r_3 \ldots > r_n \). At the first iteration of D-TREMOR, all the agents would compute their individual policies. According to the agent prioritization heuristic, agent 1 would continue its course (i.e., not shape its model) irrespective of any CL messages it would have received from other agents. Thus, agent 1 would not change from its initial policy and consequently, communicates the same set of CL messages to other agents in all the iterations.

Agent 2 only needs to shape its model corresponding to CL messages from agent 1. Therefore it would have a new policy in iteration 2. Since it receives the same set of messages from agent 1, agent 2 would not have to change its policy after iteration 2. Therefore, agent 2 communicates the same set of CL messages to other agents after iteration 2.

Continuing this reasoning, agent 3 would not have to modify its policy in iteration 3 and so on. Therefore, the D-TREMOR algorithm will converge within \( n \) number of iterations with agent prioritization heuristic.

In the motivating domain of Section 2, collisions in narrow corridors represent negative coordination locales primarily because (a) There is a cost to collision of robots; and (b) collisions cause robots to return to their origin position with certain probability; Thus from the above proposition, D-TREMOR, with agent prioritization converges for problems where there are only narrow corridors.

4.4 Computing \( \Pr_{cl_i} \) and \( \Val_{cl_i} \) efficiently

While parallelism in the computation of \( \Pr_{cl_i} \) and \( \Val_{cl_i} \) improves performance significantly, the exponential computational complexity involved in computing \( \Pr_{cl_i} \) and \( \Val_{cl_i} \) is still a bottleneck at each agent. This is because an exact computation of \( \Pr_{cl_i} \) and \( \Val_{cl_i} \) requires evaluation over all possible combinations of the occurrence of previous CLs. To improve the efficiency of these computations, we provide an approach inspired from the sampling approach developed for solving large Markov Decision Processes by Kearns et al [4]. The main idea is that in problems where there exists a generative model, the value function can be computed efficiently by using a set of samples generated with the generative model. Algorithm 3 provides the sampling method to compute the probability of a CL for an agent \( i \). In this approach, we generate execution samples corresponding to the current policy and agent model. Finally, we obtain the average number of times the coordination locale is active over the total number of execution samples. Depending on the time horizon and the desired accuracy of \( \Pr_{cl_i} \), the total number of samples can be modified. A similar algorithm is used for computing \( \Val_{cl_i} \). We also provide a preprocessing step to detect CLs which can be completely eliminated from consideration at future iterations of the algorithm. For instance, a robot on the first floor of a building should not have to worry about the robots on the 10th floor if the time horizon is small. For each agent, the part of interest in a CL is its state, \( s \) and action, \( a \) which can lead to an interaction with other agents. The key idea here is to solve maximization and minimization problems on the belief update expressions and eliminate the consideration of CLs where the state \( s \) (of the agent in consideration) is unreachable, i.e. \( b_s < \epsilon \) (where \( \epsilon \) is close to zero) given the time horizon. Given an action \( a \) and observation \( \omega \), the maximization problem for belief probability of state \( s_t \) (state at decision epoch \( t \)) is given by:

\[
\max_{b_{s_t} \in \mathcal{B}_{s_t}} \sum_{s_{t-1}, a, s_t} O_t(s_t, a, \omega) \Pr_{cl} V_{cl}(s_{t-1}, a, s_t) b_{s_{t-1}}(s_{t-1})
\]

This is solved in polynomial time using the lagrangian techniques presented in [12].

4.5 Capturing dependencies between CLs

In TREMOR, each CL is treated independently of others, i.e. assuming that model shaping corresponding to one CL does not affect any other CL. In weakly coupled domains, i.e., ones with few CLs, such an assumption is perfectly reasonable. However in tightly coupled domains, these dependencies are non-trivial. To obtain better coordination between agents, it is imperative that such dependencies are accounted for. However, capturing dependencies between all CLs would entail searching for an optimal policy in the joint policy space and hence would be prohibitively expensive.

Therefore, we are interested in capturing dependencies between CLs which improve performance without incurring a significant computational cost. One such set of dependencies are the ones between CLs occurring at different decision epochs. In our rescue domain, for example, there may be a case where having a collision in one epoch (an STCL) might prevent a cleaner robot from clearing some debris in a later epoch (an FTCL). In order to capture these dependencies over decision epochs, we make the following modifications: Firstly, we sort the received set of messages with respect to the decision epoch, \( c.l.e \). Secondly, while computing \( \Pr_{cl_i} \) and \( \Val_{cl_i} \), we consider the modifications made to the model for CLs with decision epochs, \( c.l.e < c.l.e \). Using such an approach, we are able to capture dependencies between CLs and obtain accurate estimates of \( \Pr_{cl_i} \) and \( \Val_{cl_i} \), while not sacrificing efficiency. Such accurate estimates of \( \Pr_{cl_i} \) and \( \Val_{cl_i} \) essentially reduce the difference between the shaped models and the joint model and hence provide improved solutions.

4.6 Shaping Heuristics

In the context of the expressions in Equation 2 and Equation 4, consider a scenario where two CLs, \( cl_1 \) and \( cl_2 \) have the same \( e \), \( s_t \) and \( a_i \) (but different \( s_{t_0}, s_j \) and \( a_j \)). If the model for agent \( i \) is updated corresponding to \( cl_1 \) first and \( cl_2 \) next, it should be noted that the model update corresponding to \( cl_1 \) could potentially be overwritten by model update due to \( cl_2 \). To address such inconsistencies in model updates, we propose new model shaping heuristics. We use the set \( CL_{i,a} \) to correspond to all CLs which have the same state \( s \) and same action \( a \) corresponding to agent \( i \). Instead of considering the occurrence and non occurrence of each CL separately, we aggregate corresponding to all CLs which have the same state and action pair for the agent. Therefore, the new heuristics for shaping of transition and reward functions are:
Given the local optimal moves made at each agent, the initial policy assumes significance in D-TREMOR. In TREMOR, the best local policy (obtained by solving the initial individual model) is the starting point for the algorithm. Due to local optimization, such a policy may not traverse states and actions where the joint rewards are higher than individual rewards. For instance, in the illustrative domain of Section 2, consider the example in Figure 2. If we assume there is no reward for the cleaner robot to clean the debris, the best policy for the cleaner robot is to stay in its cell, and for the rescue robot, it is to go around the debris. With such a starting policy, the CL corresponding to the debris would never be detected in TREMOR. To account for such positive interactions, we introduce an optimistic policy. We modify the model of each agent to account for the optimistic assumption, i.e., assuming that all positive reward CLs occur at every decision epoch. That is to say: For every agent $i$, $\forall cl \in CLs$, if $R(s_g, (s_i, s_j), (a_i, a_j)) > R_i(s_g, s_i, a_i) + R_i(s_g, s_j, a_j)$, then $P_{i,cl}^{e} = 1$.

These updated models are solved to obtain the optimistic policy. While, it is not guaranteed to account for all possible interactions, empirically it is able to identify all the important interactions.

5. EVALUATION

Two datasets were created to test the performance of D-TREMOR under various conditions, a scaling dataset and a density dataset. In the scaling dataset, the total number of agents is varied from 10 to 100 agents. Maps are constructed randomly, with salient features fixed proportionally to the number of agents. Maps are square, with a ratio of approximately 2 map cells per agent. 35% of the cells are narrow and only 50% of the remaining are safe. The team is half rescue agents and half cleaner agents. Debris and victims are added to the map of the same numbers as cleaner and rescue agents, respectively. Figure 3(a) shows a sample of the maps generated for this dataset. The purpose of this dataset is to test the overall performance and scalability of D-TREMOR on complex environments with multiple types of interactions. However, due to the long computation time (up to 15 min. per iteration), only three randomly generated map sets could be evaluated. In this small of a dataset, some maps can have pathologically extreme interaction, sometimes never requiring agents to interact and sometimes requiring tremendous interaction in order to accomplish anything. Because this variation in maps translates to high variance in performance measures, we focus on qualitative overall trends in the data, rather than the quantitative values of individual data points.

In the density dataset, a square $9 \times 9$ map is constructed with 100 rescue agents located on the outer perimeter, and 100 victims located in the center of the map. As seen in Figures 3(b), 3(c) and 3(d), the victims are surrounded by 1, 2, or 3 rings of narrow corridors, forcing the agents to negotiate passage through an increasingly crowded map. The purpose of this dataset is to test D-TREMOR in handling increasingly dense STCL interactions.

Due to the large size of these state spaces, other state-of-the-art POMDP solvers cannot be used for comparison, including the original TREMOR algorithm (demonstrated only in problems of up to 10 agents [11]). D-TREMOR is thus compared against several heuristic strategies, independent planning, optimistic planning, a do-nothing policy, and a random policy. In independent planning, $n$ independent POMDP solvers are executed in parallel, with no coordination between agents, and with each agent assuming that the environment will remain exactly as specified a priori. In optimistic planning, $n$ independent planners are used again, but agents assume the optimistic policy introduced in Section 4.7. That is, rescue agents assume that all narrow corridors are unobstructed, and all debris will be cleared. Cleaner agents assume that all narrow corridors are unobstructed, and that any debris that is successfully cleared will allow a rescue agent to reach a victim, yielding a net reward exactly equal to the reward of rescuing the victim (i.e., ignoring the movement costs of a rescue robot, etc.). In the do-nothing policy, agents do not move from their original locations, and in the random policy, each agent independently selects their action uniformly randomly from the set of possible actions.

Several performance measures are taken from each run to study the performance of the algorithms. The policies generated by each agent are jointly simulated 2000 times to empirically compute an expected joint reward. This is used as the primary measure of task performance. Empirical averages of the numbers of collisions, victims saved and debris cleared are also recorded. The planning times and number of activated CLs for each agent are also totaled and averaged. As the D-TREMOR algorithm consists of multiple iterations (of message communication and shaping), these measures
can be computed at each iteration or averaged over entire runs. In these experiments, D-TREMOR performs a greedy role assignment in the first iteration, and communicate CLs fully during subsequent iterations. An iteration limit of 20 is used for all of the maps. All experiments were performed on a 104 CPU computing cluster, with each POMDP solver running as a single thread on an available CPU.

Because D-TREMOR has agents individually approximate the joint value at each iteration, it is possible for the team to find good solutions but not be able to detect it. Thus, it is sensible to provide two measures of the overall performance of the algorithm: (a) the value of the joint policy generated by D-TREMOR at the end of the last iteration (D-TREMOR); and (b) the highest joint-value policy among all the D-TREMOR iterations (Max D-TREMOR). The latter requires some additional communication and computation overhead, as it necessitates exchanging policies and performing a joint evaluation every iteration, but this is relatively small compared to the cost of POMDP planning.

The results of the scaling dataset can be seen in Figure 4. Data are normalized to independent planning by subtracting its performance from that of the other algorithms. Figure 4(b), compares the average joint value of the various solution policies. The maximum iteration of D-TREMOR outperforms or matches the other techniques in every case. This establishes the ability of the algorithm to find good joint solutions in complex environments. However, the value of the last iteration of D-TREMOR underscores the fact that in its current form, it cannot always detect when it has reached a good solution. In a single run (Figure 4(i)), we see that overall, joint value trends upward, but over individual iterations joint value can decrease.

Examining the components of the value function, it is possible to determine how the D-TREMOR achieves its value. In looking at the number of victims rescued (Figure 4(c)), it is apparent that there is not much difference between the independent, optimistic, and D-TREMOR algorithms, while random and do-nothing policies manage very few rescues. In avoiding collisions (Figure 4(d)), however, D-TREMOR has fewer collisions than independent or optimistic, performing similarly to the random policy. Optimistic collides very frequently by comparison, while do-nothing avoids collisions trivially by never moving.

While cleaner robots clear many debris under the optimistic policies (Figure 4(f)), their number of rescue robots colliding with debris is higher than that of the independent policies (Figure 4(e)) as optimistic rescue robots assume debris is clear before it can be cleared. D-TREMOR is more targeted, clearing only a few more debris than the independent and random policies, which clear debris only when it is self-serving (independent), or by chance (random), while reducing the number of debris collisions to often be below that of the independent policies.

Next, we consider the time scalability of the algorithm. The computing cluster used in this experiment had over 1 virtual core per agent, making it is possible to directly compare the running times across the scaling dataset, as agents need not compete for CPU resources. Figure 4(h) shows a linear trend in average time per iteration. Deviations from this trend appear to correspond to maps that cause a large number of activated CLs (Figure 4(g)).

Results of the density dataset are seen in Figure 5. As expected, increasing the density of narrow corridors decreases the performance of all policies except the do-nothing policy (Figure 5(a)). The abundance of narrow corridors causes optimistic and independent policies to suffer a very high number of collisions (Figure 5(b)), dropping their overall value despite the fact that they manage to secure some victims (Figure 5(c)). The do-nothing and random policies do not rescue any victims, but have relatively few collisions, leaving them with high overall joint values. The random policy has only a one in eight chance of entering narrow corridors at all, while the do-nothing policy never attempt to, so their values differ by the expected penalty of the random policy causing a collision. D-TREMOR’s policies, in value alone, straddle this region, but other measures suggest that it reaches this region through a vastly different behavior than the previous two policies. D-TREMOR rescues more victims than any of the other policies, and while it drastically reduces, it cannot eliminate collisions between agents. However, despite rescuing many more victims, the failure of D-TREMOR to resolve the remaining collisions leads to a poorer overall value than the do-nothing policy, a counter-intuitive effect of the reward/penalty functions constructed for this domain.

The number of CLs activated (Figure 5(d)) indicate that while there are many possible collisions in the map, relatively few must actually be resolved. Agents consider on average only 40 to 90 joint state-action pairs. Part of this, and the intuition behind the drop in CLs between 2 rings and 3 rings, is because in the initial few iterations, many agents realize that they cannot all fit through the narrow corridors, and decide to stay clear entirely, ceasing to generate CLs.

![Figure 6: Results of best-first communications.](image)

An experiment was performed to determine if using the best-first heuristic could reduce communications over the team without sacrificing performance. Using the heuristic, a maximum number of messages per agent, $k$, was set on a 50 agent map from the scaling dataset. Adjusting $k$ led to a smooth reduction in total message exchange, as seen in Figure 6(a), while maintaining performance up to a critical point. In Figure 6(b), the joint value of the D-TREMOR algorithm is plotted for various $k$. The change in performance is minimal for $k \geq 2000$, but between $k = 2000$ and $k = 1000$, the algorithm no longer converges anywhere near the complete communication solution. This suggests that the convergence of D-TREMOR is extremely sensitive to the message exchange between agents, and that selecting messages by local expected value, while effective in reducing communication, may not be a stable mechanism controlling message exchange across the team.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we present D-TREMOR, a fully distributed DEC-POMDP algorithm capable of computing policies for 100 agents in around five hours. This represents a dramatic increase in the size of problem that can be solved. The algorithms gets its scalability by taking advantage of the fact that although agents might interact in a very large number...
of ways, for any particular choices of individual actions they will interact in relatively few coordination locales. Several additional techniques are applied to assure convergence and allow agents to discover high-quality solutions efficiently.

While this work represents a significant step towards making DEC-POMDPs a practically useful tool, much more work is required. Our immediate focus will be to find more effective ways of reaching convergence and reducing the message traffic of the algorithm. Since D-TREMOR uses an off-the-shelf POMDP solver, we can also exploit technical advances in POMDP-solving to further increase the size and complexity of the problems that can be addressed.
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PAC-MDP algorithms are particularly efficient in terms of the number of samples obtained from the environment which are needed by the learning agents in order to achieve a near optimal performance. These algorithms however execute a time consuming planning step after each new state-action pair becomes known to the agent, that is, the pair has been sampled sufficiently many times to be considered as known by the algorithm. This fact is a serious limitation on broader applications of these kind of algorithms.

This paper examines the planning problem in PAC-MDP learning. Value iteration, prioritized sweeping, and backward value iteration are investigated. Through the exploitation of the specific nature of the planning problem in the considered reinforcement learning algorithms, we show how these planning algorithms can be improved. Our extensions yield significant improvements in all evaluated algorithms, and standard value iteration in particular. The theoretical justification to all contributions is provided and all approaches are further evaluated empirically. With our extensions, we managed to solve problems of sizes which have never been approached by PAC-MDP learning in the existing literature.
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1 Introduction
The key research challenge in the area of reinforcement learning (RL) is how to balance the exploration-exploitation trade-off. One of the best approaches to exploration in RL, which has good theoretical properties, is so called PAC-MDP learning (PAC means Probably Approximately Correct). State-of-the-art examples of this idea are E³ [9] and R-max [3]. PAC-MDP learning defines the exploration strategy which guarantees that with high probability the algorithm performs near optimally for all but a polynomial number of time steps (i.e., polynomial in the relevant parameters of the underlying process). This fact means that PAC-MDP algorithms are considerably efficient in terms of the number of samples which are needed during learning in order to achieve a near optimal performance. These algorithms however execute a time consuming planning step after each new state-action pair becomes known to the agent, i.e., the pair was sampled sufficiently many times to be considered as known by the algorithm, and this is a serious limitation against broader applications of these kind of algorithms [21].

This paper examines the planning problem in PAC-MDP learning. A number of algorithms are investigated with regard to planning in PAC-MDP RL (this includes value iteration, prioritized sweeping, and backward value iteration), and the contributions of this paper can summarized as follows: First, we show how the standard R-max algorithm can reduce the worst case number of planning steps from |S||A| to |S|. Second, exploiting the special nature of the planning problem in considered RL algorithms, the new update operator is proposed which updates only the best action of each state until convergence within the given state. This approach yields significant improvements in all evaluated algorithms, and in standard value iteration in particular. Next, an extension is proposed to the prioritized sweeping algorithm which again exploits properties of planning problems in PAC-MDP learning. Specifically, only policy predecessors of each state are added to the priority queue in contrast to adding all predecessors as in the standard prioritized sweeping algorithm. Finally, we apply backward value iteration (BVI) to planning in R-max, and we show that the original algorithm from the literature [4] can fail on broad classes of MDPs. We show the problem, and after that our correction to the BVI algorithm is proposed for the general case. Then, our extensions to the corrected version of BVI which are again specific to planning in PAC-MDP learning are proposed. The theoretical justification to all contributions is provided and all approaches are further evaluated empirically on two domains.

Regardless which particular PAC-MDP algorithm is considered, the time consuming planing step is required after a new state-action pair becomes known. This problem applies also to other model-based RL algorithms which are not PAC-MDP, such as the Bayesian Exploration Bonus algorithm [10]. Our work is to improve the planing step of these kind of algorithms, and it applies to all existing flavours of PAC-MDP learning [16, 19]. In this paper, we are focusing on R-max, a popular example of PAC-MDP learning, and our work is equally applicable to other related model-based RL algorithms (including those which heuristically modify rewards [11]).

2 Background
The underlying mathematical model of the RL methodology is the Markov Decision Process (MDP). An MDP is defined as a tuple \((S, A, T, R, \gamma)\), where \(s \in S\) is the state space, \(a \in A\) is the action space, \(T : S \times A \rightarrow S\) is the transition function, \(R : S \times A \times S \rightarrow \mathbb{R}\)
the reward function (which is assumed here to be bounded above by the value \( R_{\text{max}} \)), and \( 0 \leq \gamma \leq 1 \) is the discount factor which determines how the long-term reward is calculated from immediate rewards [15]. The problem of solving an MDP is to find a policy (i.e., mapping from states to actions) which maximizes the accumulated reward. A Bellman equation defines optimality conditions when the environment dynamics (i.e., transition probabilities and a reward function) are known [2]. In such a case, the problem of finding the policy becomes a planning problem which can be solved using iterative approaches like policy and value iteration [2]. These algorithms take \( (S, A, T, R, \gamma) \) as an input and return a policy which determines which action should be taken in each state so that the long term reward is maximized. In algorithms which represent the policy via the value function, \( Q(s, a) \) reflects the expected long term reward when action \( a \) is executed in state \( s \) and \( V(s) = \max_a Q(s, a) \).

The policy and value iteration methods require access to an explicit, mathematical model of the environment, that is, transition probabilities, \( T \), and the reward function, \( R \), of the controlled process. When such a model is not available, there is a need for algorithms which can learn from experience. Algorithms which learn the policy from the simulation in the absence of the MDP model are known as reinforcement learning [18, 2].

The first major approach to RL is to estimate the missing model of the environment using, e.g., statistical techniques. The repeated simulation is used to approximate or average the model. Once such an estimation of the model is available, standard techniques for solving MDPs are again applicable. This approach is known as model-based RL [17]. This paper investigates a special type of model-based RL which is known as PAC-MDP learning.

An alternative class of approaches to RL which are not considered in this paper does not attempt to estimate the model of the environment and, because of that is called model-free RL. Algorithms of this type directly estimate the value function or a policy [13] from repeated simulation. The standard examples of this approach constitute Q-learning and SARSA algorithms [18].

PAC-MDP learning is a particular approach to exploration in RL and is based on optimism in the face of uncertainty [9, 3]. Like in standard model-based learning, in PAC-MDP model-based algorithms, the dynamics of the underlying MDP are estimated from data. If a certain state-action pair has been experienced enough times (parameter \( m \) controls this in R-max), then the estimated dynamics are close to the true values. The optimism under uncertainty plays a crucial role when dealing with state-action pairs which have not been experienced \( m \) times. For such pairs, the algorithm assumes the highest possible value of their Q-values. State-action pairs for which \( n(s, a) < m \) are named unknown and known when \( n(s, a) \geq m \) where \( n(s,a) \) is the number of times the state-action pair was experienced. When a new state-action pair becomes known, the existing approximation, \( M \), of the true model, \( M^* \), is used to compute the corresponding optimal policy for \( M \) which when executed will encourage the algorithm to try unknown actions and learn their dynamics. Such an exploration strategy guarantees that with high probability the algorithm performs near optimally for all but a polynomial number of steps (i.e., polynomial in the relevant parameters of the underlying MDP).

The prototypical R-max algorithm uses the standard Bellman backup (see Algorithm 1) and value iteration to compute the policy, \( \pi(s) \) for the model \( M \), where the policy \( \pi(s) \) is defined in Equation 1.

\[
\pi(s) = \arg \max_a \hat{Q}(s, a)
\]  

Summarizing, the R-max algorithm works as follows: It acts greedily according to the current \( \hat{V} \). Once a new state-action pair becomes known, it performs planning with the updated model (i.e., a model with a new known state-action pair), and again acts greedily according to updated \( \hat{V} \). A natural and the most efficient approach to planning in this scenario is to use the outcome of the previous planning process as the initial value function for new planning, which we refer in the paper to as incremental planning. This is assumed for all algorithms and experiments of this paper.

The proofs and the theoretical analysis of PAC-MDP algorithms can be found in the relevant literature [8, 16]. In our analysis one specific property of such algorithms is advocated: the optimism under uncertainty which guarantees that inequality \( \hat{V}(s) \geq V^*(s) \) is always satisfied during learning, where \( V^*(s) \) is the optimal value function which corresponds to the true MDP model \( M^* \).

### Algorithm 1 Backup(s): Bellman backup for state \( s \)

\[
\text{old_val} \leftarrow \hat{V}(s) \\
\hat{V}(s) = \max_a \left\{ \hat{Q}(s, a) = \hat{R}(s, a) + \gamma \sum_s \hat{T}(s, a, s') \hat{V}(s') \right\} \\
\text{return } |\text{old_val} - \hat{V}(s)|
\]

### Algorithm 2 GetAction(s): a modified action selection method

\[
\text{if } \text{known}(s) \text{ then} \\
\quad \text{return } \tilde{\pi}(s) \text{ [see Equation 1]} \\
\quad \text{else} \\
\quad \text{return any action } a \text{ for which } \text{known}(s, a) = \text{false} \\
\text{end if}
\]

above, this procedure will not change the exploration of the R-max algorithm when ties are broken randomly. Normally, when

3 Known States in R-max

The focus of this paper is how to perform the planning step in R-max efficiently. In original R-max, the planning step is executed every time a new state-action pair becomes known [3] (this is also the case in known implementations [1]). While investigating the range of planning algorithms which are discussed below, we found that the efficiency of planning in R-max can be improved by taking into account the fact that the value of a given state does not change until all its actions become known. This is because if all unknown state-action pairs are initialized with \( V_{\text{max}} \) (as is the case in R-max), where \( V_{\text{max}} = R_{\text{max}}/(1 - \gamma) \) when \( \gamma < 1 \) and \( V_{\text{max}} = R_{\text{max}} \) if \( \gamma = 1 \), then \( V(s) = V_{\text{max}} \) as long as at least one action remains unknown in state \( s \). If the R-max algorithm executes the planning algorithm after the pair \( (s,a) \) becomes known, whereas there still exists at least one action which is unknown in \( s \), then only one Q-value will change its value, i.e., the value of the pair \( (s,a) \). If, after the update, \( Q(s,a) < V(s) = V_{\text{max}} \), the value of \( s \) will not change. Action \( a \) will not be executed next time in state \( s \), and another action will be used. In this way, unknown actions are correctly explored by policy \( \tilde{\pi} \) from Equation 1, but we observe here that the update is useless. Our novel improvement, which comes from the above observation, is to extend the notion of known state-action pairs by a notion of a known state, where \( \text{known}(s) = \text{true} \iff \forall a \text{ known}(s,a) = \text{true} \). With this extension, our approach is to execute the planning step in R-max only when a new state, \( s \), becomes known (i.e., \( \text{known}(s) \) becomes true). The only issue now is that the action selection according to Equation 1 has been changed in order to deal properly with states for which \( \text{known}(s) = \text{false} \). This can be addressed by selecting actions using Algorithm 2 instead of Equation 1. As explained

above, this procedure will not change the exploration of the R-max algorithm when ties are broken randomly. Normally, when
the planning step is executed after learning each new state-action pair, its Q-value is $Q(s, a) \leq V(s) = V_{\text{max}}$ when there exists at least one unknown action. When ties are broken randomly (this is for the case when $Q(s, a) = V_{\text{max}}$ for updated known action $a$), this is equivalent to postponing planning and executing another action which is still unknown when $\text{known}(s) = \text{false}$. This improvement is particularly useful for planning algorithms which do the systematic update of the entire Q-table as value iteration does, because when $\text{known}(s) = \text{false}$ the entire planning process changes Q-values only of those actions which have just become known and there are no changes in Q-values of any other states, whereas value iteration will iterate and perform (useless) Bellman updates for all states. Experimental validation of our extension is in the experimental section of the paper. Since, this improvement yielded a considerable speed-up and represents a more efficient implementation of R-max, if not stated otherwise, we use this extension in all experiments presented in the paper. The main goal of this paper is to speed up the R-max algorithm with regard to planning, and our approach presented here reduces the number of executions of the planner (regardless which planner is used) from $O(|S||A|)$ to $O(|S|)$. 4 Best-actions Only Updates From this point, we are looking at ways of improving planning algorithms. The first extension which is introduced in this section is applicable to all algorithms investigated in the paper. However in order to make the presentation easier to understand by the reader and to explain the intuition which is behind this extension, we show firstly how it applies to value iteration. Its application to other planning approaches is discussed in detail in subsequent sections. Let's assume the standard scenario of R-max learning when value iteration is used as a planning method, together with the incremental approach indicated at the end of Section 2. This means that the initial value function at the beginning of planning is always optimistic with regard to the value which is the result of planning. Additionally, under conditions specified below, the value function after each Bellman backup is also optimistic with regard to the value function after the previous Bellman backup (in R-max, values are successively decreased to reflect the change in the model which made the model less optimistic when a new state became known). The intuition which motivates Algorithm 3 is that the change of $V(s)$ in a given iteration can be triggered only by the change of the Q-value of the best action of $s$ because all $Q(s, a)$ are always optimistic with regard to the optimal value function and to the value after succeeding Bellman backups, and we argue here that in each state the action which has highest $Q(s, a)$ should be updated first. This can be explained as follows. If the value of the best action will not change after its update, which means that $V(s)$ will not change in the current iteration, then all other remaining actions can be skipped in this iteration because they have lower values and they will not influence $V(s)$ (this explains why for loop in Algorithm 3 can backup only the best actions). If the value of the best action changes after the update on the other hand, then another action may be the best and it is reasonable to update currently the best action of the same state again (this explains why the external loop of Algorithm 3 makes sense). We recall here that in the standard Bellman backup (see Algorithm 1) all actions are updated. Our idea here is that it is profitable to focus Bellman backups only on the best action of each state instead of performing updates of all actions when optimistic initialization satisfies conditions defined below. This concept is named best-actions only update (BAO) and is captured by Algorithm 3. The two formal arguments below prove that Algorithm 3 is valid.

<table>
<thead>
<tr>
<th>Algorithm 3 BAO(s): best-actions only backup of state $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$old_{val} \leftarrow V(s)$</td>
</tr>
<tr>
<td>repeat</td>
</tr>
<tr>
<td>$best_{actions} = \text{all } a \text{ in } s \text{ st. }</td>
</tr>
<tr>
<td>$\delta = 0$</td>
</tr>
<tr>
<td>for each $a$ in $best_{actions}$ do</td>
</tr>
<tr>
<td>$old_{q} = Q(s, a)$</td>
</tr>
<tr>
<td>$Q(s, a) = R(s, a) + \gamma \sum_{s'} T(s, a, s') \max_{a'} Q(s', a')$</td>
</tr>
<tr>
<td>if $</td>
</tr>
<tr>
<td>$\delta =</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>until $\delta &lt; \epsilon$</td>
</tr>
<tr>
<td>return $</td>
</tr>
</tbody>
</table>

**Definition 1.** Optmistic initialization with one step monotonicity (OOSM) is the special case of optimistic initialization of the Q-table which satisfies the following property: $Q(s, a) \geq R(s, a) + \gamma \sum_{s'} T(s, a, s') V(s')$. The property of OOSM initialization is satisfied, e.g., in any MDP as long as all Q-values are initialized with $V_{\text{max}}$. It will be shown in what follows that planning in R-max satisfies the OOSM requirement as well.

In order to prove Algorithm 3, we first prove the following lemma:

**Lemma 1.** If all $Q(s, a)$ are initialized according to optimism with one step monotonicity (OOSM), then after each individual $t + 1$-st Bellman backup of the Q-table, the following inequality is satisfied: $\forall_{s, a} Q_t(s, a) \geq Q_{t+1}(s, a)$, where $Q_t$ is the value function after the previous, $t$-th, Bellman backup.

**Proof.** We prove this lemma by induction on the number of performed Bellman backups of Q-values. To prove the base case, we show that the lemma is satisfied after the first Bellman backup. This is satisfied directly by the definition of optimism with one step monotonicity (see Definition 1). After proving the base case, we assume that the statement holds after $t$ Bellman backups, and we will show that it holds after $t + 1$ backups using the following argument:

$Q_{t+1}(s, a) = R(s, a) + \gamma \sum_{s'} T(s, a, s') V_{t+1}(s') \geq R(s, a) + \gamma \sum_{s'} T(s, a, s') V_{t}(s') = Q_{t+1}(s, a).$

The first Bellman equation shows that the update of $Q_{t}(s, a)$ in the backup $t$ is based on values of all next states, $s'$, after $t$ backups, and the third Bellman equation is analogous for the backup $t + 1$. The second step is from the induction hypothesis which assumes that $V_{t+1}(s') \geq V_{t}(s')$. □

The following corollary results from Lemma 1:

**Corollary 1.** Q-values converge monotonically to $Q^{*}(s, a)$ when all $Q(s, a)$ entries are OOSM initialized in value iteration.

**Theorem 1.** Value iteration with best-actions only updates of Algorithm 3 converges to the same value as standard value iteration with the Bellman backup of Algorithm 1 when the value function is OOSM initialized, i.e., when the optimistic initialization satisfies Definition 1.
Proof. In order to prove this theorem, it is sufficient to show that non-best actions do not have to be updated. Let’s assume that $a$ is a non-best action of a particular state $s$, i.e., an action $s, a < \max_x Q(s, a)$ because all $Q$-values are initially OOSM optimistic, we know from Lemma 1 that $Q(s, a)$ cannot be made higher than its current value in any of the future iterations of value iteration. It means that $Q(s, a)$ cannot be made higher than $\max_x Q(s, i)$ by updating $Q(s, a)$, and the only way to make $Q(s, a)$ the best action in $s$ is to reduce the value of $\max_x Q(s, a)$ which may happen only by updating action $i$ which satisfies $\max_x Q(s, i)$. This shows that the value function is initialized with OOSM optimism, it is sufficient to update the best actions only. Additionally, if $\Delta \max_x Q(s, i) < \epsilon$, then $V(s)$ cannot change in the current iteration of value iteration (within given precision $\epsilon$) and the algorithm can move to updating other states of this iteration.

This proof makes BAO updates applicable to general value iteration planning with OOSM optimistic initialization. As mentioned before, OOSM is naturally satisfied in any MDP as long as all values are initialized with $V_{\max}$. This requirement is rather weak and easy to satisfy and in this way applicability of BAO is substantial. A short explanation is required on why in R-max OOSM is satisfied in our approach, each new planning step starts with the value function of the previous planning step (incremental planning). The new MDP model is different from the previous one just in having one more known state. Thus, all states which were known in the previous model satisfy OOBCE with equality, and the state which has just become known still has its $V(s) = V_{\max}$ which cannot be made higher, which satisfies OOBCE as well.

Due to the nature of the BAO updates, this method is expected to yield particularly significant improvements in domains with larger numbers of actions in each state. It also has a great potential to improve planning in domains with continuous actions, because only a limited number of continuous actions should be updated.

5 Prioritized Sweeping for R-max

Prioritized sweeping (PS) has been popular for improved empirical convergence rate but the theoretical convergence was only expected by [12] to be provable based on the convergence results in asynchronous dynamic programming (ADP) by observing that PS is an ADP algorithm. The first formal proof for general PS was recently presented by [11], and the PS algorithm of [12] was also proved as a special case under rather a restrictive condition that initially all states have to be assigned non-zero priority. This is a rather restrictive assumption with regard to incremental planning which is found in R-max because in R-max usually not all states require being updated even once. In what follows, we prove that PS converges when used for planning in R-max without those restrictive assumptions. This holds also for our extension to basic PS (shown in Algorithm 4), which is based on the idea that it is sufficient to add to the priority queue only policy predecessors $s'$ of state $s$, defined as

$PolicyPred(s) = \{s' | T(s', \pi(s'), s) > 0\}$, (2)

(see Line 6 in Algorithm 4) instead of all predecessors, defined as

$Pred(s) = \{s' | \exists a T(s', a, s) > 0\}$, (3)

as it is the case in standard PS [12].

Lemma 2. The prioritized sweeping algorithm specified in Algorithm 4 drives Bellman errors to 0 (with a required precision $\epsilon$) when executed for a newly learned state, $s_k$, in R-max, and initializing the value function using the value function of the previous planning step in which $s_k$ was not known.

Proof. Let $F \subseteq S$ be the set of states which do not have $s_k$ in their policy graph. Since, the value of $s_k$ can only decrease in the current planning process (because in the previous planning process it was unknown with $V(s_k) = V_{\max}$, and now it becomes known and its $V(s_k) \leq V_{\max}$), state $s_k$ will not appear in the optimal policy graph of any state in $F$, therefore current values of all states in $F$ are correct, do not require updates, and their Bellman error is already 0. This argument proves that states in $F$ do not have to be updated, and only states in $S \setminus F$ should be updated, that is, policy predecessors of $s_k$. This proves that backward expansion of policy predecessors in Line 6 is correct, and constitutes our extension to the standard PS algorithm [12] for planning in R-max.

Let $S_{s_k}$ be $S \setminus F$. Since $s_k$ is the only state in $S_{s_k}$ which changes its dynamics, $s_k$ is the only state from which the modified value function should be back-propagated. The argument of the previous paragraph showed that this back-propagation can keep updating only policy predecessors of state $s_k$, therefore the last condition to prove is that the predecessor $s'$ of state $s$ should be visited only when $residual(s) > \epsilon$. We do this by showing that if for all $s$ which can be reached when any action $a$ is executed in $s'$, $residual(s) \leq \epsilon$, then $residual(s') \leq \epsilon$. This means that if all successors of $s'$ change less than $\epsilon$, $s'$ does not have to be backed up given precision $\epsilon$. This can be derived as follows:

$\text{residual}(s') = \max_a |R(s', a) + \gamma \sum_s T(s', a, s)V(s)| + \Delta V(s) - R(s', a) - \gamma \sum_s T(s', a, s)V(s)|$

$= \max_a |\gamma \sum_s T(s', a, s)\Delta V(s)| \leq \max_a \gamma \sum_s T(s', a, s)\Delta V(s)|$

$\leq \max_a \gamma \sum_s T(s', a, s)\epsilon = \epsilon \leq \epsilon$.

The first equation is the definition of $\text{residual}(s')$ where current $V(s')$ was computed from $V(s)$, and new $V(s')$ is for $V(s) + \Delta V(s)$ for each successor $s$ of $s'$. Next steps are simple algebraic operations, and inequalities are from $|a + b| \leq |a| + |b|$, $\text{residual}(s) \leq \epsilon$, and $\gamma \leq 1$. Backward search from $s_k$ in Algorithm 4 will not expand state $s'$ only when all successors of $s'$ for a given policy action $a$ have $\text{residual}(s) \leq \epsilon$ ($s'$ will be visited if at least for one $\text{residual}(s) > \epsilon$). This ends the proof that $V(s')$ is

---

**Algorithm 4 PS-PP($s_k$): prioritized sweeping with policy predecessors for incremental planning in R-max after state $s_k$ becomes known**

1: $PQ \leftarrow s_k$
2: while $PQ \neq \emptyset$
3: s $\leftarrow$ remove the first element from $PQ$
4: $\text{residual}(s) \leftarrow \text{Backup}(s)$
5: if $\text{residual}(s) > \epsilon$ then
6: for all $s' \in PolicyPred(s)$ do
7: priority $\leftarrow T(s', a, s) \times \text{residual}(s)$
8: if $s' \not\in PQ$ then
9: insert $s'$ into $PQ$ according to priority
10: else
11: update $s'$ in $PQ$ if the new priority is higher
12: end if
13: end for
14: end if
15: end while

---
Algorithm 4 would normally use the \textit{Backup}(s) method of Algorithm 1 in Line 4. The proof of Theorem 1 extends to Algorithm 4 with OOSM initialization as well, and the BAO procedure presented in Algorithm 3 can be also used in Algorithm 4 by replacing, in Line 4, \textit{Backup}(s) with \textit{BAO}(s).

6 Backward Value Iteration with Loops

Backward value iteration (BVI) is an algorithm for planning in general MDPs with a set of terminal states \cite{4}. This algorithm traverses the transpose of the policy graph using breath- or depth-first search which starts from the goal state, and checks for duplicates so that each state is updated only once in the same iteration. States are backed up in the order they are encountered during search. Before applying this algorithm for planning in R-max and propose our extensions, we show that the original version of the algorithm can fail in computing the correct value function. Let’s assume the original version of the BVI algorithm from \cite{4} and summarized above, and the use of this algorithm in planning in the domain whose four states are shown in Figure 1. First, in Figure 1a, current policy actions are shown before any updates of the current iteration of BVI. Figure 1b shows policy actions after performing backups on states \(b\) and \(d\) after which the policy action of state \(d\) changed (the new action is highlighted using a think style). Figure 1c shows updates of states \(a\) and \(c\) after which the best action of state \(c\) changed (again the think style shows a new action). After these updates, there is a loop which involves states \(c\) and \(d\), and the BVI algorithm will not update these states in the current iteration again because each state is updated only once, and the algorithm will also never update these two states again in any of the future iterations, because policy actions of all states in the loop do not lead to any state outside of the loop (so neither \(c\) nor \(d\) will be the previous state - according to a policy action - of any state outside of the loop). This situation can happen in a broad class of MDPs in which states are revisited, as in our testing domains, and applies also to stochastic actions when all actions of all states in the loop lead to states in the loop only. It is worth noting that in \cite{4} where the BVI algorithm was introduced, all domains require many steps to revisit the state (actions are not easily reversible due to velocity in the state space). Our example shows, that the standard version of the BVI algorithm can fail by encountering the loop in a broad class of MDPs. This problem of the standard BVI algorithm was found empirically during our experimentation in this research, in which the R-max agent was getting stuck in such a loop. It is worth recalling here that the PS-PP algorithm of the previous section expands only policy predecessors, however it will not suffer from the same problem because PS-PP guarantees that \(s'\) will be visited if at least for one \(s\) \(\text{residual}(s) > \epsilon\), thus states which constitute the loop will be updated as well and they will converge to proper values. The BVI algorithm with policy predecessors and updating each state once in each iteration will fail in this as indicated in Figure 1.

The brief analysis of Figure 1c indicates one simple solution to the presented problem of the standard BVI algorithm. Since states which are in the loop have other non-policy actions which lead to states outside of the loop (e.g., state \(d\) has a non-policy action which leads to state \(b\)), the straightforward solution to the loop problem is to perform backward search on all predecessors of a given state \(s\) as opposed to policy predecessors as it is the case in the original BVI algorithm. This is the first extension to BVI which is proposed in this paper, and the BVI algorithm modified in this way is named LBVI which stands for BVI with loops. The LBVI algorithm with this modification is applicable to general MDP planning. Our additional extensions to the LBVI algorithm are specific to incremental planning in R-max which is studied in this paper. The complete algorithm is presented in Algorithm 5. This is the standard version of the BVI algorithm with the following extensions: (1) all predecessors are used in the state expansion in Line 13 (to deal with the problem of Figure 1), (2) residual is checked in Line 12 (to prune the state expansion when possible), and (3) the BAO backup is applied in Line 8.

\begin{algorithm}[h]
\caption{LBVI(\(s_k\)): backward value iteration for incremental planning in R-max after state \(s_k\) becomes known}
\begin{algorithmic}[1]
\STATE repeat
\STATE \textbf{\textit{LargestResidual}} \leftarrow 0
\STATE \textit{FIFOQ} \leftarrow \(s_k\)
\STATE appended(\(s_k\)) \leftarrow true
\WHILE {\textit{FIFOQ} \neq \emptyset}
\STATE \(s\) \leftarrow \text{remove the first element from} \textit{FIFOQ}
\STATE residual(\(s\)) \leftarrow \textit{Backup}(s)
\IF {residual(\(s\)) > \textit{LargestResidual}}
\STATE \textit{LargestResidual} \leftarrow residual(\(s\))
\ENDIF
\IF {residual(\(s\)) > \(\epsilon\)}
\FORALL {\(s' \in \text{Pred}(s)\)}
\IF {appended(\(s'\)) = false}
\STATE appended(\(s'\)) \leftarrow false
\STATE appended(\(s'\)) \leftarrow true
\ENDIF
\ENDFOR
\ENDIF
\ENDWHILE
\UNTIL \textit{LargestResidual} < \(\epsilon\)
\end{algorithmic}
\end{algorithm}

\textbf{Lemma 3.} The backward value iteration algorithm specified in Algorithm 5 drives Bellman errors to 0 (with a required precision \(\epsilon\)) when executed for a newly learned state, \(s_k\), in R-max, and initializing the value function using the value function of the previous planning step in which \(s_k\) was not known.

\textbf{Proof.} Let \(E \subseteq S\) be the set of states from which state \(s_k\) cannot be reached using any policy and non-policy actions. Since state \(s_k\) is not reachable from any state in \(E\) and \(s_k\) is the only state whose dynamics change, none of the states in \(E\) requires being updated, hence Bellman error of all states in \(E\) is already 0.

Let \(S_{\neg E} = S \setminus E\). Since \(s_k\) is the only state in \(S_{\neg E}\) which changes its dynamics, \(s_k\) is the only state from which the modified value function should be back-propagated. Since the backward search process expands all predecessors of each state and starts from \(s_k\), all states which reach state \(s_k\) (using both policy and non-policy
actions) will be updated. Therefore the last condition to prove is that the predecessor $s'$ of state $s$ should be visited only when residual($s$) $> \epsilon$. In the proof of Lemma 2, it has been already shown that if for all $s$ which can be reached from $s'$, residual($s$) $\leq \epsilon$, then residual($s'$) $\leq \epsilon$. Backward search from $s_k$ in Algorithm 5 will not expand state $s'$ only when all successors of $s'$ have residual($s$) $\leq \epsilon$ ($s'$ will be visited if at least for one $s$ residual($s$) $> \epsilon$). This ends the proof that when the algorithm terminates, $V(s)$ is within required precision $\epsilon$. \hfill $\Box$

Algorithm 5 would normally back up state $s$ in Line 8 using the Bellman backup shown in Algorithm 1. The proof of Theorem 1 extends to Algorithm 5 as well, and the BAO procedure presented in Algorithm 3 for backing up state $s$ can be also used in Algorithm 5 by replacing, in Line 8, Backup($s$) with BAO($s$).

7 Empirical Evaluation

This section presents empirical evaluation of proposed approaches to incremental planning in R-max. Planning time is the measure that one wishes to minimize in R-max.

7.1 Algorithms

The first experiment evaluates the extension to the R-max algorithm introduced in Section 3. Specifically, the standard R-max with value iteration and action selection according to Equation 1 is compared against modified R-max with our predicate $\text{known}(s)$ and the action selection rule specified by Algorithm 2 instead of using Equation 1.

The goal of the main empirical evaluation is to check how different extensions to standard planning algorithms improve the time of planning, and for this reason all proposed extensions are evaluated also separately to see their individual influence. Therefore, the following configurations are evaluated in the empirical study of the paper:

- VI: standard value iteration
- VI-BAO: value iteration with BAO updates
- PS: standard prioritized sweeping [12]
- PS-PP: standard prioritized sweeping with policy predecessors
- PS-BAO: standard prioritized sweeping with BAO updates
- PS-PP-BAO: prioritized sweeping with policy predecessors and BAO updates
- LBVI: backward value iteration which copes with loops (backward search to all predecessors)
- LBVI-RES: LBVI with residual check (Line 12 in Algorithm 5)
- LBVI-BAO: LBVI with BAO updates
- LBVI-RES-BAO: LBVI with residual check and BAO updates

All algorithms were implemented in C++, and the goal was to provide the same amount of optimization to each algorithm. With this in mind, the crucial element of prioritized sweeping algorithms was the priority queue. Since, the operation of increasing the priority of the element in the priority queue is required (in Line 11 in Algorithm 4), the trinomial heap was used because it supports this operation in constant time [20]. In the implementation of the queue used in LBVI, memory buffers were reused in order to have fast operations on the FIFO queue.

As mentioned before, if not stated otherwise, all algorithms use the modified treatment of unknown states as specified in Algorithm 2 in Section 3, which significantly reduces the number of times the planners are executed. In all experiments, the R-max parameter $m$ was set to 5, and the planning precision $\epsilon$ was $10^{-4}$. Experiments on the maze domain present the average value of 30 runs, and the hand washing domain of 10 runs. The standard error of the mean (SEM) is shown both in graphs and in the table.

7.2 Domains

The first domain is the version of the navigation maze task which can be found in the literature. In our implementation a scaled up version of such a maze from [1] is used and it contains $25 \times 25$ grid positions. The second domain is a simplified model of a situated prompting system that assists multiple persons with dementia to complete activities of daily living (ADL) more independently by giving appropriate prompts when needed. Such a situation arises in a ‘shared space’, e.g., a ‘smart’ long-term care facility, or ‘smart home’ with multiple residents in need of assistance. Prompting for each ADL-resident combination can be done using a (PO)MDP [6], but the situation is more complex when multiple residents are present, as prompts can interfere across ADL and between residents. The optimal solution (pursued here) is to model the complete joint space of all residents and ADL, although approximate distributed solutions are also possible [5]. Our specific implementation follows the description in [14]. In our case, each MDP has 9 states and there are 3 prompts (do nothing or issue one of the two prompts specific to the current plan step) for each state. When prompting many clients at the same time, prompts of one client can influence other clients, whereas other prompts cannot be executed for more than one client at a time, e.g., audio prompts. For example, the domain with 4 clients has $9^4 \times 3^4$ $(Q(s,a))$ entries in its Q-table. Other sizes can be calculated analogously.

7.3 Results

The first test was to evaluate the improvement of our modified notion of states being known to the R-max algorithm as introduced in Section 3. As specified in the first paragraph of Section 7.1, two versions of the R-max algorithm were evaluated on the maze domain. These two versions of R-max were executed 30 times and the user time was compared. The version of the algorithm with our approach to distinguish known and unknown states (from Section 3) was 2.3 times faster than the original version. The applicability of this extension does not depend on the planning algorithm and all succeeding experiments use this modification to standard R-max.

Next experiments evaluate the major contributions of this paper. Figures 2 and 3 show the evaluation of all 10 algorithms specified in Section 7.1 on the maze domain. These algorithms determine how planning is done, and in principle the R-max algorithm should be able to explore in exactly the same way regardless which planning algorithm is used. In order to verify this, the obtained results are compared with regard to the asymptotic convergence of the R-max algorithm, and the average cumulative reward as a function of the episode number is presented in Figure 4. This figure shows that exploration was the same, and this can be seen as an empirical proof, that all planning algorithms where returning the same exploration policy at their output.

The BAO approach to updating states shows substantial improvement in all three algorithms. In particular, value iteration which is traditionally slower than, for example, prioritized sweeping significantly reduced its planning time and the number of backups. This result is particularly significant not only to planning in R-max, but also to general value-based planning in MDPs when initialization satisfies the requirement of Definition 1 which uniform optimistic initialization with $V_{\text{max}}$ does. With our BAO approach, value iteration can be done much faster in a straightforward way.

A closer analysis of PS performance indicates that both policy predecessors and BAO updates yield improvement when applied individually, and further improvement is gained when both techniques are used together. Overall with our extensions, PS when used for incremental planning in R-max is narrowing its gap to LBVI which was shown in [4] to outperform PS in the standard case due
In general value-based MDP planning, and this contribution has potential to bear an impact on the field.

such a loop during exploration.

lem is detrimental for R-max agents because the agent gets stuck in another direction to improve the performance of BVI by still using policy predecessors, however the solution has to be found on how to avoid loops which are reported in Section 6. This loop problem is detrimental for R-max agents because the agent gets stuck in such a loop during exploration.

Results on the hand washing domain are in Table 1. The rank of each algorithm is the same as in the maze domain above. The significance of our improvements, BAO in particular, becomes more evident when the state and action spaces are bigger. It is worth noting that in the last two instances (4 and 5 clients), we were able to do off-line planning in R-max with $5.3 \times 10^5$ and $1.4 \times 10^7$ state-action pairs in the Q-table! Experiments in which it was infeasible to wait for their completion are indicated with ‘-’.

8 Related Work

The fact that planning is a bottleneck of PAC-MDP learning has been recently emphasized also in [21] where Monte Carlo on-line planning algorithms for PAC-MDP learning were proposed. These algorithms are interesting because their complexity does not depend on the number of states. This is achieved by sampling $C$ times from each state (which limits the branching factor) and the horizon is additionally limited by the discount factor. In this way, it is sufficient to do Monte Carlo sampling only in the limited neighbourhood of a given state. The disadvantage of these algorithms is that they require the entire process to be repeated for each action selection. Our algorithms which are proposed in this paper also make use of the fact that when new state becomes known, mostly only its neighbourhood needs to be updated, which is reflected very well in our results. Our conjecture here is that the algorithms which we propose in this paper, could be proven to have complexity dependent only on the close neighbourhood of the state which triggers the planning process. The rational for this theoretical future work is indicated by our results in this paper. In [21] authors report results with Monte Carlo planning on a flag domain with $5 \times 5$ grid and 6 flags possibly appearing, where VI did not succeed. In our experiments of this paper, we are reporting results on large domains where even though VI was very inefficient or did not work at all, our extensions to VI-based planning were proven to be successful. Such off-line algorithms require planning only once for each known state and once planning is done, the policy can be used very fast, whereas Monte Carlo methods plan for every step. Our methods could further scale the off-line methods up when used with factored planners for MDPs [7]. We are additionally not aware of any PAC-MDP results with off-line planning on domains as large as those solved in this paper.

9 Conclusions

PAC-MDP algorithms are particularly efficient in terms of the number of samples which are needed by the learning agents in order to achieve a near optimal performance. These algorithms however execute a time consuming planning step after each new state-action pair (or a new state according to our extension) becomes known to the agent. This fact is a serious limitation on broader applications of these kind of algorithms. This paper examines the planning problem in PAC-MDP learning, and seeks ways of shortening the duration of the planning step. The contribution of this paper can be summarized as follows:

- The number of executions of the planner can be reduced when planning is triggered by a new state becoming known as introduced in Section 3
- The new update operator, BAO, was proposed which, instead of updating all actions of a given state once, updates only the best action of each state but continues this updating until convergence within the given state. This approach yields significant improvements in all evaluated algorithms, and standard value iteration in particular. This approach is also applicable beyond planning in R-max, since optimistic initialization with $V_{max}$ can be easily applied in general value-based MDP planning, and this contribution has potential to bear an impact on the field.
An extension to the prioritized sweeping algorithm was proposed which exploits properties of planning problems in PAC-MDP learning. Specifically, only policy predecessors of each state are added to the priority queue in contrast to adding all predecessors as in the standard prioritized sweeping algorithm.

It was shown that the original backward value iteration algorithm from the literature - which updates each state exactly once in each iteration - can fail on a broad class of MDP domains. The problem and one straightforward correction were shown. Then, our extensions to the corrected version of BVI which are specific to planning in PAC-MDP learning were proposed. Specifically, it was shown that the predecessor state does not have to be expanded in a given iteration when all its successors have their residuals smaller than precision $\epsilon$.

The instances of the hand washing domain with large state spaces were solved, which extends applicability of the PAC-MDP paradigm considerably beyond existing PAC-MDP evaluations which can be found in the literature.

All presented in the paper algorithms are equally applicable to goal-based as well as infinite horizon RL problems, because both in prioritized sweeping and backward value iteration, planning starts from a specific state, and it does not matter whether the domain has a goal state or not.

The theoretical justification to all contributions was provided and all approaches were further evaluated empirically. Regardless of the more specific details of the empirical evaluation, a particularly substantial contribution of this work is that the standard value iteration algorithm can be made considerably faster by the straightforward application of the BAO update rule which was proposed in this paper.
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ABSTRACT

This contribution proposes a model for argumentation-based multi-agent planning, with a focus on cooperative scenarios. It consists in a multi-agent extension of DeLP-POP, partial order planning on top of argumentation-based defeasible logic programming. In DeLP-POP, actions and arguments (combinations of rules and facts) may be used to enforce some goal, if their conditions (are known to) apply and arguments are not defeated by other arguments applying. In a cooperative planning problem a team of agents share a set of goals but have diverse abilities and beliefs. In order to plan for these goals, agents start a stepwise dialogue consisting of exchanges of plan proposals, plus arguments against them. Since these dialogues instantiate an A* search algorithm, these agents will find a solution if some solution exists, and moreover, it will be provably optimal (according to their knowledge).

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Algorithms, Theory

Keywords
Argumentation, Multiagent Planning, Cooperation

1. INTRODUCTION

The present contribution proposes a formal model of argumentative dialogues for multi-agent planning, with a focus on cooperative planning. It consists in a multi-agent extension of the DeLP-POP framework in [5], where it is shown how to adapt partial order planning (POP) to model a planner agent able to reason defeasibly (DeLP). This framework combines POP’s minimal constraints on execution ordering (see [9]), with DeLP inference based on interactions between arguments (see [4]). A DeLP-POP planner can enforce goals with a combination of actions and undefeated arguments, if their conditions (are known to) apply1. Arguments, though, are not like actions in that they apply even if unintended. Thus, arguments will not only occur to intentionally support some step of a plan, but also they will happen to defeat or defend some such supporting argument and the plan containing it.

The main challenge presented by cooperative multi-agent DeLP-POP is plan evaluation and search. We present some results2 about dialogues for argumentative plan search that apply to cooperative scenarios. In these scenarios, we have a team of agents aware of a common set of goals (hence verifiable), but ignorant of others’ abilities and beliefs, who must find a plan. An obvious solution, centralized planning carried by some planner with knowledge of these agents’ beliefs and actions, would arise questions of efficiency and privacy loss (beyond necessity). Instead we will use centralized DeLP-POP just for comparison with dialogues proposed. A dialogue consists in a series of exchanges3 of (1) plan proposals addressing the current goal, plus (2) potential arguments against (1). Atomic information (facts, rules, actions) contained in others’ messages (1) and (2) will be extracted and adopted to devise new ideas for both (1) and (2).

The main result of this contribution is that such a dialoguing team of planner agents actually implements an A*

---

1The advantages of DeLP-POP towards reasoning about actions are clear: if planning techniques prevent the well-known frame problem, by getting rid of the need to explicitly represent what does not change after an action, DeLP-POP succeeds against the qualification problem as well, since DeLP-rules can be used to encode defeasible effects of actions, as shown in Section 2.2.

2The proofs of these formal results can be found in http://www.iiia.csic.es/files/pdfs/AAMAS11ppogd.pdf.

3Dialogues are turn-based, since this choice models typically cooperative scenarios where all agents are treated in a uniform way, but also can (by adding some restrictions) model agents with power to veto information or decisions.
search procedure. Thus, the team of agents need not search the full space of plans: the dialogue terminates at a solution (if some solution exists) which is provably optimal.

2. PRELIMINARIES

Notation: Throughout the paper we make use of these conventions: the projection functions are \( \pi_k((a_0, \ldots, a_n)) = a_k \) (for \( k \leq n \)), and \( \pi_k((a_0, a_1, a_k, a_{k+1}, \ldots, a_n)) = (a_0, a_1, a_{k+1}, \ldots, a_n) \). Given propositional variables \( p, \ldots \in \text{Var} \), and a negation \( \sim \), we define the set of literals \( \ell \in \text{Lit} = \text{Var} \cup \{ \sim p \mid p \in \text{Var} \} \). Also, define \( T = \{ \ell \mid \ell \in \text{Lit} \} \). In general, if \( F : X \rightarrow Y \) is a function and \( X \subseteq Y \), we denote \( F[X'] = \{ f(x) \mid x \in X' \} \). The transitive closure of a relation \( R \) is denoted \( tc(R) \). The size of a set \( X \) is denoted \( |X| \). If \( X \) is a set, \( P(X) \) denotes its power set, and \( X^\omega \) denotes the set obtained by replacing \( \sigma \) by \( \sigma', \tau \) by \( \tau', \ldots \) in set \( X \).

2.1 Defeasible Logic \textsc{DeLP}

In [4], the authors propose a non-monotonous consequence relation, called \textit{warrant}, built upon the relation of defeat between constructible arguments for or against a literal. A defeasible logic program (or \textsc{de.l.p.}, henceforth) is a pair \( T = (\Psi, \Delta) \) consisting of a strict and a defeasible part:

- a consistent set \( \Psi \subseteq \text{Lit of facts} \), and
- a set \( \Delta \) of defeasible rules \( \delta \prec \ell_0, \ldots, \ell_k \) where \( \ell, \ell_0, \ldots, \ell_k \subseteq \text{Lit} \). Rule \( \ell \prec \ell_0, \ldots, \ell_k \) expresses: warrant for \( \ell_0, \ldots, \ell_n \) provide a (defeasible) reason for \( \ell \) to be warranted. We denote \( \text{body}(\delta) = \{ \ell_0, \ldots, \ell_n \} \) and \( \text{head}(\delta) = \ell \) as, respectively, the body and head of \( \delta \).

Derivability in \( T = (\Psi, \Delta) \) is closure under modus ponens: literals in \( \Psi \) are derivable and, given a rule \( \delta \), if each \( \ell \in \text{body}(\delta) \) is derivable, then \( \text{head}(\delta) \) is derivable.

An argument \( A \) for \( \ell \) in a \textsc{de.l.p.} \( (\Psi, \Delta) \), denoted \( \langle A, \ell \rangle \) or simply \( A \), is a set of rules \( A \subseteq \Delta \) such that (i) \( \ell \) is derivable from \( (\Psi, A) \), (ii) the set \( \Psi \cup A \) is non-contradictory, and (iii) \( A \) is a minimal subset of \( \Delta \) satisfying (i) and (ii).

We also define, for an argument \( A \) for \( \ell \):

- \( \text{conc}(A) = \ell \),
- \( \text{base}(A) = (\bigcup \text{body}(A)) \setminus \text{head}(A) \), and
- \( \text{literals}(A) = (\bigcup \text{body}(A)) \cup \text{head}(A) \)

A derivation of -or argument for- a literal \( \ell \) from \( (\Psi, \Delta) \), still, does not suffice for its being warranted in \( (\Psi, \Delta) \). The latter depends on the interaction among arguments, which will grant consistency.

Given two arguments \( A, B \), we say \( A \) attacks \( B \) if the conclusion of \( A \) contradicts some fact used in \( B \), that is, if \( \text{conc}(A) \in \text{literals}(B) \). This attack relation may roughly be seen as symmetric, in the sense that each attacked argument \( B \) contains a sub-argument \( B' \) attacking \( A \). (A \textit{sub-argument} of \( B \) is a subset \( B' \subseteq B \) supporting some inner conclusion \( \ell' \) of \( B \), i.e. with \( \ell' \in \text{literals}(B) \).) To decide which contending argument prevails, a notion for preference among pairs of conflicting arguments is needed. The formal criterion for preference here adopted lies in a comparison of information used in each argument: an attacking argument which makes use of more precise rules (or more premises) is a \textit{proper defeater} for -is preferred to- the contending argument. If two

contending arguments are not comparable in these terms, they are a \textit{blocking defeater} for each other.

Given an argument \( A_0 \) for \( \ell \), an \textit{argumentation line} \( \Lambda = [A_0, \ldots, A_n] \) is a sequence of arguments constructible in \( (\Psi, \Delta) \), where each argument \( A_{k+1} \) is a defeater for its predecessor \( A_k \). Some further conditions are needed to rule out circular or inconsistent argumentation lines; briefly, arguments supporting (resp. interfering with) \( A_n \), i.e. of the form \( A_n \) (resp. \( A_{n+1} \)) must form a consistent set, and no sub-argument \( \Lambda' \) of an argument \( A_m \in \Lambda \) may appear later in \( \Lambda \) (i.e. it cannot be that \( \Lambda' = A_m' \) with \( m' > m \)); see [4] and [5].

Since in a \textsc{de.l.p.} \( (\Psi, \Delta) \) an argument can have several defeaters, different argumentation lines rooted in \( A_0 \) can exist. Their union gives rise to a tree-like structure, the \textit{dialectical tree} for \( A_0 \), denoted \( T_{A_0}(\Psi, \Delta) \). To check whether \( A_0 \) is defeated or undefeated, the following procedure on \( T_{A_0}(\Psi, \Delta) \) is applied: label with a \( U \) (for defeated) each terminal node in the tree (i.e. each argument with no defeaters at all). Then, in a bottom-up fashion, we label a node with:

\[
\begin{cases}
U & \text{if each of its successors is labeled with a } D \\
D & \text{(for defeated) otherwise}
\end{cases}
\]

Finally, we say a literal \( \ell \) is \textit{warranted} in \( (\Psi, \Delta) \), denoted \( \ell \in \text{warr}(\Psi, \Delta) \), iff there exists an argument \( A \in (\Psi, \Delta) \) with \( \text{conc}(A) = \ell \) and \( A \) labeled \( U \) in \( T_{A}(\Psi, \Delta) \). Henceforth, \( B \) defeats \( A \) will stand for: \( A = \ldots, A, B, \ldots \) is acceptable.

2.2 A \textsc{DeLP} extension for \textsc{POP} planning

We briefly recall here state-based and \textsc{POP} planning methods, before introducing \textsc{DeLP}-\textsc{POP}. A planning domain is a tuple \( M = (\Psi, \Delta, G) \) where \( \Psi \subseteq \text{Lit} \) represents initial atomic facts, \( A \) is a set of actions and \( G \subseteq \text{Lit} \) is the set of goals of an agent. Here, an action \( \alpha = (P(\alpha), X(\alpha)) \) is a set of pre-conditions (for \( \alpha \) to be applicable) and effects. A solution is a plan \( \Pi \) leading a \( \Psi \)-world into a \( G \)-world by means of actions \( A \subseteq \Delta \).

In state-based planning, a plan \( \Pi \) is a linear sequence of actions, and thus before each action \( \alpha_0 \in A_0 \), we know which consistent state \( \sigma_0 \subseteq \text{Lit} \) will hold, with \( \sigma_0 \) consistent.

In contrast, a partial order plan (henceforth: plan) \( \Pi \) is a set of actions whose execution ordering \( \prec_{\Pi} \) (i.e. links on action pairs) is only \textit{partially specified} (thus encoding multiple linear plans). In \( \textsc{POP}, \Psi \) and \( G \) are encoded as dummy actions \( \alpha_\Psi \prec_{\Pi} \alpha_G \) with \( X(\alpha_\Psi) = \Psi \), \( P(\alpha_G) = G \) and \( P(\alpha_\Psi) = X(\alpha_G) = \emptyset \). Partial orderings give rise to the notion of \textit{threat} in \( \Pi \): an action step potentially interfering with (applicability of) some other action step. The set of all threats to a plan \( \Pi \) will be denoted \( \text{AllThreats}(\Pi) \). When detected, threats are to be solved by some threat resolution step. Thus in \( \textsc{POP} \), the set of \textit{flaws} to be solved in a plan \( \Pi \) includes threats and pending goals initially being \( \text{AllThreats}(\Pi) = \emptyset \) and \( \text{goals}(\Pi) = P(\alpha_G) \).

In state-based planning, the plan \( \Pi \) is a linear sequence of actions, and thus before each action \( \alpha_0 \in A_0 \), we know which consistent state \( \sigma_0 \subseteq \text{Lit} \) will hold, with \( \sigma_0 \) consistent.

An extension of \textsc{POP} with \textsc{DeLP}-style argumentation, denoted \textsc{DeLP}-\textsc{POP}, was introduced in [5]. A \textsc{DeLP}-\textsc{POP} plan-
ner can appeal both to arguments and actions as a way to resolve goals or threats. The original DeLP or POP notions of argument, planning domain, plan, link and threat must be modified accordingly. An argument \( A \subseteq \Delta \) is consistent if base\( (A) \cup A \) is non-contradictory (instead of condition (ii) above for \( \Psi \subseteq A \), since now arguments may apply everywhere, not just at \( \Psi \)). DeLP-POP planning domains \( \mathcal{M} = (T, A, G) \) contain now a de.l.p. \( T = (\Psi, \Delta) \), where the set of initial facts \( \Psi \subseteq \text{Lit} \) induces \( \alpha_0 \) as before and the new element \( \Delta \) contains defeasible rules that may apply anywhere in the plan. An action is a 3-tuple of the form \( \alpha = (A(\alpha), C(\alpha), X(\alpha)) \), described by, resp., sets of preconditions, constraints and effects. If literals in \( P(\alpha) \) are enforced (or warranted) and those in \( C(\alpha) \) fail to be enforced (or warranted), then action \( \alpha \) is applicable and its execution will enforce each \( \ell \in X(\alpha) \) (thus deleting \( \ell \) if holding previously). An argument \( A \) is applicable at \( S^0 \) if base\( (A) \) is enforced in \( S^0 \); in this case \( \text{concl} (A) \) is derivable\(^a\).

Let \( \ell \) be an open goal, motivated by some step \( \beta \in A_1 \) or \( A \subseteq \Delta \); i.e. \( \ell \in P(\beta) \) or \( \ell \in \text{base} (A) \). If goal \( \ell \) is planned to be enforced by an action \( \alpha \), this is encoded as a causal link of \( \Pi \), in a set denoted by \( \mathcal{CL}(\Pi) \); \((\alpha, \ell, \kappa) \in \mathcal{CL}(\Pi) \) if \( \ell \in A_1 \times \text{goals}(\Pi) \times (A_1 \cup \mathcal{CL}(\Pi)) \), with \( \kappa = \beta \) or \( \kappa = A \). If goal \( \ell \in P(\beta) \) is to be enforced by an argument, this is encoded as a support link of \( \Pi \), in a set denoted by \( \mathcal{SL}(\Pi) \); \((\beta, \ell, \beta) \in \mathcal{SL}(\Pi) \) if \( \ell \in \mathcal{SL}(\Pi) \times \mathcal{SL}(\Pi) \times A_1 \). Note that an argument \( B \) cannot support some other argument \( A \) as a link in \( \mathcal{SL}(\Pi) \). To get \( B \) to support step \( A \), just replace step \( A \) by \( \mathcal{A} \cup B \). Additional ordering constraints between action steps are encoded simply as \((\alpha, \beta) \in \mathcal{OC}(\Pi) \subseteq A_1 \times A_1 \). The union of causal links, support links (ignoring their \( \text{goals}(\Pi) \) component) and ordering constraints \( \mathcal{OC}(\Pi) \) induce, by taking the transitive closure, the partial order \( \mathcal{O} \), i.e. the order between its steps, denoted \( \preceq \):

\[
\preceq = \text{tc}(\mathcal{OC}(\Pi)) \cup \pi (\mathcal{CL}(\Pi)) \cup \pi (\mathcal{SL}(\Pi))
\]

Now we define a DeLP-POP plan \( \Pi \) for \( \mathcal{M} = (\Psi, \Delta, A, G) \) as a tuple \( \Pi = (A_1, \text{goals}(\Pi), \mathcal{OC}(\Pi), \mathcal{SL}(\Pi), \mathcal{SL}(\Pi)) \) containing actions to be used \( A_1 \subseteq A \), current open goals of \( \Pi \), and links or constraints on the execution ordering.

In DeLP-POP an agent with planning domain \( \mathcal{M} \) builds a plan incrementally: she keeps refining it with a new step at a time until a solution (a plan with no unsolved flaws) is found. The algorithm used in [5] is the following: For a plan incrementally: she keeps refining it with a new step and the transitive closure, the partial order of \( \xi \) deterministically selects an unsolved flaw (a threat, preferring any step resolution step); after this refinement we obtain \( \xi \) goals of an plan \( \Pi \), in a set denoted by \( \mathcal{CL}(\Pi) \), \( \forall \beta \in \mathcal{CL}(\Pi) \) if \( \beta \in X(\beta) \) then \( \{\langle \alpha', \beta \rangle, \beta \} \notin \text{tc}(\preceq \cup \{\langle \alpha', \alpha \rangle \}) \} \)

We use proto-state \( S^0 \) to compute which actions or unintended arguments might be triggered by \( \Pi \) in a way interfering with other steps of \( \Pi \).

Three kinds of threats must be checked during plan construction in DeLP-POP, see also Figure 1:

(a) action-action: \((\beta, (\alpha_0, \ell, \alpha_1)) \in A_1 \times \mathcal{CL}(\Pi) \times (A_1 \cup \mathcal{CL}(\Pi)) \), s.t. \( \ell \in X(\beta) \) and \( \preceq \cup \{\langle \alpha_0, \beta \rangle, (\beta, \alpha_1) \} \) is consistent; here \( \beta \) threatens the link between \( \alpha_0 \) and \( \alpha_1 \),

(b) action-argument: \((\beta, (\alpha_0, \beta, \alpha_1)) \in (\mathcal{O}(\ell) \times \mathcal{CL}(\Pi)) \), with \( X(\beta) \), \( \text{literals}(B) \supseteq \{n\} \), where \( n \) makes \( \beta \) to supply \( \beta \in S^0 \); here \( \beta \) threatens some literal used in \( B \), and

(c) argument-argument: \((C, (\beta, \alpha_1)) \in \mathcal{SL}(\Delta) \times \mathcal{SL}(\Pi) \), with \( C \) defeating \( \beta \) and base\( (C) \subseteq S^0 \), \( C \) undefeated in \( S^0 \).

Figure 1: Threat types: (a) action-action, (b) action-argument and (c) argument-argument.

For each kind of threat, different maneuvers, inspired by those in POP, may be tried: moving the cause of the threat to a harmless position (with new ordering constraints; see Figures 2 and 3(c)); or eliminating the threat itself (with a counter-action\(^b\) or a new action step; see Figures 3(c)- (c')\(^b\). We refer the reader to the algorithm in [5] for details.

Finally we describe how to model an action with defeasible effects. Suppose action \( \alpha \) has disputable effects \( e_0, p_1, \ldots \) as well as \( n \) defeasible effects \( d_0, d_1, \ldots \), which are defeated

\(^7\) Note that \( S^0 \) is computed as if \( \alpha \) was already applicable. In particular, arguments occurring before \( \alpha \) play no role in \( S^0 \).

\(^8\) Informally, we might see this threat detection-resolution process as generating a dialectical tree \( T(\alpha_1, \Delta)(\mathcal{O}) \) for each \( \alpha_0, \ldots, \alpha \in \mathcal{CL}(\Pi) \). But now the tree is built w.r.t. varying \( \Pi \), due to new threat resolution refinements.

\(^9\) Note a new precondition \( \mathcal{P} \) and new link of type \( \mathcal{SL}(\Pi) \) or \( \mathcal{CL}(\Pi) \) are needed to preserve these maneuvers’ effect in future refinements.
Figure 2: Solutions to (a), (b). Demote: (a'), (b'); and Promote: (a''), (b '').

Figure 3: Solutions to (c): Delay (c'), Defeat (c''), and Disable (c''').

by conditions $d_0', d_1, \ldots$ respectively. At its turn, the latter $d_0', \ldots$ can be defeated, resp., by $d_0'', \ldots$, and so on. To represent this α, introduce an instrumental irrevocable effect $μ'$ (meaning α was just executed): then define $X(α) = \{p_0, p_1, \ldots, μ'\}$ and expand the set of rules Δ with $\{d_k \rightarrow μ'\}_{k<n} \cup \{d_k \rightarrow μ', d_k'\}_{k<n} \cup \{d_k \rightarrow μ', d_k''\}_{k<n}$ etc. This way DeLP-POP deals with the qualification problem.

3. ARGUING ON MULTI-AGENT PLANS

The purpose of multi-agent argumentative dialogues is to let agents reach an agreement on (i) the evaluation of plans (Section 4.1); and (ii) adoption of a plan in decentralized plan search (Section 4.2), by allowing agents to refine or revise other agents’ plans and defend one’s proposals. Before addressing (i) and (ii), though, several modifications of single-agent DeLP-POP are in order.

First, each agent $x \in Ag$ is initially endowed with a planning domain $M_x = ((\Psi_x, Δ_x), A_x, G_x)$. Communication (of facts, rules, actions) from agent x to an agent y will be rendered as an expansion (resp., in $Ψ_y, Δ_y, A_y$) of $M_y$.

Second, towards collaborative discovery of potential argument steps or threats and their applicability, agents must send each other known initial facts and pre-arguments; these are like arguments but with partial knowledge of its base, and can be expanded with others’ known rules and facts. Given an agent x’s plan Π and some α ∈ $M_x$, we define a pre-argument A as a pair of literals and rules (X, A), where X ⊆ base(A) are literals known to hold before α, and base(A) \ X contains literals that may not be known that hold, or how to derive them. We define the set of pre-arguments in a proto-state $S^n_a$ as $PArgs(S^n_a, Δ_x) := \{(X, A) | X ⊆ S^n_a, A ⊆ Δ_x\}$.

Third, we introduce the cost of an action, e.g. define action α as $P(α, X(α), cost(α))$ where cost(α) ∈ $\mathbb{R}^+$. This induces an additive plan cost function $\text{cost}(Π|x, \ldots, C_i) = Σ_{x<i}\text{cost}(C_i)$ that will guide plan search. Another modification needed is the following.

**Relativizing plans to domains:**

Even if any plan Π originates from a fixed planning domain $M$, we can think of so-originated Π also as a plan for some other planning domain $M'$, and (re)-evaluate Π w.r.t. $M'$. This is useful when an agent revises her beliefs or is communicated a plan. We denote by $M \sqsubseteq M'$ that $M'$ is an expansion of $M$, i.e. $M'$ is such that for all $X \in M'$, its counterpart $X' \in M'$ satisfies $X \subseteq X'$. And similarly for $T \subseteq T'$. All these expansions may actually translate Π into $Π' := Π(\alpha_ψ, G)$.

**Lemma 1.** Proto-states $S^n_a$ are $\preceq$-monotonic under expansions of $T$: $T \subseteq T'$ implies $S^n_a \subseteq S'^a$, where $Π' := Π(\alpha_ψ)$.

Also, note that $PArgs(S^n_a, ·)$ is $\preceq$-monotonic under expansions of Δ: $Δ \subseteq Δ'$ makes $PArgs(S^n_a, Δ) \subseteq PArgs(S^n_{a'}$, $Δ')$.

**Lemma 2.** Action-action and action-argument threats (with action $\neq α_ψ$) do not increase after expansions of $T$.

In contrast, new (α_ψ) action- and argument-threats arguments may appear after expansions of $Ψ$ and, resp., $Ψ$-or-Δ.

**Lemma 3.** Let $M = ((Ψ, Δ), A, G)$ be a planning domain and Π a plan for M. Define $M^a := ((Ψ^*, Δ^*), A', G')$ as:

\[ Ψ^* = \{ξ ∈ Ψ | (α_ψ, ·, η) ∈ CL(Π)\}, Δ^* = \bigcup_{ξ \in Ψ} CL(Π), G' = G ∪ \text{goals}(Π) \text{ and } A' = (A_1 \setminus (α_ψ, G)) ∪ \{a_ψ, a_ψ'\}. \]

Then, for any $M' = ((Ψ', Δ'), A', G')$ with $Ψ' \sqsubseteq Ψ$, $Π(α_ψ, G)$ is a plan for $M'$ iff $M^a \sqsubseteq M'$.

Only these types of threats that may increase after expansions will be open to argumentation when evaluating the plan’s flaws (or its planhood). These results justify the sufficiency of the next relativizations 10:

**Definition 1.** Let Π be a POP for a given $((Ψ, Δ), A, G)$, and let $T' = (Ψ', Δ')$ be another POP. We define the relativization of $S^n_a$ to $Ψ'$ as $S^n_{a'} = S^n_a$, with $Π' = Π(α_ψ)$. We denote by Threats $T'$ the set of threats to argument steps in Π according to $T'$, as the set of tuples a $[(κ, (A, g, α)) \in (Π(Δ) \cup \text{lit}) \times SL(Π)]$ such that either:

\[ (a) \text{ Initial dummy action } α_ψ \text{ is also initially different to each agent. We will assume each agent } x, \text{ when speaking, uses the convention of referring to her initial action, i.e. } α_ψ, \text{ by using the neutral symbol } α_ψ. \]
κ ⊆ Δ, base(κ) ⊆ S^Ψ \alpha, κ defeats A, and undefeated in S^Ψ \alpha; or κ = ℓ, with ℓ ∈ X(αΨ) ∩ literals[A], and αΨ makes ℓ ∈ S^Ψ \alpha true.

4. COOPERATIVE PLANNING

In the following, we assume we have a set of agents Ag = {1, ..., k}, each one with a planning domain M_x = ((Ψ_x, Δ_x), A_x, G_x). In purely cooperative scenarios, agents have no individual interests (i.e., G_i = G_f for any i, j ∈ Ag) and hence no incentives to retain relevant information. Moreover, we assume ∪_{x ∈ M} Ψ_x is a consistent set. Also, a unique team dialogue to find a solution would suffice. Before presenting dialogues for cooperative plan search, we introduce first a simpler dialogue to evaluate a fixed plan.

4.1 Argumentative Plan Evaluation.

We present now a turn-based dialogue (an agent talking only during her turns) permitting agents i, j to collaborate to discover threats to any argument step Ai, i.e., with (A_i, α) ∈ SC(II). Here II is a plan for some M_II made public. (That is, we assume M_II ⊆ M_x, x ∈ Ag). All agents may contribute to argue against A_i.

Agents are enumerated by function ε : N^+ → Ag as: ε(n + r · |Ag| = i for any r, i ∈ N and i ∈ |Ag|; that is, ε assigns turns to agents this way: 1, 2, ..., k, 1, 2, ... . At each turn, n + 1, agent ε(n + 1) sends a set A^{n+1} as above. For each (X, B) ∈ A^{n+1}, any other agent j ≠ ε(n + 1) learns as initial facts those literals stated in X that are not in her view of the proto-state, i.e., with ℓ ∈ X ∖ S^Ψ \alpha. All rules from B which are novel to j are learned as well. Formally,

Definition 2. For x ∈ Ag let M_x = ((Ψ_x, Δ_x), A_x, G_x) be given, and ε : N^+ → Ag as above. Let II be a plan communicated by, say, agent 1 to Ag. We define for each x ∈ Ag, A^0 = ∅, ψ^0 = Ψ_x, A^0 = Δ_x, and

A^{n+1} = \{κ, (A_\ell, α) ∈ P(Lit) \mid \text{Either} \begin{align*}
&\text{A}^{n+1} = \{κ, (A_\ell, α) ∈ P(Lit) \mid \text{either} \begin{align*}
&\kappa = (X, B) \text{ and } X \subseteq base(B) \cap S^\alpha_{1} = ∅, \text{or} \begin{align*}
&\kappa \in \{\emptyset, \emptyset \} \times X(\alpha_{1}^{-1}) \} \text{ has positive } \kappa \text{ defeats } A \text{ in } S^\alpha_{1}.
\end{align*}
\end{align*}
\end{align*}
\end{align*}
\end{align*}
\end{align*}

Finally, let n* be the smallest number such that A^{n*} = ∅. We define ψ^{n*} = ψ^0, and A^{n*} = A^0.

First note that literals learned in ψ^{n+1} from (X, B, ·) ∈ A^{n+1} really come from the agent n + 1’s ψ-set and propagated to this proto-state.

Lemma 4. If ℓ ∈ X ∖ S^Ψ \alpha for some ((X, B), (A_\ell, α)) ∈ A^{n+1}, then ℓ ∈ ψ^{n+1}.

Also note that, since the d.l.p. of each agent is finite, n* is finite, i.e., these dialogues will always terminate in a finite number of steps. This dialogue is compared next with centralized plan evaluation, where (a) we consider the fusion of agents’ initial d.l.p.’s T_{SAk} = (Ψ_{SAk}, Δ_{SAk}) = (\bigcup_{x \in M} Ψ_x, \bigcup_{x \in M} Δ_x), and (b) a central planner computes arguments and threats in this new d.l.p. (Ψ_{SAk}, Δ_{SAk}).

The next theorem, then, compares the result of any agent after the evaluation dialogue for Threats^{FS}_II(II) with that of centralized evaluation Threats^{TS}_II(II). Even if T_{SAk} \supseteq T_{SAk} may hold, both evaluations agree on threats detected in II and whether II is a plan.

Theorem 1. Given M_x = ((Ψ_x, Δ_x), A, G) for each x ∈ Ag, II a plan for M_II communicated to Ag \{x\}. Then, for each x, II is a plan for ((Ψ_x, Δ_x), A, G) iff it is for (T_{SAk}, A, G), and Threats^{FS}_II(II) = Threats^{TS}_II(II).

4.2 Dialogue-based A* plan search.

The next step is to use these dialogues as part of more dynamic dialogues wherein new plans are proposed. The main result of this paper is that we can decentralize multi-agent planning, at least in cooperative scenarios, by using a dialogue-based plan search procedure. This is done by comparing these dialogues with centralized planning in the fusion of agents’ planning domains M_II \supseteq (T_{SAk}, A_{SAk}, G), where A_{SAk} = \bigcup_{x \in M} A_x. But first, we recall A* search and show it can be used in single-agent DeLP-POP.

4.2.1 A* search in DeLP-POP.

Search algorithms, in the literature, are abstractly defined with non-deterministic choice. In DeLP-POP plan search we saw two such places for non-deterministic choice exist: the selection of the next flaw to be solved (this is optional) and a selection function f for the next refinement, based on minimizing some evaluation function f(II) that estimates the cost of a solution refining II.

We opt for an A* search algorithm, based on delayed termination and an additive evaluation function f(II) = cost(II) + f’(II), where f’(II) is some heuristic estimation of the cost of some best solution II* extending II.

Recall that A* procedure is as follows. Start with the initial node Π_0, and define sets open = {Π_0} and closed = ∅. At each iteration, open is expanded with all generated refinements of current node II, while II is sent to closed. Then, we minimize |f(open)| to select a refinement II(ξ).

Notice that A* does not terminate at the first solution, but keeps exploring for less costly possibilities, guided by |g(open)| = argmin (|open|). If, moreover, f’ is optimistic, i.e., f’(II) ≤ f’(II*) = cost(II*), then this A* search finds an optimal solution (if a solution exists). Below we will consider the particular case f’(II) = 0, so our next-refinement choice function will be just g(open) := argmin (|open|).

For a given planning domain M, we define Plans_0(M) as the set of nodes in Plans(M) that are generated under A* search with g.

Proposition 1. If f’ be optimistic, g is admissible for DeLP-POP search: Sol(Plans(M)) ≠ ∅ iff Sol(Plans_g(M)) ≠ ∅, and a solution II* in the latter is optimal.

The reason is as follows. Suppose M = (T, A, G) is a finite domain, so that the cost of any action a ∈ A has positive lower bound cost[A] ≥ δ > 0. Then if (T, A, G) is solvable,
a search algorithm guided by \( g \) is guaranteed to output an optimal solution in \( \text{Sol} \left( \text{Plans}_g (M) \right) \) if every infinite path has unbounded cost (see [8]). To see this: if the path contains infinite action steps then it is unbounded, since \( A \) is finite implies that \( 0 < \delta \leq \text{cost}[A] \) for some \( \delta \). Now, if \( M \) is finite, so is flaws(\( \Pi \)); hence null-cost threat resolution moves must be finite. The same reasoning, plus the no-argument-supports-supportment policy, implies there can be no infinite sequence of null cost argument steps so we are done.

Hence, \( A^* \) can be applied to \( \text{DeLP}-\text{POP} \) plan search for a fixed domain, e.g. centralized \( M_{\text{Ag}} \). Below, we show that \( A^* \) is also applicable to dialogue-based multi-agent plan search.

### 4.2.2 A* search in cooperative \( \text{DeLP}-\text{POP} \)

Given agents \( A = \{1, \ldots, k\} \), decentralized plan search is also realized as a turn-based dialogue. Turns are now of the form \((n, m) \in N \times N\), ordered lexicographically: \((n, m)\) occurs before \((n', m')\) iff \( n < n' \) or \( n = n' \) and \( m < m' \). The agent speaking at \((n, m)\), who sends a set \( \Pi(n, m) \) of refinements of the plan selected at the \( n\)-th iteration of \( A^* \), and a set \( U(n, m) \) of potential threats to previous plans in \( \Pi(n, m') \) for \( m' < m \). Potential threats are now labeled with the link and the plan targeted, say \( \Pi' \) in \( \Pi(n, m) \). In terms of evaluation dialogues, \( U(n, m) \) contains, for each such \( \Pi' \), the corresponding \( k^{m-m'} \times \{ \Pi \} \) (under some permutation \( \tau : A \to A \) and initial domains set at \( \{ M_{\text{Ag}} \}_{x \in A} \).

Other agents \( x \neq \varepsilon (m) \) learn from \( U(n, m) \) and \( \Pi(n, m) \) (1) literals from pre-arguments and causal links of the form \( \alpha \land \ell \), (2) rules from pre-arguments and support links, and (3) other agents’ actions from suggested plans. This grants that each \( \Pi' \in \Pi(n, m) \) is understood: \( M' \subseteq M_x \).

Only when, during \( A_g \) successive turns \((n, m), \ldots, (n, m + |A|)\) agents do not submit more plans or possible threats, we set \( \omega(n) = m \) and move to turn \((n + 1, 0)\). To do so, the set of open nodes is updated with refinements for the current plan: \( \Pi(n, m) = \Pi(1) \cup U(n, m) \).

At \((n + 1, 0)\) agents select the best of open nodes: \( \Pi(n + 1, 1) = g(\Pi(n, m) \cup u(n + 1, 0)) \). If this contains no flaw, the dialogue terminates. Otherwise the procedure starts again for this plan.

### Definition 3. Given \( M_{\text{Ag}} = ((\psi_x, \Delta_x), A, G) \) as before, we set \( M_{\text{Ag}}^{(0, 0)} := M_{\text{Ag}} \) and define \( \Pi^{(0, 0)} = U^{(0, 0)} = U^{(1, 0)} = \emptyset \), leading(0) = h(G), and \( \Pi^{(0, 1)} = \{ \Pi_0 \} \).

And, \( \Pi^{(n, m + 1)} = \{ \Pi(\xi) \in \Pi(n, m + 1) \mid \Pi(\xi) \subseteq \Pi(n, m) \land g(\Pi(\xi) \neq \emptyset) \} \)

where \( m_n = \min m \) s.t. \( \Pi(n, m) = \Pi(n, m + |A| - 1) \) and \( \Pi(n, m) = \Pi(n, m + |A| - 1) = \emptyset \).

\( U^{(n, m + 1)} = \{ (\kappa_0, \kappa_1), (n', \ell, \kappa''), \Pi' \mid \Pi' \subseteq \Pi(n, m + 1) \land (\kappa_1, (\ell', \kappa''')) \in \text{Threats} \}

\( \{ \kappa_0 \subseteq \text{base}(\kappa_1) \lor (\kappa_0, \kappa_1) \in \{ \emptyset \times \text{Lit} \} \}

At turns of the form \((n, m + 1)\) updates, at turn \((n, m + 1)\),

\[ \psi^{(n, m + 1)}_x = \psi^{(n, m)}_x \cup (\tau_1 (U^{(n, m + 1)})) \cup \Delta^{(n, m + 1)}_x \]

\[ \Delta^{(n, m + 1)}_{\text{D}} = \Delta^{(n, m)}_{\text{D}} \cup \{ (\xi, \delta \Pi(n, m + 1) \mid (1, \kappa) \in \Pi(n, m + 1) \}

\[ \Delta^{(n, m + 1)}_{\text{U} = \cup \{ (\xi, \delta \Pi(n, m + 1) \mid (1, \kappa) \in \Pi(n, m + 1) \}

For sets \( X^{(n, m)}_\cdot \) defined here plus \( M_{\text{Ag}}^{(n, m)} \) we define \( X^{(n, m + 1)}_{\cdot} = \bigcup X^{(n, m)}_\cdot \)

### Theorem 2. Let \( M_{\text{Ag}} \) and g be as above. Then, \( \text{Sol}(\text{Plans}_g (M_{\text{Ag}})) \neq \emptyset \) iff \( \text{Sol}(\text{Plans}_g (M_{\text{Ag}})) \neq \emptyset \), for any \( x \); moreover, a solution \( \Pi' \) in the latter is optimal.

Thus, agents may safely use these dialogues to find an optimal, cooperative plan which makes use of their abilities.

### 5. EXAMPLE OF APPLICATION

The next example (see Figure 4)13 shows a scenario to Cooperative Planning. There are three different locations in this scenario Beijing, Fuzhou and Taipei. Our multi-agent systems is composed of two agents, Joe and Ann, who wish to travel to Taipei to attend the AAMAS conference as invited speakers. As can be seen, there are several direct or indirect connections between Beijing and Taipei: via car and ship, train and ship, or plane. The agents, the car, the train and the plane are initially located at Beijing, and the goal \( G = (\{ (\text{Ag}\{1\}) \}) \) is to have the two agents at Taipei subject to the restriction that they must always travel together. Literals and actions are the following14:

- \( I, I_1, I_2, I_3 - \text{Beijing, Fuzhou and Taipei}, \)
- \( \text{car}, \text{tra}, \text{pl}, \text{shi} - \text{a car, a train, a plane, a ship}, \)
- \( r, rl, al, ml - \text{a road, a railway, an airline company, a maritime line}, \)
- \( br, sn, wg, ss - \text{bad weather, snow, gusts, stormy sea}, \)
- \( br, ll, esf, aco - \text{bad railroad, landslides, electrical supply failure, airplane engines work well (after test)} \)
- \( v, ds, ip, gw - \text{volcano ash cloud, dangerous situation, risk of increased pollution, contribution to global warming}, \)
- \( h, tj, kudTV, kudI - \text{holidays, traffic jam, kept up to date by TV news, kept up to date by Internet news}, \)
- \( \mu_C, \mu_F, \mu_T, \mu_S - \text{moved car, moved plane, moved train and moved ship} \)

1. \( mP(pl, j, k) - \text{moving plane } 'pl' \text{ from location } 'j' \text{ to } 'k'. \)
2. \( mT(tr, j, k) - \text{moving train } 'tra' \text{ from location } 'j' \text{ to } 'k'. \)
3. \( mS(shi, j, k) - \text{moving ship } 'shi' \text{ from location } 'j' \text{ to } 'k'. \)
5. \( fMc(car, j, k) - \text{fast-moving car } 'car' \text{ from location } 'j' \text{ to } 'k'. \)

13Get Directions on Google maps; http://maps.google.es
14We consider propositional STRIPS planning representation, and the default proposition (have p) to any literal p that does not have an associated proposition.
Figure 4: Scenario of the application example

A_{0,*} = \begin{cases} \{ \mu_C, \mu_P \} & \text{if } \left\{ \text{link rl l1 l2}, (at car l1), (at Ag l1) \right\} \\ \{ \mu_P \} & \text{if } \left\{ \text{link al l1 l3}, (at pl l1), (at Ag l1) \right\} \\ \{ \mu_T \} & \text{if } \left\{ \text{link rl l1 l2}, (at tra l1), (at Ag l1) \right\} \\ \{ \mu_S \} & \text{if } \left\{ \text{link ml l2 l3}, (at shi l2), (at Ag l2) \right\} \end{cases}

\psi_{0,*} = \begin{cases} \text{wg, aeo, kudTV; (at Ag l1)} & \text{if } \left\{ \text{link rl l1 l2}, (at tra l1), (at shi l2) \right\} \\ \text{wg, aeo; kudTV; (at Ag l1)} & \text{if } \left\{ \text{link rl l1 l2} \right\} \end{cases}

Figure 5: Knowledge of actions and initial facts.

We describe next the initial planning domains: for \( x \in \text{Ag} = \{ \text{Ann, Joe} \} \), let \( M_{0,*}^{(0,0)} = (\psi_{0,*}, \Delta_{0,*}^{(0,0)}, A_{0,*}^{(0,0)}, G) \) be defined as in Figures 5 and 6. Actions \( \alpha = (P(\alpha), X(\alpha), \cdot) \) are represented under the form \( X(\alpha) \leftarrow P(\alpha) \). Ann and Joe have different knowledge so two pieces of derived information from each agent can appear to be contradictory. Let’s assume that Joe uses TV as a source of information, but Ann prefers Internet to keep up to date, and both agree in finding a plan that minimizes the time units.

In what follows, we explain how to obtain an optimal plan \( \Pi^* \) that satisfies the goal \( G = \{ (at Ag l3) \} \).

The planning process starts with Ann’s empty plan \( \Pi_A \), essentially, \( \{ \alpha_\emptyset < \alpha_G \} \) and \( \Upsilon^{(0,1)} = \emptyset \). Joe learns nothing from it; and both agents set \( g(\Pi^{(0,0)}) = \Pi_A \). Then \( \text{flaws}(\Pi) \) returns \( (at Ag l3) \). At turn 1, Joe suggests the ship argument, while at next turn 1,2, Joe puts forward this argument step (Figure 7(a)):

\( \Pi_J(\xi_{0,0}) \in \Pi^{(1,2)} \) where \( \xi_{0,0} = (A_{0,*}^{(0,0)}, \{ (at Ag l3), \alpha_G \}) \) and \( A_{0,*}^{(0,0)} = \{ (at Ag l3) \} \).

Ann learns the rule in \( A_{0,*}^{(0,0)} \). This is the plan with less cost, so it selected at \( \Pi^{(2,0)} \) with \( \text{flaws}(\Pi_{\alpha}(\xi_{0,0})) = \{ \mu_P \} \).

At (2,1) turn, Ann cannot refine this plan. This is done,

at turn 2,2 by Joe: \( \Pi_J(\xi_{0,0}^{(2,2)}(mP, \mu_P, \Delta_{0,*}^{(2,2)})) \in \Pi^{(2,2)} \), where he proposes the action \( mP(l, l1, l3) \) to enforce \( \mu_P \) (Figure 7(b)). Let \( \Pi^* \) denote this plan. Each agent x learns in \( (2,2) \) that \( \mu_P \in S_{0,*}^{(2,2)} \). Ann learns action \( mP \).

Now its Ann’s turn (2,3). She finds an argument-threat to \( A_{0,*}^{(0,0)} \) based on her initial knowledge of kudI. She sends \( \Upsilon^{(2,3)} = \{ \{ \text{kudI}, B_{0,*} \}, (A_{0,*}^{(0,0)}, \{ (at Ag l3), \alpha_G \}) \} \) where \( B_{0,*} = \{ \{ \text{at Ag l3} \}, \{ \mu_P, \mu_S \}, \text{ds} \} \). Ann learns the rules these are learnt by Joe. Assume Joe’s plan is selected at \( \Pi^{(3,0)} \) with flaws(\( \Pi^* \)) containing Ann’s threat based on \( B_{0,*} \).

Ann’s turn (3,1), she finds nothing else relevant to Joe’s plan. Joe’s turn (3,2). To solve Ann’s threat. Joe selects a \( \text{Defeat} \) move against \( ds \), based on his knowledge. \( \Pi^{(3,2)} = \{ \Pi(\text{Defeat}(\xi_{0,0}, B_{0,*})) \} \) where \( \xi_{0,0} = \{ \{ \text{aeo} \}, \{ \text{va} \} \} \). It is a \( \text{Defeat} \) resolution move since: \( \sim \text{conc}(C_{0,*}^{(3,2)}) \) (Figure 8(d)).

In summary, Joe suggested to take the plane to arrive to Taipei, but Ann attacked the proposal because the volcano ashes are expected according to the Internet information, and Joe replied that this situation will not affect the flight between Beijing and Taipei (according to the results on engine tests). For space reasons, we omit the rest of the dialogue showing this plan can be refined to an optimal solution.
6. RELATED WORK

The work presented here is similar to several proposals found in the literature: multi-agent argumentation (in non-dynamic scenarios), cooperative planning (without defeasible argumentation) and centralized planning.

Some systems that build on argumentation apply theoretical reasoning for the generation and evaluation of arguments to build applications that deal with incomplete and contradictory information in dynamic domains. Some proposals in this line focus on planning tasks, or also called practical reasoning, i.e. reasoning about what actions are the best to be executed by an agent in a given situation. Dung’s abstract system for argumentation [3] has been used for reasoning about conflicting plans and generate consistent sets of goals [1, 7]. Further extensions of these works present an explicit separation of the belief arguments and goals arguments and include methods for comparing arguments based on the worth of goals and the cost of resources [10]. In any case, none of these works apply to a multi-agent environment. A proposal for dialogue-based centralized planning is that of [12], but no argumentation is made use of. The work in [2] presents a dialogue based on an argumentation process to reach agreements on plan proposals. Unlike our focus on an argumentative and stepwise construction of a plan, this latter work is aimed at handling the interdependencies between agents’ plans. On the other hand, we can also find some systems that realize argumentation in multi-agent systems using defeasible reasoning but are not particularly concerned with the task of planning [13]. All in all, the novelty of our approach is the combination of all these aspects: defeasible reasoning, decentralized planning and multi-agent systems.

7. CONCLUSIONS AND FUTURE WORK

We have presented a decentralized A* plan search algorithm for multiagent argumentative planning in the framework of DelP-POP. This search is implemented as a dialogue between agents, which cooperate to criticize or defend alternative plans by means of defeasible arguments. Only potentially relevant information is exchanged in the dialogue process, which terminates in a provably optimal solution upon which agents cannot disagree.

For future work, several directions seem promising: extending the present approach to other multiagent scenarios, like Argumentation-based Negotiation, or an extension into Temporal Planning.
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ABSTRACT

The Nash equilibrium is the most commonly adopted solution concept for non–cooperative interaction situations. However, it underlays on the assumption of common information that is hardly verified in many practical situations. When information is not common, the appropriate game theoretic solution concept is the self–confirming equilibrium. It requires that every agent plays the best response to her beliefs and that the beliefs are correct on the equilibrium path. We present, to the best of our knowledge, the first study on the computation of a self–confirming equilibrium for two–player extensive–form games. We provide algorithms, we analyze the computational complexity, and we experimentally evaluate the performance of our algorithms in terms of computational time.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artificial Intelligence

General Terms
Algorithms, Economics

Keywords
Game Theory (cooperative and non-cooperative)

1. INTRODUCTION

Non–cooperative game theory provides elegant models and solution concepts for situations wherein rational agents can strategically interact [5]. The central solution concept is the Nash equilibrium: it defines how agents should act in settings where an agent’s best strategy may depend on what the others do. One of the main drawbacks of employing the Nash equilibrium concept in many practical situations is the assumption of common information. That is, when information is complete, common information means that each agent knows the private utility values of her opponents and knows that her opponents know her private utility values and so on. When information is uncertain, the constraint of common information is harder: each agent must have a Bayesian prior over her opponents that must be common for all the agents. This assumption seems to be unrealistic in a large number of practical situations (e.g., negotiations).

Basically, a Nash equilibrium provides some prescriptions to the agents without explaining how agents can have formed a common prior. This prior formation process is customarily studied in the literature as a learning process in which each agent has some (generally incorrect) beliefs over the behaviors of her opponents and, by repeatedly observing the moves of the opponents, adjusts her beliefs by means of a learning algorithm. The crucial point is that, when we study the problem of finding the agents’ optimal strategies incorporating the problem of prior formation, some steady states may not be Nash equilibria. Game theory provides a solution concept, called self–confirming equilibrium [3, 4], that is appropriate for these situations (regardless of the specific learning algorithm adopted by the agents). The basic idea behind the concept of self–confirming equilibrium (from here on SCE) is that the agents’ beliefs need to be correct only at the information sets reached on the equilibrium path. Since the agents do not observe the behavior of their opponents off the equilibrium path, their beliefs can be incorrect at those information sets. The set of SCEs contains the set of Nash equilibria, a Nash equilibrium being a SCE in which the beliefs are correct at every information set. While in strategic–form games, all the SCEs are also Nash equilibria (all the information sets being on the equilibrium path), this is not the case for extensive–form games. In these games, a SCE may not be a Nash equilibrium. The game theory literature provides also several refinements of SCEs to capture different situations (e.g., when a agent is drawn from a population of individuals).

In this work, we focus on two–player extensive–form games and we study the problem of computing a SCE and its refinements regardless of the specific learning algorithms adopted by the agents. SCEs have been already considered in some previous works both on learning algorithms [13, 19] and practical applications (e.g., auctions) [14], but, to the best of our knowledge, no work discusses how agents can have formed a SCE and its refinements can be computed. We extend the algorithms for finding a Nash equilibrium [17] to compute a SCE and we study their properties and computational complexity. Furthermore, we experimentally evaluate the computational time of our algorithms to compare their performances and to find the size of the game instances solvable within a reasonable time (10 minutes). We developed a game instance generator and we generated the game instances that are inspired to those used in [8, 18].
In our mind, the applications of our algorithms are two. They can be used to compute an equilibrium for a given non–cooperative problem (as it happens for Nash equilibrium), or they can be used within learning algorithms to guide the converge to an equilibrium or to evaluate their performance.

The rest of the paper is organized as follows. Section 2 introduces extensive–form games and algorithms to compute a Nash equilibrium. Section 3 presents the core of our results, discussing the algorithms for computing SCEs, while Section 4 provides experimental evaluations. Section 5 concludes the paper. Appendix A discusses how linear complementarity formulations can be solved.

2. EXTENSIVE–FORM GAMES AND SOLVING ALGORITHMS

2.1 Definitions

A finite perfect–information extensive–form game [17] is a tuple \((N, A, V, T, t, ρ, χ, u, I)\), where: \(N\) is the set of \(n\) agents, \(A\) is a set of actions, \(V\) is the set of decision nodes of the game tree, \(T\) is the set of terminal nodes of the game tree, \(t : V \rightarrow N\) is the agent function that specifies the agent that acts at a given decision node, \(ρ : V \rightarrow \mathcal{P}(A)\) returns the actions available to agent \(i\) at decision node \(w\), \(χ : V \times A \rightarrow V \cup T\) assigns the next (decision or terminal) node to each pair composed of a decision node \(w\) and an action \(a\) available at \(w\), and \(u = (u_1, \ldots, u_n)\) is the set of agents’ utility functions where \(u_i : T \rightarrow \mathbb{R}\). An extensive–form game is with imperfect information when some action of some agent is not perfectly observable by the agent’s opponents. Formally, it is a tuple \((N, A, V, T, t, ρ, χ, u, I)\) where \(N, A, V, T, t, ρ, χ, u\) is a perfect–information extensive–form game and \(I = (I_1, \ldots, I_n)\) with \(I_i = (I_{i,1}, \ldots, I_{i,k_i})\) is a partition of set \(V_i = \{w \in V : \iota(w) = i\}\) with the property that \(ρ(w) = ρ(w')\) whenever there exists a \(j\) for which \(w, w' \in I_{i,j}\). The sets \(I_{i,j}\) are called information sets. We focus on games with perfect recall, where every agent recalls all the actions undertaken by her and by the opponents (this assumption induces some constraints over \(I\), omitted here for reason of space).

A pure strategy \(σ_i\) is a plan of actions specifying one action for each information set of agent \(i\). A mixed strategy \(σ_i\) is a randomization over pure strategies (plans). An alternative representation is given by behavioral strategies. They are the strategies in which each agent’s (potentially probabilistic) choice at each information set is made independently of the choices at other nodes. Essentially, a behavioral strategy \(σ_i\) assigns each information set \(h \in I_i\) a probability distribution over the actions available at \(h\). With perfect recall, the two representations (plans and behavioral) are equivalent.

Each agent has a system of belief providing her beliefs over the behavior of the opponents. We call \(μ_i^j\) the system of belief of agent \(i\) over strategy \(σ_j\) of agent \(j\). The beliefs are correct if \(μ_i^j = σ_j\) for every \(i\) and \(j\). We call \(μ_i = \{μ_i^j : \text{ for all } j \neq i\}\). A pair \((σ, μ)\), where \(σ\) is the agents’ strategy profile and \(μ\) is the set of all the agents’ \(μ_i\), is called assessment.

Under the assumption that information is complete and common we can define the concepts of Nash equilibrium as an assessment \((σ, μ)\) such that for all \(i \in N\): strategy \(σ_i\) is a best response to \(μ_i\), and beliefs \(μ\) are correct.

It is well known that in extensive–form games some Nash equilibria may be not reasonable with respect to the sequential structure of the game. The concept of sequential equilibrium refines the concept of Nash equilibrium removing these equilibria [9]. A sequential equilibrium is an assessment \((σ, μ)\) such that for all \(i \in N\): strategy \(σ_i\) is sequentially optimal with respect to \(μ_i\) (in the sense of backward induction), and there exists a sequence of fully mixed strategies \(σ_{1,m} \ldots σ_{n,m}\) such that for all agents \(i\) \(lim_{m \rightarrow \infty} σ_{i,m} = σ_i\) and the limit of the sequence of beliefs derived from the fully mixed strategies by using the Bayes rule converges to \(μ\). The second condition is called Kreps and Wilson consistency and entails that the beliefs are correct. (The use of fully mixed strategies is accomplished to characterize beliefs off the equilibrium path where the Bayes rule cannot be applied.)

2.2 The sequence form

The computation of a Nash equilibrium in an extensive–form game can be easily accomplished by transforming the game in normal form and then by computing a Nash equilibrium. We recall that the normal–form of an extensive–form game is a matrix–based representation where the agents’ actions are plans of actions in the extensive–form game. However, the normal–form is exponential in the size of the extensive–form game, making the computation of a Nash equilibrium hard. One way to avoid this problem is to work directly on the extensive–form representation by employing behavioral strategies. This can be efficiently accomplished by using an alternative representation called sequence form [7]. This is a sparse matrix based representation where: \((i)\) each agent’s actions are (terminal and non–terminal) sequences \(q\) of her actions in the game tree (consider Fig. 1, \(q = R\) is a non–terminal sequence of agent 1, while \(q = RL_1\) is terminal); \((ii)\) given a profile of sequences \(q = (q_1, \ldots, q_n)\) where \(q_i\) is the sequence of agent \(i\), if \(q\) leads to a terminal node, then the agents’ payoffs are their utilities over such a node, otherwise the payoffs are null; and \((iii)\), called \(q' = q/a\) the sequence obtained by extending \(q\) with action \(a\) (e.g., \(q' = RL_1\) with \(q = R\) and \(a = L_1\)), the probability of a sequence \(q\) is equal to the sum of the probabilities of the sequences that extend it. Once a game is solved in sequence form, the behavioral strategies can be easily computed.

We report the sequence form constraints for two–player games in a mathematical programming fashion. We explicitly consider the agents’ beliefs (even if they can be omitted, being correct in a Nash equilibrium) because we shall use them in the next section. We denote the probabilities with which agents make their sequences (i.e., \(σ\)) by \(p_i(q)\), and we denote the agents’ systems of beliefs (i.e., \(μ\)) by \(μ_i(q)\), where \(p_i(q)\) is the belief of agent \(i\) over the strategy of agent \(i\). We denote by \(Q_i\) the set of sequences of agent \(i\), by \(I_q\) the set of the information sets of agent \(i\) reachable from sequence \(q \in Q_i\) (consider Fig. 1, \(I_R = \{.12\}\)), and by \(h_q\) a generic information set belonging to \(I_q\). Strategies \(p_i()\) and beliefs \(μ_i()\) are subject to the following constraints (\(∅\) is the empty sequence):

\[
p_i(∅) = 1 \quad \forall i \in N \quad (1)
\]

\[
p_i(q) = \sum_{a \in A_{h_q}} p_i(q/a) \quad \forall i \in N, q \in Q_i, h_q \in I_q \quad (2)
\]

\[
p_i(q) ≥ 0 \quad \forall i \in N, q \in Q_i \quad (3)
\]

\[
p_i(∅) = 1 \quad \forall i \in N \quad (4)
\]

\[
p_i(q) = \sum_{a \in A_{h_q}} p_i(q/a) \quad \forall i \in N, q \in Q_i, h_q \in I_q \quad (5)
\]

\[
p_i(q) ≥ 0 \quad \forall i \in N, q \in Q_i \quad (6)
\]
We introduce two further constraints that we shall use in what follows. We denote by \( v_i(q) \) the utility agent \( i \) receives from taking sequence \( q \) and by \( \theta_q \), the utility an agent expects to gain when it plays at information set \( h \) (i.e., the largest expected utility among those of the sequences \( q | a \) where \( a \) is available at \( h \)).

\[
v_i(q) = \sum_{q' \in Q_1} \bar{p}_{-i}(q')U_i(q, q') + \sum_{h \in I_q} \theta_q, \quad \forall i \in N, q \in Q_1.
\]

(7)

Constraints (7) state that the agent \( i \)'s expected utility from sequence \( q \) is equal to the sum of the expected utility over the terminal outcomes (if reached) and of the expected utilities of the information sets reachable by performing \( q \) (if exist).

Constraints (8) state that the utility at \( h \) is not smaller than the utility of all the sequences \( q | a \) where \( a \) is available at \( h \).

\[
v_i(q | a) \leq \theta_q, \quad \forall i \in N, q | a \in Q_1, a \text{ at } h, h \in I_q.
\]

(8)

2.3 Computing an equilibrium

The computation of a Nash equilibrium is essentially a feasibility mathematical programming problem [17] that always admits at least a solution in mixed strategies. It is known to be PPAD-complete [2]. We recall that it is generally believed that PPAD=P and that computing a Nash equilibrium requires exponential time in the worst case. For a two-player game there are three main exact solving algorithms. LH provides a linear complementarity mathematical programming formulation and an algorithm based on pivoting techniques [11]. While LH is applicable to solve an extensive-form game in normal form, it cannot be applied to solve it in sequence form. In this case, a generalization of LH, called Lemke's algorithm is commonly used [10]. SGC provides a mixed integer linear mathematical programming formulation [16]. PNS provides an algorithm based on support enumeration [15]. SGC and PNS have been never used for extensive-form games. Below we discuss how they can be extended to these games because they play a crucial role for the computation of a SCE (precisely, a subclass of SCE cannot be computed by linear complementarity programming).

We report the mathematical programming formulations of the above algorithms for the extensive-form. At first, we require that the beliefs are correct:

\[
\hat{p}_i(q) = p_i(q) \quad \forall i \in N, q \in Q_1.
\]

(9)

The extensive-form linear complementarity mathematical programming formulation (called ELC) is:

\[
(\theta_q - v_i(q | a))p_i(q | a) = 0 \quad \forall i \in N, q | a \in Q_1, a \text{ at } h, h \in I_q
\]

(10)

Constraints (10) state that, if sequence \( q | a \) is played with strictly positive probability, then its utility \( v_i(q | a) \) must be equal to the utility \( \theta_q \) of the information set \( h \) at which \( a \) is played (i.e., at every \( h \in I \) agent \( i(h) \) plays her best actions).

The mixed integer linear problem (called ESCG) is based on binary variables \( s_i(q) \in \{0, 1\} \) such that, when sequence \( q \) is in the support of agent \( i \) (i.e., \( p_i(q) > 0 \)), \( s_i(q) = 1 \). We notice that, by the sequence form constraints, we can have that \( p_i(q) > 0 \) even when \( q \) is played off the equilibrium path (e.g., consider Fig. 1, when \( p_1(L) = 1, p_2(r) = 1 \), \( r \) is off the equilibrium path). The ESCG formulation is:

\[
\begin{align*}
\n\sum_{q | a} \bar{p}_{-i}(q')U_i(q, q') + \sum_{h \in I_q} \theta_q, \quad \forall i \in N, q | a \in Q_1, a \text{ at } h, h \in I_q \quad & (11) \\
p_i(q) \leq s_i(q) \quad \forall i \in N, q \in Q_1 \quad & (12)
\end{align*}
\]

where \( M \) is an arbitrarily large constant. Constraints (11), with constraints (8), state that, if \( s_i(q) = 1 \), then \( \theta_q = v_i(q | a) \); constraints (12) state that, if \( s_i(q) = 0 \), then \( q \) is played with a probability of zero.

While in ESGC the check of whether an equilibrium exists with a given support and the scan of the supports are solved together in a mathematical programming fashion, in EPNS they are separated. The first problem is solved by enumeration and heuristics and the second one is formulated as a linear mathematical programming problem that is exactly the ESCG formulation in which the values of \( s_i(q) \) are fixed. Essentially, every problem instance that can be formulated as an ESCG problem can be also formulated as an EPNS problem. For reasons of space, we limit our discussion to mixed-integer formulations (i.e., ESGC), it being always possible to provide a corresponding EPNS formulation.

The unique known algorithm to compute a sequential equilibrium is a variation of the Lemke's algorithm [12]. Basically, a perturbation \( \epsilon \geq 0 \) is introduced into the ELC formulation and a strategy satisfying the problem both for \( \epsilon = 0 \) and for an arbitrarily small strictly positive value \( \epsilon > 0 \) is found. The formulation is:

\[
(\theta_q - v_i(q | a))p_i(q | a) - \epsilon v_i(q | a) = 0 \quad \forall i \in N, q | a \in Q_1, a \text{ at } h, h \in I_q \quad (13)
\]

\[
p_i(q) \geq \epsilon q \quad \forall i \in N, q \in Q_1 \quad (14)
\]

where \( |q| \) is the length of \( q \). The perturbation given by constraints (14) assures that the solution is a quasi-perfect equilibrium that is a concept stronger than the sequential equilibrium. The solving algorithm is described in [12] (the perturbation is used during the pivoting exclusively in the lexicographic minimum ratio test to select the variable to be dropped from the basis). Finding a sequential equilibrium is believed to be PPAD-hard.

3. SELF-CONFIRMING EQUILIBRIA AND THEIR COMPUTATION

3.1 Equilibrium concepts

The basic self-confirming equilibrium solution concept captures the situation in which agents have no a-priori information about opponents’ strategies or payoffs and learn (in some way) from their observations over the actions played by the opponents. The aim is the study of assessments \((\sigma, \mu)\) that are steady states. Essentially, they generalize the concept of Nash equilibrium to the case in which information is not common. Indeed, while Nash equilibrium provides a prescription on how rational agents should play, self-confirming equilibrium provides a prescription on what are the beliefs of rational agents and on how they should play. A self-confirming equilibrium requires that agents correctly forecast the actions that the opponents will take only on the equilibrium path, an agent deriving information on
her opponents’ behavior only from her observations. Off the equilibrium path the agents’ beliefs can be arbitrary.

Fudenberg and Levine provide some concepts of self-confirming equilibrium [3, 4]. They distinguish between unitary and heterogeneous self-confirming equilibria. The idea is that each agent can be characterized by a population of individuals and, every time the game is repeated, a specific individual plays. Potentially, different individuals can have different beliefs and different optimal strategies. In unitary SCEs (from here on USCEs), the population is composed of a single individual (therefore each agent has exactly one belief and one optimal strategy). In heterogeneous SCEs (from here on HSCEs), the population is composed of multiple individuals. We notice that this last model perfectly apply to practical economic situations, such as, e.g., bargaining and auctions, where different sellers are continuously matched with different buyers.

Fudenberg and Levine show that SEs ≺ NEs ≺ USCEs ≺ HSCEs (where SE and NE mean sequential and Nash equilibrium respectively). They provided also two refinements (applicable to both USCEs and HSCEs).

Consistent SCE captures situations in which agents are occasionally matched with “crazy” opponents, so that even if they stick to their equilibrium strategy themselves, they eventually learn the strategy at all information sets that can be reached if their opponents deviate. It requires that each agent correctly predicts the strategy at all the information sets that can be reached when the agents’ opponents, but not the agents themselves, deviate from their equilibrium strategies. In each two-player game, every SCE is consistent. For the sake of presentation, we shall omit the adjective ‘consistent’ in what follows, our algorithms being only for two-player games.

Rationalizable SCE captures the situations in which the agents have some information about the payoffs of their opponents and use it in the sense of rationalizability. Technically speaking, it requires that the agents’ strategies are sequentially rational with respect to the beliefs (as in sequential equilibria) and beliefs are correct on the equilibrium path and on the reachable information sets (i.e., the information sets that an agent can reach by perturbing its own strategy and keeping fixed the opponents’ strategy).

In [4], the authors show that: an USCE may not be a Nash equilibrium. Indeed, as discussed in Section 2.3, in the sequence form a sequence q can present p(q) > 0 even if it is played off the equilibrium path. Basically, a sequence q of agent i is played on the equilibrium path if and only if q is played with strictly positive probability and, called q = q′/a, there exists a sequence f(q) of agent −i played with strictly positive probability that leads to the information set where agent i plays a. Formally, ˘p_i(q) = p_i(q) if p_i(q) > 0 and p_i−1(f(q)) > 0 for at least a f(q) (given a q there can be multiple f(q)), e.g., consider Fig. 1. q = RL1 is on the path if p_1(RL1) > 0 and p_2(f(RL1)) > 0 with f(RL1) ∈ {l}; and q = l is on the path if p_2(l) > 0 and p_1(f(l)) > 0 with f(l) ∈ {M, R}.

We extend the mathematical programming formulations provided in Section 2.3 to find a USCE. At first, we consider the ELC formulation. This formulation cannot be extended to find a USCE by introducing exclusively linear complementarity constraints. This is because, checking whether or not a sequence q is on the path is intrinsically quadratic due to the presence of the operator ‘and’ between conditions p_1(q) > 0 and p_1−1(f(q)) > 0. A non-linear complementarity constraint (non-solvable by Lemke’s algorithm and requiring different algorithms such as Scarf’s) can be:

\[ p_i(q) p_i−1(f(q))(˘p_i(q) − p_i(q)) = 0 \quad \forall i ∈ N, q ∈ Q_i, f(q) ∈ Q_{−i} \]

(We cannot exclude that an alternative linear formulation exists, anyway we have not been able to find it.) Instead, the ESCG (and, consequently, the EPNS) formulation(s) can be extended. The ESCG can be easily modified by substituting constraints (9). More precisely, the ESCG formulation finding a USCE is:

\[ \text{constraints (1), (2), (3), (4), (5), (6), (7), (8), (11), (12)} \]

\[ \hat{p}_i(q) ≤ p_i(q) + M(2 − s_{−i}(f(q)) − s_i(q)) \quad \forall i ∈ N, q ∈ Q_i \quad (15) \]

\[ \hat{p}_i(q) ≥ p_i(q) − M(2 − s_{−i}(f(q)) − s_i(q)) \quad \forall i ∈ N, q ∈ Q_i \quad (16) \]

Constraints (15) and (16) force beliefs to be correct when s_{−i}(f(q)) = 1 and s_i(q) = 1.

We know that p_i(·) and p_{−i}(·) may not constitute a NE (e.g., see Example 1 in Section 3.5). However, surprisingly, we have that ˘p_i(·) and ˘p_{−i}(·) constitute a NE.

**Theorem 3.1.** Given a USCE, expressed as a set of strategies p_i(·) and beliefs ˘p_i(·), strategies p_i(·) = ˘p_i(·) constitute a Nash equilibrium.

**Proof.** By definition, on the equilibrium path, the actions played with positive probability in p_i(·) = ˘p_i(·) are best responses to ˘p_{−i}(·), p_i(·) being the same of p_i(·). Off the equilibrium path, the actions played with positive probability in p_i(·) are potentially different from those in p_i(·), but, providing a utility of zero, agent i cannot gain more by deviating from them. Therefore, p_i(·) = ˘p_i(·) is a best response to ˘p_{−i}(·) and then (p_i(·), p_{−i}(·)) constitutes a Nash equilibrium.

As a result, given a USCE, we can find a Nash equilibrium in constant time. We can state the following theorem, whose proof is a trivial application of Theorem 3.1.

**Corollary 3.2.** For any USCE there exists a Nash equilibrium that induces the same randomization over the outcomes.

We focus on the computational complexity of finding a USCE.

**Theorem 3.3.** The problem of computing a USCE in a two-player game (called USCE–2) is PPAD-complete.

**Proof.** USCE–2 is in PPAD because any USCE–2 instance admits at least one solution and, given an assessment, it
can be verified in polynomial time in the size of the game whether or not it is a solution. The PPAD–completeness can be proved by reduction to NASH (the problem of computing a Nash equilibrium). A trivial reduction is due to the fact that in strategic-form games every Nash equilibrium is a USCE. A less–trivial reduction is due to Theorem 3.1.

3.3 Heterogeneous SCE

Formally, an HSCE is an assessment \((\sigma, \mu)\) such that for every agent \(i \in N\):

- each pure strategy \(j\) in \(\sigma_i\) is optimal with respect to some (potentially different) \(\mu_i\) (denoted by \(\mu_{i,j}\)),
- the beliefs prescribed by \(\mu_{i,j}\) are correct on the equilibrium path identified by pure strategy \(j\) in \(\sigma_i\).

According to above definition, we need to introduce different (heterogeneous) beliefs for each agent. More precisely, according to [4] we define \(\hat{p}_{i,q}(q')\) as the belief of agent \(-i\) over the probability with which agent \(i\) plays sequence \(q' \in Q_i\), where the parameter is \(q \in Q_{-i}\). For each \(\hat{p}_{i,q}(q')\) the sequence form constraints must hold:

\[
\begin{align*}
\hat{p}_{i,q}(q') = 1 & \quad \forall i \in N, q \in Q_{-i} \quad (17) \\
\hat{p}_{i,q}(q') = \sum_{a \in A_{-i}} \hat{p}_{i,q}(q')a & \quad \forall i \in N, q' \in Q_i, q \in Q_{-i}, h \in I_{q'} \quad (18) \\
\hat{p}_{i,q}(q') \geq 0 & \quad \forall i \in N, q' \in Q_i, q \in Q_{-i} \quad (19)
\end{align*}
\]

Given that the beliefs are parameterized with respect to sequence \(q\) and the expected utility of playing a sequence \(q'\) depends on the beliefs, we need to specify the parameter \(q\) in the expected utility formula. That is, we denote by \(v_{i,q}(q')\) the expected utility received by agent \(i\) when she plays sequence \(q'\) and the beliefs are those parameterized with respect to sequence \(q\) (i.e., \(\hat{p}_{i,q}(q')\)). We can easily check whether or not a sequence \(q\) is a best response (i.e., there is not any belief such that \(q\) is a best response). For simplicity, we safely limit to terminal sequences. A non–terminal sequence \(q\) is not a best response if there exists at least a terminal sequence \(q''\) extending \(q\) that is not a best response. We denote by \(Q_i^*\) the set of terminal sequences of agent \(i\). A sequence \(q \in Q_i^*\) is not a best response if there are some \(\hat{p}_{i,q}(q'')\) such that:

\[
\begin{align*}
\hat{p}_{i,q}(q'') & \geq \hat{p}_{i,q}(q') & \forall i \in N, q'' \in Q_i^*, q' \in Q_i \quad (1) \\
v_{i,q}(q') & \geq v_{i,q}(q'') & \forall i \in N, q, q' \in Q_i^* \quad (2)
\end{align*}
\]

According to the definition of HSCE, we need to constrain the beliefs \(\hat{p}_{i,q}(q')\) to which a sequence \(q\) is a best response to be correct on the equilibrium path identified by \(q\), e.g., consider Fig. 1, beliefs \(\hat{p}_{2,L}(\cdot)\) can be any, no information set of agent 2 being on the equilibrium path identified by sequence \(q = L\), instead beliefs \(\hat{p}_{2,M}(\cdot)\) must be correct at least at information set 2.1, this information set being on the equilibrium path identified by sequence \(q = M\). We state the problem of finding a HSCE as a mixed–integer linear programming problem as follows:

\[
\begin{align*}
v_{i,q}(q') & \geq v_{i,q}(q'') - M(1 - s_i(q')) & \forall i \in N, q', q'' \in Q_i^* \quad (22) \\
\hat{p}_{i,q}(q') & \leq p_i(q'') + M(1 - s_i(q')) & \forall i \in N, q', q'' \in Q_i^* \quad (23)
\end{align*}
\]

Constraints (22) with constraints (12) force sequences \(q\) to be played with a probability of zero if beliefs \(\hat{p}_{i,q}(\cdot)\) are such that \(q\) is not a best response. Constraints (23) and (24) force \(\hat{p}_{i,q}(\cdot)\) to be correct only on the equilibrium path identified by \(q\).

Differently from what happens for the computation of a USCE, there is a straightforward linear complementarity formulation for finding a HSCE. This is because the equilibrium path identified by a single sequence \(q \in Q_i\) depends only on \(q\) and the strategy of agent \(-i\), but not on the strategy of agent \(i\). Call \(\pi_{i,q}\) the largest expected utility among \(v_{i,q}(q')\) for all \(q' \in Q_i\). The formulation is:

\[
\begin{align*}
\pi_{i,q} & \geq v_{i,q}(q') & \forall i \in N, q \in Q_i^*, q' \in Q_i \quad (25) \\
p_i(q')(v_{i,q}(q') - \pi_{i,q}) & = 0 & \forall i \in N, q \in Q_i^* \\
q & \in Q_i^*, q'' \in Q_i \quad (26) \\
p_i(q')\hat{p}_{i,q}(q'') - p_i(q'') & = 0 & \forall i \in N, q, q'' \in Q_i \quad (27)
\end{align*}
\]

Constraints (25) force \(\pi_{i,q}\) to be the largest expected utility among \(v_{i,q}(q')\) for all \(q' \in Q_i\); constraints (26) force a sequence \(q\) to be played only if it is a best response to \(\hat{p}_{i,q}(\cdot)\); constraints (27) force beliefs \(\hat{p}_{i,q}(\cdot)\) to be correct on the equilibrium path identified by \(q\). Rigorously speaking, constraints (27) are not expressed as linear complementarities because \(\hat{p}_{i,q}(q'') - p_i(q'')\) may be negative. Anyway, calling \(p_i(q'') = p_i(q'')^+ + p_i(q'')^-\) and \(p_i(q') = p_i(q')^+ + p_i(q')^-\), we can express constraints (27) as linear complementarity constraints as \(p_i(q')\hat{p}_{i,q}(q'') - p_i(q'')\) = 0 and \(p_i(q')(p_i(q'')^+ - p_i(q'')^-) = 0\) imposing that \(\hat{p}_{i,q}(q'')^+ - p_i(q'')^-) \geq 0\) and \(p_i(q'')^+ - p_i(q'')^-) \geq 0\). Finally, we notice that combining the USCE’s constraints with the HSCE’s constraints, we can capture asymmetric situations where there is a single individual for agent \(i\) and a population for agent \(-i\).

We discuss the relationship between HSCEs and USCEs.

Theorem 3.4. An HSCE induces a randomization over outcomes that may not occur in any USCE.

Proof. The proof is by an example. In particular, see Example 2 in Section 3.5.

We focus on the computational complexity of HSCE (the proof is based on the first reduction used in the proof of Theorem 3.3).

Theorem 3.5. The problem of computing an HSCE in a two–player game (called HSCE–2) is PPAD–complete.

3.4 Rationalizable SCE

We initially consider rationalizable USCEs. Formally, a RUSCE is an assessment \((\sigma, \mu)\) such that for every \(i \in N\):

- strategy \(\sigma_i\) is sequentially optimal with respect to some \(\mu_i\),

Constraints (4), (5), (6), (12), (17), (18), (19), (20)
all the beliefs prescribed by $\mu_i$ are correct on the equilibrium path and on the off the equilibrium path information sets reachable by agent $i$ when her strategy is perturbed.

Since we must assure rationality off (a portion of) the equilibrium path, we resort to the formulation to find a sequential equilibrium. The formulation for finding a RUSCE is:

$$\tilde{p}_i(q) \geq e^{\tilde{s}_i^\epsilon} \quad \forall i \in N, q \in Q_i \quad (28)$$

$$p_i(q) - e^{\tilde{s}_i(q)}(p_i(q) - p_i(q)) = 0 \quad \forall i \in N, q \in Q_i \quad (29)$$

Constraints (28) force every belief to have strictly positive probability, granting the sequential rationality with respect to the beliefs; constraints (29) force beliefs at off the equilibrium path reachable information sets to be correct. Rigorously speaking, constraints (29) are not linear complementarities because $\tilde{p}_i(q) - p_i(q)$ may be negative. Anyway, these constraints can be expressed in linear complementarity fashion as we accomplished for constraints (27). We notice that combining the USCE’s constraints with the RUSCE’s constraints we can capture asymmetric situations where only agent $i$ have some information over agent $-i$’s payoffs.

The authors state in [3] that the idea behind rationalizable USCEs can be extended to RSCEs, but they do not discuss how. We study this extension, showing that the sets of RUSCEs and RSCEs are essentially the same and then the concept of rationalizable SCE does not depend on whether the equilibrium is unitary or heterogeneous. For this reason, we omit the mathematical programming formulation for finding a RUSCE. Formally, a RHSCE is an assessment $(\sigma, \mu)$ such that for every $i$:

- each pure strategy $j$ in $\sigma_i$ is sequentially optimal with respect to some (potentially different) $\mu_i$ (denoted by $\mu_{i,j}$);
- all the beliefs prescribed by $\mu_{i,j}$ are correct on the equilibrium path identified by pure strategy $j$ in $\sigma_i$, and at all the information sets reachable by agent $i$ by perturbing her pure strategy $j$.

We state the following theorem that shows that the sets of RUSCEs and RSCEs are essentially the same.

**Theorem 3.6.** Given a RHSCE $(\sigma, \mu)$, any assessment $(\sigma', \mu')$ with $\sigma' = \sigma$ and $\mu_{i,j}' = \mu_{i,j}$ for any $j$ is a RUSCE.

**Proof.** It can be easily observed that the set of information sets at which the beliefs $\mu_{i,j}$ must be correct does not depend on $j$. This is because, although $j$ identifies a different equilibrium path with respect to other sequence $k \neq j$, we have that by perturbing strategy $j$ the set containing the reachable information sets and those on the equilibrium path is the same. Then, $\mu_{i,j} = \mu_{i,k}$ on the equilibrium path and at the reachable information sets for all $j, k$. Beliefs $\mu_{i,j}$ can differ only at non-reachable information sets, but these beliefs do not affect the computation of the agents’ best response. Therefore, any assessment $(\sigma', \mu')$ with $\sigma' = \sigma$ and $\mu_{i,j}' = \mu_{i,j}$ for any $j$ is a RUSCE.

We focus on the computational complexity of finding a RSCE with two agents (the proof is trivial, the problem can be formulated as a path-following problem and a solution can be verified in polynomial time).

**Theorem 3.7.** The problem of computing a RSCE in a two–player game (called RSCE–2) is PPAD–complete.

**3.5 Examples**

We depict in Fig. 1 an example of two–player extensive–form game with imperfect information. In what follows we report some equilibria specifying strategies $p_i(\cdot)$ and beliefs $\tilde{p}_i(\cdot)$. For reasons of space, we report only the non–null probabilities.

![Figure 1: Example of two–player extensive–form game. (*x,y* denotes the y–th information set of agent x.](image)

The NEs in pure strategies are: $\sigma = (p_1(M) = 1, p_2(l_r1) = 1), \sigma = (p_1(R \l_r1) = 1, p_2(r) = 1), \sigma = (p_1(R \l_r1) = 1, p_2(l_l1) = 1)$. The unique SE in pure strategies is: $\sigma = (p_1(R\l_r1) = 1, p_2(l_l1) = 1)$.

**Example 1.** A USCE that is not a NE is: $\sigma = (p_1(L) = 1, p_2(l_l1) = 1)$ with $\mu = (\hat{p}_1(L) = 1, p_2(l_l1) = p_2(m) = p_2(r) = \frac{1}{3}, p_2(l_l1) = \frac{1}{3})$. The agents’ strategies are not optimal, agent 1 gaining more by playing $q = RL1$, while the beliefs are confirmed on the equilibrium path.

**Example 2.** An HSCE that is not a USCE: $\sigma = (p_1(L) = \frac{1}{4}, p_1(M) = \frac{1}{4}, p_1(R \l_r1) = \frac{1}{4}, p_2(l_l1) = \frac{1}{3}, p_2(r) = \frac{1}{3})$ where sequence $q = L$ is a best response to beliefs $\mu_{1,L} = (p_2, L \l_r1) = p_2, L \l_r1 (m) = \frac{1}{3}$ that are all incorrect, agent 2 playing only off the equilibrium path; sequence $q = M$ is a best response to beliefs $\mu_{1,L} = (p_2, M \l_r1) = p_2, L \l_r1 (r) = \frac{1}{2}$ that are correct on $q = l, m, r$, being on the equilibrium path, but incorrect on $q = l_l1, l_r1$, being off the equilibrium path; sequence $q = R \l_r1$ is a best response to beliefs $\mu_{1,L} = (p_2, R \l_r1) = p_2, R \l_r1 (l_l1) = p_2, R \l_r1 (r) = \frac{1}{3}$ that are correct everywhere, all the information sets of agent 2 being on the equilibrium path; sequence $q = ll_1$ is a best response to beliefs $\mu_{1,L} = (p_2, ll_1 (ll_1) = p_2, ll_1 (r) = \frac{1}{3})$ that are correct everywhere, all the information sets of agent 1 being on the equilibrium path; and sequence $q = rl_1$ is a best response to beliefs $\mu_{2,r} = (p_1, M (R \l_r1) = \frac{1}{2}, p_1, M (R \l_r1) = \frac{1}{2})$ that are correct on $q = l, m, r$, being on the equilibrium path, but incorrect on $q = R \l_r1, R \l_r1$, being off the equilibrium path. Notice that $(M, r)$ does not occur in any USCE.

**Example 3.** A NE that is a RUSCE is $\sigma = (p_1(R \l_r1) = 1, p_2(r) = 1)$ with $\mu = (\hat{p}_1(R \l_r1) = 1, p_2(r) = 1, p_2(l_r1) \to 1$ in perturbation). Fixed $\sigma_2$, there is not any perturbation of agent 1 such that she can observe $\sigma_2$ at information set 2.2 and then the beliefs of agent 1 on the behavior of agent 2 at
information set 2.2 can be any. Fixed $\sigma_1$, there is a perturbation of agent 2 such that she can observe $\sigma_1$ at information set 1.2 and then the beliefs of agent 2 on the behavior of agent 1 at 1.2 must be correct.

Example 4. A NE that is not a RUSCE is $\sigma = (p_1(M) = 1, p_2(rl_1) = 1)$. This is because, in perturbation agent 2 takes $q = ll_1$ instead of $q = rl_1$. It can be shown that there not exists any RUSCE when $p_1(M) = 1$. Indeed, if $p_1(M) = 1$, then, by best response, $p_2(ll_1) = 1$ ($p_2(rl_1) = 1$ is removed by perturbation). Fixed $\sigma_2$, there exists a perturbation of agent 1 such that she can observe $\sigma_2$ at information set 2.2 and then the beliefs of agent 1 on the behavior of agent 2 at 2.2 must be correct. Then, by sequential rationality, agent 1 knows that, if she takes $q = RL_1$, she gains more than taking $q = M$.

4. EXPERIMENTAL EVALUATION

Our experimental evaluation is constituted by a set of game instances similarly to those used in [8, 18]. We produced a number of game instances characterized by the following parameters: tree depth (from 1 to 8), branching factor (from 2 to 5), information set density (from 0, when all the information sets are singleton, to 1, when the game is played simultaneously by the players; we used the values: 0, 0.25, 0.5, 0.75, 1). The players alternate in the game. The payoffs are randomly generated from 0 to 1 with a uniform probability distribution. For each combination of parameters we produced 100 different game instances. In our experimental evaluations we used an UnixOS based Intel Xeon CPU 2.33 Ghz with 4 MB cache and 8 GB RAM.

We experimentally evaluate the computational time needed to find the different concepts of SCE by using both mixed–integer linear and linear complementarity mathematical programming formulations. The SCG based formulations were coded by using AMPL 8.1 [1] and solved by using CPLEX 11.0 [6]. To solve the LC based formulations, we developed an ad-hoc algorithm. As discussed in Section 2.3, the Lemke’s algorithm is commonly used to compute a NE and a SE. Anyway, this algorithm suffers of several limitations that prevent its applicability to general linear complementarity problems. More precisely, the Lemke’s algorithm presents two critical issues: it strongly suffers of numerical instability and it can fail even when the LCP admits at least one solution. An alternative method to solve a LCP, that does not suffer of the Lemke’s algorithm limitations, is proposed in [18]. We implemented two variations of this algorithm to find a HSCE and a RSCE respectively. (In Appendix A, we discuss the details concerning the limitations of the Lemke’s algorithm and we present our solving algorithm.) We coded our algorithms in C.

We executed the algorithms with a deadline of ten minutes (as customarily accomplished in similar evaluations [16]). Table 1 reports the average computational times (NE is computed by SCG original formulation without beliefs) spent to solve the mixed–integer linear formulations when information set density is 0.5. It can be observed that computing a HSCE is harder than computing a USCE that, in its turn, is harder than computing a NE. With different values of information set density, the computational times differ for ±20%, keeping the same profile (NE is the easiest and HSCE is the hardest). The main reason is that the size (in terms of number of variables and constraints) of the HSCE mathematical programming problem is much larger than the USCE size that is, in its turn, larger than the NE size (the variables required by NE are $O(|Q_1| + |Q_2|)$, $O(2|Q_1| + 2|Q_2|)$) by USCE and RSCE, $O(|Q_1| + |Q_2|)$ by HSCE).

Table 1: Computational times spent to solve mixed integer linear formulations.

<table>
<thead>
<tr>
<th>depth</th>
<th>concept</th>
<th>USCE</th>
<th>HSCE</th>
<th>RSCE</th>
<th>runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>HSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>2</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>HSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>3</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>4</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>5</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>6</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>7</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>8</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

Table 2: Computational times spent to solve linear complementarity formulations.

<table>
<thead>
<tr>
<th>depth</th>
<th>concept</th>
<th>USCE</th>
<th>HSCE</th>
<th>RSCE</th>
<th>runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>HSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>2</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>HSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>3</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>4</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>5</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>6</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>7</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>8</td>
<td>NE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>USCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>RSCE</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS AND FUTURE WORKS

In a large number of practical applications, the assumption of common information is hardly verified, making the adoption of the Nash equilibrium concept not justifiable. The game theory literature provides a solution concept, i.e., self-confirming equilibrium (SCE), that appropriately captures the situation where agents are rational and form their beliefs by observing the behaviors of their opponents without having a common prior. In this paper, we provide some algorithms to compute different notions of SCE, we discuss
their properties, and we evaluate their performance in terms of computational time.

In future works, we shall study the computation of SCEs when there is uncertainty both in the situations where the uncertainty is not known by the agents and apply them to economic situations. We are also interested in characterizing easy and hard games for the computation of SCEs.

6. REFERENCES


APPENDIX

A. MLCP FORMULATION

Given variables $z, w \in \mathbb{R}^n$, and coefficients square matrix $M(n,n)$ and vector $b \in \mathbb{R}^n$, a standard LCP is expressed as:

$$
\begin{align*}
z, w & \geq 0 \\
w &= Mz - b \\
z^T \cdot w &= 0
\end{align*}
$$

The Lemke’s algorithm is granted to terminate when matrix $M$ and vector $b$ satisfies two conditions: $M$ is positive semi–definite and $b$ is such that, if $z \geq 0$ and $Mz \geq 0$ and $z^T Mz = 0$, then $z^T b \geq 0$. While a straightforward formulation satisfying these two conditions can be found to compute a NE and a SE, we were not able to find a formulation for HSCE and RSCE.

The algorithm described in [18] is granted to terminate when applied to game instances and it does not require additional conditions. It is based on mixed linear complementarity problems (MLCP). A MLCP is a generalization of a LCP, being the combination of a LCP and linear equation system. Its standard form is expressed as:

$$
\begin{align*}
&z_1, w_0 \geq 0 \\
&w_0 = M_1 z_1 + M_2 z_2 - b_1 \\
&0 = M_3 z_1 + M_4 z_2 - b_2 \\
&z_1^T \cdot w_0 = 0
\end{align*}
$$

According to [18], the resolution of the MLCP is accomplished into two phases. In the first phase, a basis satisfying constraints (35) and (36) that is a well–defined strategy is found. In the second phase, the complementarity pivoting is applied as prescribed by the Lemke’s algorithm. During the pivoting the algorithm is proved to move on well–defined strategies and not to cycle and therefore it always terminates producing a solution. We provide the MLCP formulation for finding a RSCE (the formulation for HSCE is analogous):

$$
\begin{align*}
&z_1 = [p_1^*, p_1^*, p_2^*, p_2^*, t_1^*, t_2^*, t_1^*, t_2^*] \\
&w_1 = [v_1, v_2, p_1^*, p_1^*, p_2^*, p_2^*] \\
&b_1 = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] \\
&b_2 = [s_1, s_2, s_1, s_2, 0, 0, 0, 0, 0, 0, 0, 0]
\end{align*}
$$

where variables $t_i$ are auxiliaries, $S_i$ and $s_i$ code the sequence form constraints (1), (2), (4), (5) as described in [7], $F$ and $T_i$ code constraints (27). For reasons of space, in matrices $M$ we report only non–zero columns. Additional constraints are $p_1^*, p_1^*, p_2^*, p_2^* \geq l_i(e)$ where $l_i(e)$ is the perturbation defined as prescribed in Section 3.4. Perturbed variables are substituted as follows $\tilde{p}_i^* = p_i^* - l_i(e)$ and $\tilde{z}_i^* = \tilde{p}_i^* - l_i(e)$ and the problem is solved in $\pi$.

The initial solution is calculated similarly as accomplished in [18]. Instead, we need to modify the pivoting for what concerns the dropping variable. More precisely, the dropping variables must assure that $\tilde{z}_i^*$ keeps to be non–negative.
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ABSTRACT

We study how a mobile defender should patrol an area to protect multiple valuable targets from being attacked by an attacker. In contrast to existing approaches, which assume stationary targets, we allow the targets to move through the area according to an a priori known, deterministic movement schedules. We represent the patrol area by a graph of arbitrary topology and do not put any restrictions on the movement schedules. We assume the attacker can observe the defender and has full knowledge of the strategy the defender employs. We construct a game-theoretic formulation and seek defender’s optimal randomized strategy in a Stackelberg equilibrium of the game. We formulate the computation of the strategy as a mathematical program whose solution corresponds to an optimal time-dependent Markov policy for the defender. We also consider a simplified formulation allowing only stationary defender’s policies which are generally less effective but are computationally significantly cheaper to obtain. We provide experimental evaluation examining this trade-off on a set of test problems covering various topologies of the patrol area and various movement schedules of the targets.
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1. INTRODUCTION

Game theoretical models have been recently used for modeling scenarios, in which a group of agents (termed defenders or patrollers) need to protect an area, or prevent an attack on high-value targets. Game theory is a suitable framework for such models as the solutions it provides are optimal strategies for the defenders given the opponents’ information, capabilities and intentions. Moreover, game-theoretic models have already been successfully applied in real-world security scenarios [11, 10].

Existing approaches address the problem of protecting the targets either by optimizing static allocation of available resources to the targets in order to discover the attacker [8, 7], or by computing the optimal movement strategies for a mobile patroller(s) aiming to interrupt a durative attack on a target in a fully stationary environment [1, 3]. In this paper, we study a problem based on the second category, but – in contrast to the previous work – we assume that the high-value targets can change their positions in time.

There are a number of real-world scenarios where the computation of optimal movement strategies for patrolling areas with mobile targets is needed. A typical example from the maritime domain concerns a protection of vessels transiting waters with high pirate activity. Another example concerns unmanned aerial vehicle-based surveillance protecting moving ground targets.

We model the confrontation between the defender (patroller) and the attacker as a two-player non-zero-sum game played on a directed graph. The movement schedules of the targets are fixed a priori and known to both players. We seek the optimum patrolling strategy as a Strong Stackelberg Equilibrium of the game [12]. This reflects the worst case often present in real-world situations where the attacker is able to observe the defender and its current position, and exploit this information for planning the attack.

Introduction of the target movement requires us to extend the existing work in several important ways. The most fundamental is the ability to use time-dependent patrolling policies (i.e. policy changing in time), in contrast to stationary policies (i.e. policy not changing in time), which are only used and sufficient for the case of stationary targets. The introduction of time-dependent policies necessitates the extension of the respective game formulation and, more importantly, novel, formulation of non-linear mathematical programs used for computing solutions of such a game.

We start in the next section by reviewing the previous work on patrolling and security games. In Section 3, we formally define the patrolling game with mobile targets and the solution we seek. The main algorithmic technique we use to solve the game is non-linear optimization; hence, in the sections following, we formulate mathematical programs (MP) that define game solutions for the case with stationary (Section 4) and mobile (Section 5) targets. In Section 6, we
discuss how these highly-complex mathematical programs can be solved using existing solvers and we discuss some solver-independent optimizations. Finally, Section 7 evaluates the quality of the solutions produced and the scalability of our approach on a series of experiments.

2. RELATED WORK

Two main classes of game-theoretic models are dealing with protecting targets or infrastructure from attacks of an adversary: security games and patrolling games. The main common features of the games are (1) the presence of two players – the defender and the attacker; (2) a very limited amount of resources available for the task – the defender usually cannot guarantee preventing all the attacks, but it optimizes a utility based on the probability of a successful attack; (3) both classes seek the solution mostly in the form of a Stackelberg equilibrium – they seek a strategy that is efficient even if it is known to the attacker.

Security Games. In security games [8] the defender allocates resources to protect the targets according to a randomized strategy. The attacker can observe the strategy of the defender, but cannot observe the current state of the game – i.e. cannot react on the current allocation. The earlier works focused on finding an allocation that minimizes the chance for attacking an unprotected target on large domains [10]. Later works extended the main task with a requirement that the allocation needs to satisfy a set of constraints [11].

Patrolling Games. In the patrolling games the defender moves through an area according to a strategy, while the attacker can observe the current position as well as the strategy of the defender and in the right moment starts attacking some of the targets. The attack takes some time and the goal of the defender is to interrupt this attack.

In [1], the problem of patrolling a perimeter is analyzed. The patrolled environment is modeled as a circle graph, where each node is a potential target. The authors seek the defender’s strategy both as a simple Markovian policy and as a policy with an additional internal state. The implications of limiting the attacker’s knowledge on the same game model are analyzed in [2].

The methods for perimeter patrol cannot be directly applied for patrolling environments with more general topology hence the problem of patrolling on general graphs was studied in a sequence of works by Basilico et al. In [3] the authors define the patrolling problem on an arbitrary graph and provide a general model (termed BGA model) for finding the optimal strategy for the defender. The strategy is defined as a higher-order Markovian policy, though for computational reasons, only experiments with a first-order Markovian policy were performed. Further work in this line of research includes the analysis of the impact of the attacker’s knowledge about the defender’s policy on a general graph [4] and an extension of the model for multiple patrollers [5].

In this paper, we adopt the BGA model and further improve it in order to find optimal strategies for protecting mobile targets. We seek the strategies in the form of the first-order Markovian policy, which has been shown to work well for similar problems [1, 3].

3. PROBLEM DEFINITION

We model the problem of protecting mobile targets as a two-player game between a defender and an attacker.

Environment. The game is played on a directed graph $G = (V, E)$, where the targets $Q$ and the defender can be positioned in any of the vertices. We assume the set $E$ is represented as an adjacency matrix $(e_{i,j})$, where $e_{i,j} = 1$ if there exists an edge from vertex $i$ to $j$, $(i,j) \in E$, and $e_{i,j} = 0$ otherwise. The game is played in turns and we denote the set of turns $T$, indexed $t = 1 \ldots |T|$. In each turn the defender and the targets can move to another vertex. The defender can move only to an adjacent vertex. Contrary, the movement of the targets in the graph can be defined by an arbitrary function $f : Q \times T \mapsto V$. In some scenarios it can be desirable to repeat the game each $|T|$ turns (e.g. targets can move in cycles), hence although the actual number of the turns of the game is higher, we assume that the function $f$ contains operator modulo $|T|$. We refer to this variant as a repeated version of the patrolling game. The movement schedule of the targets is a fixed property of the environment and cannot be influenced by any of the players. We further assume that a successful attack on a target takes $d$ turns. The full information about the graph structure $(G)$, the targets’ actual positions and movement schedules $(f)$ is known to both players.

Strategies. The goal of the defender is to move on the graph and to intercept an attack of the attacker, i.e. to come to a node where the attack is taking place. In this paper, we search for a strategy of the defender in the form of first-order Markovian policy. The policy defines for each $i,j \in V$ and $t \in T$ a value $\alpha_{i,j}^t$ representing the probability that the defender present in vertex $i$ in turn $t$ moves to vertex $j$. We denote the set of all Markovian policies for the defender $\Theta_d$.

The set of possible actions of the attacker $A_a = \{noop, attack(s,t,q)\}$ represents either the action $noop$ (i.e. no attack), or starting the attack on a target $q$ when the defender is in vertex $s$ and it is the $t$-th turn of the game. If the attacker chooses one of the attack actions, it cannot perform any other actions and for next $d \in \mathbb{N}$ turns it can be captured in the vertices $\{f(q,t+1), \ldots , f(q,t+d)\}$. We assume that the attacker has a full knowledge of the stochastic strategy executed by the defender. This simulates the worst case attacker observing the defender for a long time before the attack or obtaining a reliable intelligence. The attacker’s strategy is a response function $(AR : \Theta_a \mapsto A_a)$, which selects an action for any of the strategies of the defender. We denote the set of all attacker’s strategies $\Theta_a$.

Utilities. Finally, let us define the utility values for both players for each combination of their strategies. In general, there is a limited number of outcomes of the game. The attacker can either be captured, or it can successfully perform an attack on a target $q \in Q$. Following the BGA Model we define $X_0 \in \mathbb{R}$; $X_0 \geq 0$ to be the reward for the defender when it captures the attacker and $X_q \in \mathbb{R}$; $X_q \leq 0$ to be the loss of the defender when the attacker successfully performs an attack on a target $q \in Q$. Similarly, we define the loss in the case that the defender captures and successfully attacks $Y_0 \in \mathbb{R}$; $Y_0 \leq 0$, and $Y_q \in \mathbb{R}$; $Y_q \geq 0$ for the attacker being captured and successfully attacking target $q \in Q$, respectively.

The strategy of the defender is stochastic; hence the utility value assigned to a combination of two strategies is the expected utility. The values $X_0$ and $X_q$ (or $Y_0$, $Y_q$ respectively) are weighted by the probability of capturing the attacker $(\pi_q^d)$ in case that the defender plays $(\sigma \in \Theta_a)$ and the attacker plays $AR(\sigma) \in \Theta_a$, which decides to attack the target $q$. 

990
\[
U_d, U_a : \Theta_d \times \Theta_a \mapsto \mathbb{R}
\]
\[
U_d(\sigma, AR(\sigma)) = X_0\pi_q^\sigma + X_q(1 - \pi_q^\sigma)
\]
\[
U_a(\sigma, AR(\sigma)) = Y_0\pi_q^\sigma + Y_q(1 - \pi_q^\sigma)
\]
\[
U_a(\sigma,noop) = U_d(\sigma,noop) = \ldots
\]

Solution
The defined problem corresponds to Stackelberg (or leader-follower) games and we search for a solution of the game in the form of a Strong Stackelberg Equilibrium (e.g. in [12]). The formal definition of this notion follows.

Definition 3.1. A pair of strategies \((\sigma, AR)\) forms a Strong Stackelberg Equilibrium (SSE) if they satisfy the following:

1. The leader (defender) plays a best-response:
   \[
   U_d(\sigma, AR(\sigma)) \geq U_d(\sigma', AR(\sigma')) \quad \forall \sigma' \in \Theta_d
   \]

2. The follower (attacker) plays a best-response:
   \[
   U_a(\sigma, AR(\sigma)) \geq U_a(\sigma, AR'(\sigma)) \quad \forall \sigma \in \Theta_d, AR' \in \Theta_a
   \]

3. The follower breaks ties optimally for the leader:
   \[
   U_d(\sigma, AR(\sigma)) \geq U_d(\sigma, AR'(\sigma)) \quad \forall \sigma \text{ and } \forall \sigma' \in \Theta_a \text{ satisfying 2}.
   \]

SSE is a very suitable equilibrium for the security applications in the real world. First of all, the strategy in SSE is robust against the worst case opponents that have full knowledge of the strategy the defender is executing. Moreover, in many security games, the defender’s solution for SSE is also a strategy in the NE of the game [12]. Hence, it is efficient also in the case that the attacker did not observe the defender’s strategy and chose its action rationally only based on the definition of the game.

A solution of the game defined in this section can be deterministic, where either the defender can always protect the targets, or the attacker can always perform a successful attack. In this paper we are interested in non-deterministic solutions, where the defender is forced to randomize the movement to maximize the utility based on a chance of capturing the attacker.

4. PATROLLING STATIONARY TARGETS

We have already mentioned in Section 2 that a similar game with stationary targets has been already studied in literature. The approach taken in [3] is to formulate the game as a set of mathematical programs (MPs) and solve it using an existing mathematical optimization software.

In the first part of this section we describe the formulation of the mathematical program presented in [3] and termed BGA Model. Later, we present our improvement of the formulation and in the next section we use this improved version of the program as a basis for MPs describing the patrolling game with mobile targets.

4.1 Stationary Game Formulation

The original BGA Model was designed for games with stationary targets, which is a subclass of the game considered in this paper. In order to define the stationary games in our framework, we use several simplifications. Firstly, we assume that the policy is not changing each turn - i.e. \(a^1_t = a^2_t = \ldots = a^t_t\), hence we can omit the upper index \(t\). Secondly, we assume that the function \(f(q, t)\) for target \(q \in Q\) is a constant (the target is not moving in turns) hence we can directly use index \(q\) as the representation of the vertex where the target is placed. Finally, we omit the time index from attacker’s actions \(attack(s, q)\).

4.2 BGA Model

The BGA Model uses bilinear MPs for computing the policy for the stationary version of our game. Besides the variables for the policy, the programs use helper variables \(\gamma_{h,g}\), representing the probability that the defender would reach vertex \(j \in V\) beginning in vertex \(i \in V\) in exactly \(h \in \mathbb{N}\) steps while not visiting target \(q \in Q\).

As described in [3], the algorithm that uses the BGA Model has two main stages. We omit the mathematical program representing the first stage as it can be easily derived from program in the second stage. In the first stage the algorithm checks whether there exist a defender’s strategy, for which the action wait would be the best response (i.e. the attacker cannot gain anything by attacking any target). If such a strategy exists, the resulting policy \(\sigma = (\alpha_{i,j}; i,j \in V)\) represents the optimal patrolling strategy for the defender. In the other case, the algorithm using the BGA Model enters the second stage where a sequence of bilinear programs is solved.

The goal of the BGA Model is to find a policy that is efficient even against the worst attacker’s attack which corresponds to the definition of the Strong Stackelberg Equilibrium (see Definition 3.1). Therefore a mathematical program (MP) is constructed and run for each attacker’s action \(attack(s, q)\) as the best response. This reflects the motivation of the SSE - the attacker observes the defender and waits until the defender is located in the most convenient place for the attacker \((s)\), and then starts the attack appropriate target \((q)\). The main results of the program are the value of the game for the defender (i.e., maximized function value) and defender’s strategy \(\sigma = (\alpha_{i,j}; i,j \in V)\). Finally, as the overall solution of the patrolling problem we select those values of \(\alpha_{i,j}\) that were found as the solution of the MP with the highest value of the objective function. The algorithm expressing the use of the MPs as sub-methods for finding a SSE is depicted in Figure 1. The formulation of the mathematical program follows.

\[
\max_{\sigma} X_q \sum_{j \in V \setminus q} \gamma^{d,q}_{s,j} + X_0 \left(1 - \sum_{j \in V \setminus q} \gamma^{d,q}_{s,j}\right) \quad \text{(2a)}
\]
\[
\alpha_{i,j} \geq 0 \quad \forall i,j \in V \quad \text{(2b)}
\]
\[
\sum_{j \in V} \alpha_{i,j} = 1 \quad \forall i \in V \quad \text{(2c)}
\]
\[
\alpha_{i,j} \leq \epsilon_{i,j} \quad \forall i,j \in V \quad \text{(2d)}
\]
\[
\gamma_{h,g}^{i,j} = \alpha_{i,j} \quad \forall i,j \in V; g \in Q; j \neq g \quad \text{(2e)}
\]
\[
Y_q \sum_{j \in V \setminus q} \gamma^{d,q}_{s,j} + Y_0 \left(1 - \sum_{j \in V \setminus q} \gamma^{d,q}_{s,j}\right) \geq \sum_{j \in V \setminus g} \gamma^{d,q}_{s,j} + Y_0 \left(1 - \sum_{j \in V \setminus g} \gamma^{d,q}_{s,j}\right) \quad \forall \in V; g \in Q \quad \text{(2g)}
\]

The first two constraints (2b),(2c) ensure that the probabilities \(\alpha_{i,j}\) represent a correct defender’s policy \(\sigma\); (2d) ensure that the defender moves only between two adjacent vertices; constraints (2e)-(2f) recursively define the helper.
Figure 1: The algorithm for computing the defender’s policy for the game.

variables $\gamma_{i,j}$ as the probability of not reaching target $q$. Finally, constraints (2g) ensure that no other action attack$(s,q)$ gives the attacker a higher expected utility value than the action attack$(s,q)$ for which the program was constructed. Note, that by modifying these constraints in the way that expected utility value of the action attack$(s,q)$ cannot be larger than 0 we obtain the program for the first stage of the algorithm.

The objective function (2a) maximizes the defender’s expected utility $U_d$. The term $\left(1 - \sum_{j \in V \setminus q} \gamma_{i,j}^q\right)$ expresses the probability $\pi^q_i$ that the defender (placed in the vertex $s$) would catch the attacker (attacking the target $q$).

The BGA Model requires that we construct up to $|V| \times |Q|$ bilinear programs as defined above. The size of the program is quite large as it consists of $O(|V|^3 \cdot d)$ constraints and variables. Moreover, we aim to extend the program to be applicable also for the game with moving targets. Adding the dimension of time to the variables would further increase the size of the program. Therefore we first introduce a reformulation of the BGA Model that lowers the number of variables and constraints in the program.

4.3 Improved BGA Model

Let us now present our novel improvement of the BGA Model, which we later use as the basis for our solution for the problem with mobile targets. All following algorithms have similar two-stage structure as described in Section 4.2. However, for explanatory reasons we further focus only on the second stage and assume that the program solved in the first stage is not feasible. As shown in the previous section the program for the second stage can be easily derived from the presented programs for the second stage.

In order to reduce the number of constraints and variables we remove the variables $\gamma_{i,j}$ from the model and we define an alternative set of variables $\delta_{i,j}$, which represent the probability that the defender positioned in node $i$ reaches$^1$ the target $q$ in exactly $h \in N$ steps. In order to make the formulas even more readable, we further define variables $\omega_{i,q}$ representing the probability that the defender positioned in vertex $i$ visits the target $q$ in at most $d$ steps.

Now, we can modify the constraints (2e) - (2g) and optimization function 2a as follows. Again, we formulate one bilinear program for each action attack$(s,q)$ for all $s \in V$, $q \in Q$ being the best response of the attacker. The main results of the program are again the value of the game for

---

$^1$Note that the variable $\delta_{i,j}$ represents the probability that the defender will visit specific target in comparison to the original probability $\gamma_{i,j}$ that the defender will not visit the target.

---

\[
\max_{\sigma} X_{q} (1 - \omega_{s,q}) + X_{q} \omega_{s,q} \quad (3a)
\]

constraints (2b) - (2d)

\[
\delta_{i,j}^{h} = \sum_{x \in V \setminus q} (\alpha_{i,x} \delta_{x,j}^{h-1}) \quad \forall i,j \in V; h \in \{2, \ldots, d\} \quad (3c)
\]

\[
\omega_{i,q} = \sum_{h=1}^{d} \delta_{i,j}^{h} \quad \forall i \in V; q \in Q \quad (3d)
\]

\[
Y_{q} (1 - \omega_{s,q}) + Y \omega_{s,q} \geq Y_{q} (1 - \omega_{r',q'}) + Y \omega_{r',q'} \quad \forall s' \in V; q' \in Q \quad (3e)
\]
the maximal value for the defender. Compared to the stationary case, the attacker’s action \(\text{attack}(s,t,q)\) depends also on time – i.e., the attacker waits for the “right moment” uniquely identified by the position of the defender \(s \in V\) and turn of the game \(t \in T\). Then it starts attack on target \(q \in Q\). The algorithm of using MPs is similar to the algorithm in Figure 1 and the difference is only in adding the index of the turn of the game.

Each call of the MP in the algorithm optimizes the defender’s policy \(\sigma = (\alpha_{i,j}^t; i,j \in V; t \in T)\) under the assumption that \(\text{attack}(s,q,t)\) is the optimal action of the attacker. The formulation of the MP for single configuration \((s,q,t)\) is following.

\[
\begin{align*}
\max_{\alpha} & \; X_q \left(1 - \omega_{s,q}^t\right) + X_0 \omega_{s,q}^t \\
\alpha_{i,j}^t & \geq 0 \quad \forall i,j \in V; l \in T \quad (4a) \\
\sum_{j \in V} \alpha_{i,j}^t & = 1 \quad \forall i \in V; l \in T \quad (4b) \\
\alpha_{i,j}^t & \leq \epsilon_{i,j} \quad \forall i,j \in V; l \in T \quad (4c) \\
\delta_{i,g}^{l,l} & = \alpha_{i,(g,l+1)}^t \quad \forall i \in V; g \in G; l \in T \quad (4d) \\
\delta_{i,g}^{l,l} & = \sum_{x \in V \backslash (g,l+1)} (\alpha_{i,x}^{g,l} \delta_{x,g}^{l,l}) \quad \forall i \in V; g \in G; h \in \{2,\ldots,d\}; l \in T \quad (4e) \\
\omega_{s,q}^t & = \sum_{h=1}^d \delta_{i,g}^{l,l} \quad \forall i \in V; g \in Q; l \in T \quad (4f) \\
Y_q \left(1 - \omega_{s,q}^t\right) + Y_0 \omega_{s,q}^t & \geq Y_q' \left(1 - \omega_{s',q'}^t\right) + Y_q' \omega_{s',q'}^t \quad \forall s' \in V; q' \in Q; t' \in T \\
\end{align*}
\]

The constraints are very similar to improved stationary program 3. Constraints (4b) and (4d) again ensure that \(\sigma\) is a correct policy, and constraints (4e)-(4f) define the probability \(\delta_{i,g}^{l,l}\) using the policy \(\sigma\). The difference is in expressing the vertex of the target using the function \(f\). If \(h = 1, \delta\) is equal to probability connecting the current position of the defender \(i\) and the position of the target in the next turn \(f(g,l+1)\). For higher \(h\), it is the probability is calculated similarly to the stationary case, but the excluding vertex is the vertex, where target \(g\) is in the next turn \(l+1\). The constraints (4g) define variable \(\omega\) and constraints (4h) ensure that no alternative attacker strategy can provide higher attacker’s utility \(U_a\). The optimized function (4a) is also very similar to the stationary case and it expresses the expected utility \(U_d\) of the patroller’s policy \(\sigma\) for a fixed combination of \(s \in V; q \in Q\) and \(t \in T\).

6. SOLVING THE PROGRAM

If some solver can optimize the programs defined above, we could have the optimal strategies for the patrolling problem. However, solving this program is hard. The number of program constraints and variables in the improved stationary formulation is \(O(|V|^2 \cdot d)\) and \(O(|V|^2 \cdot |T| \cdot d)\) in the time-dependent case. Most of the constraints are bilinear; the remaining constraints as well as the optimized function are linear.

6.1 Alternative Program Formulations

The formulation of the programs in previous sections was chosen with the readability as the main criterion. However, the exact form of the formulation can influence the computational complexity of solving the problem optimally as well as the potential for approximation. A different formulation of the problem can be constructed if some of the program variables are not represented explicitly in the program.

Bilinear MP The presented form of the programs expresses the optimization of a linear function over a region defined by (at worst) bilinear constraints. The size of the program is polynomial in the relevant problem parameters. However, solving a bilinear program is in general NP-hard [6]. Non-convexity of the feasible region that is defined by the bilinear equalities indicates that this particular problem is most likely not an exception. On the other hand, these programs are widely studied and many approximation algorithms are available.

Polynomial MP Some of the variables in the presented programs do not have to be represented explicitly in an actual program formulation. For example, the variables \(\omega\) in programs (3) and (4) can be clearly removed and all its occurrences can be substituted by the corresponding sum of variables \(\delta\). This modification still leads to a bilinear program. However, if we also remove the variables \(\delta\) in the same way, we are in a different class of MPs. All the bilinear constraints are removed and only the linear constraints remain. However, the complexity of the optimized function increases dramatically. Instead of linear, it becomes polynomial with maximal degree \(d\). As mentioned in [9], even unconstrained optimization of 4-degree polynomials is NP-hard, hence this formulation is also not likely to produce optimal solution for larger problems in reasonable time.

6.2 Approximate MP Solutions

The discussion above indicates that finding reasonably fast solvers that would solve the presented MPs optimally is unlikely. However, this section shows that even approximation algorithms that do not guarantee finding the optimal result are usable for finding a good solution of the game. In order to do that, we use the most general case of finding the time-dependent policy for mobile targets. The same results hold also for the simpler cases. Let \(MP^*(s,q,t)\) be the optimal solution for the program for the setting and \(MP(s,q,t)\) be a feasible approximate solution. First of all, we show that any feasible solution of the program provides a strategy with a guaranteed quality.

Lemma 6.1. Let \((v, \sigma) = MP(s,q,t)\) be any feasible solution of program (4) for any \((s,q,t) \in V \times Q \times T\). If the attacker plays rationally and the defender uses the strategy \(\sigma\), it is guaranteed to achieve the utility \(v\).

Proof. For any \(s,q,t \in V \times Q \times T\) and a feasible strategy \(\sigma\), the constraints (4g) ensure that the best rational response of the attacker to strategy \(\alpha\) is to use the strategy \(s,q,t\). Any other strategy leads to at most the same utility for the attacker. Moreover, according to Definition 3.1, the attacker chooses among its alternative best responses the one that is best for the defender.

We continue by showing the relation between the quality of the solution for individual mathematical programs (4) and the quality of the solution produced by Algorithm 1.

Lemma 6.2. Let \(v^*\) be the value of the optimal strategy of the defender. Assume that each of the programs for different settings of \(s,q,t \in V \times Q \times T\) is approximately solved, such that the difference between the defender’s utility from the
produced policy and the optimal policy for the setting is lower than $\epsilon$. Then the difference between the utility of the policy produced by Algorithm 1 and $v^*$ is lower than $\epsilon$.

Proof. Assume that Algorithm 1 selects the result of $MP(s, q, t)$ to be the output of the whole process. There are two cases we need to consider.

1. $(v^*, \sigma^*) = MP^*(s, q, t)$: The difference between the produced solution and the optimum is less than $\epsilon$ from its definition.

2. $(v^*, \sigma^*) = MP^*(s', q', t')$ and $(s, q, t) \neq (s', q', t')$: Let $(v, \sigma) = MP(s, q, t)$ and $(v', \sigma') = MP(s', q', t')$. If Algorithm 1 selected $\sigma$ then $v \geq v'$. $v' \geq v^* - \epsilon$ from the definition of $\epsilon$. Hence $v \geq v^* - \epsilon$, which means that the produced solution is at most $\epsilon$ far from the optimum.

7. EXPERIMENTAL EVALUATION

In this section, we experimentally evaluate the proposed approach. The focus of the paper is on validation of the novel patrolling game model, hence the focus of the experiments is on the quality of the solutions produced by the proposed non-linear program. As discussed in Section 6, solving the program is NP-hard, therefore we also describe several preliminary optimization techniques (more advanced improvements are planned for future work) that help the solver to converge to reasonable solutions in a reasonable time.

7.1 Experiment Settings

We used the following settings for the experiments: (1) we used two types of graphs – grid and grid with holes; (2) two targets were present in each setting and we used three different movement schedules for the targets; (3) we simplified the values of the targets and assume that all targets have the same value; (4) we compared the quality of produced time-dependent policies to an approximation calculated as a stationary policy.

7.1.1 Graphs

We conducted the evaluation on two types of graphs inspired by a typical application domains: (1) grid with holes (see Figure 2(a) for an example) which may e.g. represent a road network, (2) full grid (see Figure 2(b) for an example) that corresponds to discretization of open space, such as ocean surface. In both figures, black nodes represent initial positions of targets and dashed arrows show motion patterns for the targets. In all experiments, targets move once per two defender’s moves; this reflects that the defender is faster than targets.

7.1.2 Targets

As adding more targets did not show any interesting changes in the results, we limit the presentation to experiments with two targets only. Three types of target movement with different implications on the distance between the targets were employed: (1) alternating where the distance between the targets is decreasing and increasing in time (see Figures 2(a),2(b)); (2) equidistant is defined only for grid graphs and involves simultaneous movement of targets along the top-most and bottom-most edges of the graph from left to right and back. In Figure 2(b), the target at the bottom

Figure 2: The schema of the experimental scenarios. Black nodes denote target’s initial positions and arrows depict target’s movement.

starts from the left side and moves in the same way as the one on top; (3) stationary where targets remain in their initial positions. Finally, in all experiments we adopt the repeated version of the game – i.e. the targets are moving in cycles and the game repeats each $|T|$ turns.

7.1.3 Program for Time-Dependant Policies

For explanatory reasons we simplified the values of the targets, that neither the attacker nor the defender has any preference among the targets – the attacker tries to maximize the probability that it will successfully attack some target and the defender aims to minimize this probability. This corresponds to an instance of the defined patrolling problem where $X_q = Y_q = -1$; $\forall q \in Q$ and $Y_0 = X_0 = 0$. As we want to evaluate the probability of catching the attacker we assume that the attacker has to attack some target (i.e, we disallow noop action for the attacker).

Using above simplification the game became a zero-sum variant of the original problem, however, it does not substantially change the characteristics of the program, nor it is significantly computationally easier to solve compared to the original formulation due to the non-linearity in constraints of the MPs ($\delta$ variables). The only change is the simplification of the objective function and utility-based constraints, which enable us to formulate the MP as a single min-max optimization instead of a sequence of optimizations of MPs for each initial point, turn, and target. We are searching for $\sigma$ that optimizes:

$$\max_{\sigma} \min_{s, q, t} \left(\omega^s \omega^q \right)$$

subject to (4b)-(4g).

Constraints (4h) are substituted by the maximization of the objective function and can be removed. We further refer to the value of the objective function (5) as the reached value of the game.

7.1.4 Program for Stationary Policy

In order to evaluate the quality of the solutions based on a time-dependent policy we need to obtain a stationary policy, which still can be efficient even with moving targets in some cases (e.g. if the movement is limited). We compare the performance of these two formulations in terms of the reached game value and computation time in the game with moving targets.

In order to obtain a stationary policy, we have slightly modified the MP (5) – we have removed the time index from all $\alpha$ variables in all constraints. All $\delta$ and $\omega$ variables keep the time index in order to take target’s movement into account. This modification is especially useful if the variables $\delta$ and $\omega$ are not explicitly represented in the implementation.
of the program. In that case, the number of real variables in the program decreases significantly.

Besides the comparison reasons we used the stationary policy as an initial point for solver for calculating the time-dependent policy (see Section 7.2.1).

7.1.5 Implementation

We implemented the proposed mathematical programs in MATLAB® using the fminimax function for the optimization. For both programs – the MP for the time-dependent and for the stationary policy – we use only α as variables; variables δ and ω are not explicitly represented as variables of the MP. The set of α variables is limited to those αi,j for which there exists an edge between vertices.

Internal MATLAB parallel methods were used during the optimization, hence the duration of the experiments is expressed in the total CPU time (in seconds) consumed on all cores.

7.2 Results

In this section we present the results of the experimental evaluation. In general, the results proved that in the game with mobile targets it is reasonable to use the time-dependent policy. In most of the experimental settings usage of time-dependent policy led to significantly higher utility value than the approximation using a stationary policy but currently at the expense of significantly higher computational costs.

The most representative results, in terms of the reached game value and the average computation time, from two graphs (shown in Figures 2(a) and 2(b)) were selected and depicted in Table 1. Note that the value reached in the zero-sum variant represents the worst-case probability that the defender catches the attacker during the attack on some target. As expected, the dynamic policy is significantly better than the stationary approximation, as the defender can better adapt to the movement of the targets. For the third target movement type, i.e. stationary targets, both methods converged to the same values and policies.

The frequent appearance of 0.5 as the reached game value in Table 1 stems from having two targets. In many settings, the defender cannot protect both targets and thus it non-deterministically “chooses” just one of them; the attacker then succeeds if it attacks the other target. Note that the MP also found a deterministic policy that always leads to catching the attacker (reached value is 1.00).

The differences between stationary policy and time-dependent policies for the defender can be seen in Figure 3: the stationary policy 3(a) covers all positions of the targets in time, while the time-dependent policy can utilize the knowledge of the current positions of targets (vertices 2 and 14 in 3(b) showing turn 6) and also future positions of targets (3(c) shows turn 7 of the game with targets in vertices 3 and 15). Note, that thanks to the time-dependant policy, the defender can in turn 7 reach the target in vertex 3 from the vertex 2 in one move, however, there is no such possibility in the stationary policy.

7.2.1 Initial Values for Computing Time-Dependent Policies

In Section 7.1.4 we mentioned that the approximate solution of the problem using a stationary policy can be used by the solver as the initial point for searching for a time-dependent policy. In Figure 4, we compare the computation time and the reached value of the game for a fixed graph (grid 3x4, with d = 6) with different initial points. Note that the graph is in logarithmic scale. When a random policy is used for initialization (circle), most runs of the solver were very quick but unsuccessful (i.e. the optimization stopped in a local minimum with low value). For random values not representing a legal policy (cross), most runs stopped in a local minimum with low value as well, but they took significantly more time. Finally, when using the stationary policy approximation as the initial value (diamond), the runtime is comparable to random non-policy initialization and the reached game value is maximal. Pattern visible in Figure 4 was observed for other graphs as well.

7.2.2 Scalability

To address the scalability of the approach, we performed experiments (see Table 2) on grid graphs with an expanding proportion. We can see that average time to solve the program is increasing exponentially for both stationary and dynamic policy. However, we had not implemented any significant improvements leading to simplifying the mathematical programs and (s, q, t) configurations, hence there is a possibility for significant improvement of performance of proposed approach.

8. CONCLUSION

We presented a novel formal model – a patrolling game with mobile targets. It is a two-player game between the
Figure 4: Consumed time (x-axis) and reached value (y-axis) for different initialization of the solver computing the time-dependant policy. Both axes use logarithmic scale.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Policy</th>
<th>d</th>
<th>value</th>
<th>time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid 2x4</td>
<td>stationary dynamic</td>
<td>4</td>
<td>0.12</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
<td>122.44</td>
</tr>
<tr>
<td>grid 3x4</td>
<td>stationary dynamic</td>
<td>6</td>
<td>0.18</td>
<td>17.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
<td>985.47</td>
</tr>
<tr>
<td>grid 4x4</td>
<td>stationary dynamic</td>
<td>8</td>
<td>0.24</td>
<td>29.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
<td>3516.20</td>
</tr>
<tr>
<td>grid 5x4</td>
<td>stationary dynamic</td>
<td>10</td>
<td>0.27</td>
<td>55.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.66</td>
<td>53057.10</td>
</tr>
</tbody>
</table>

Table 2: Results of scale-up experiments (increasing the height of the grid).

defender, patrolling in an area in order to protect a set of targets, and the attacker who wants to attack the targets. We assume that the attacker has full knowledge about the defender’s strategy, and that an attack takes non-zero time to complete, during which the attacker can be discovered by the defender. In contrast to the existing work in the domain of patrolling games, we allow the targets to move through the area.

We provided a formal definition of this novel patrolling game and a mathematical program for finding defender’s optimal strategy, sought as the game’s Strong Stackelberg Equilibrium. Specifically, we search for a time-dependent Markovian policy for the defender that utilizes the knowledge of the movement schedule of the targets. As the mathematical program is non-linear, finding the solution is computationally hard. We therefore performed several experiments to evaluate the proposed approach. The results justify using time-dependent policies in scenarios with moving targets, as the reached value of the game, i.e., the utility of the defender, was significantly higher compared to the situations, where defender’s strategies are limited to stationary policies.

Our results open a number of future work directions. Currently, we provided only a basic implementation of the proposed program and further improvements are desirable to improve the scalability of the approach. Furthermore, the investigation of time-dependent non-markovian policies (i.e., where the defender has some internal state e.g., representing the target, towards which the defender is heading) can further enrich the space of patrolling games. Moreover, the observability of the defender’s internal state by the attacker can reflect the imperfectness of the attacker’s knowledge.

Finally, a more compact representation of the environment of the game (e.g., only in terms of relative distances to the targets) might be employed to reduce the complexity of computation, in particular when combined with non-markovian policies of the defender.
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ABSTRACT

The fastest known algorithm for solving General Bayesian Stackelberg games with a finite set of follower (adversary) types has seen direct practical use at the LAX airport for over 3 years; and currently, an (albeit non-Bayesian) algorithm for solving these games is also being used for scheduling air marshals on limited sectors of international flights by the US Federal Air Marshals Service. These algorithms find optimal randomized security schedules to allocate limited security resources to protect targets. As we scale up to larger domains, including the full set of flights covered by the Federal Air Marshals, it is critical to develop newer algorithms that scale-up significantly beyond the limits of the current state-of-the-art of Bayesian Stackelberg solvers. In this paper, we present a novel technique based on a hierarchical decomposition and branch and bound search over the follower type space, which may be applied to different Stackelberg game solvers. We have applied this technique to different solvers, resulting in: (i) A new exact algorithm called HBGS that is orders of magnitude faster than the best known previous Bayesian solver for general Stackelberg games; (ii) A new exact algorithm called HBSA which extends the fastest known previous security game solver towards the Bayesian case; and (iii) Approximation versions of HBGS and HBSA that show significant improvements over these newer algorithms with only 1-2% sacrifice in the practical solution quality.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Algorithms, Performance, Experimentation

Keywords
Game Theory, Bayesian Stackelberg Games, Hierarchical Decomposition

1. INTRODUCTION

This paper focuses on Stackelberg games where a leader commits to a mixed strategy, and then a follower selfishly optimizes his own reward, with the knowledge of the mixed strategy chosen


by the leader. These models are common for modeling attacker-defender scenarios in security domains [15, 9], patrolling domains [1, 3], and are also being applied to network routing [11] and transportation networks [16]. Indeed, these models have seen at least two deployed applications at the Los Angeles International Airport (LAX) and the Federal Air Marshals Service (FAMS) [8].

Uncertainty over player preferences, a key aspect of the real-world, is modeled using a Bayesian extension to Stackelberg games. Bayesian Stackelberg games allow us to explicitly model players as types, where each type can have its own preferences. Indeed, the application at LAX uses a Bayesian Stackelberg game. Unfortunately, the problem of finding the Stackelberg equilibrium for Bayesian Stackelberg games has been shown to be NP-Hard [5].

The two chief techniques previously employed for identifying Bayesian Stackelberg equilibrium are: (1) Multiple-LPs [5] that uses the Harsanyi transformation [6] to convert the Bayesian game into a perfect information game, and then analyzes each of the exponential number of combinations of the actions for all follower types independently; (2) DOBSS [15] that analyzes the entire Bayesian game at once without using the Harsanyi transformation by using a mixed-integer linear program, which optimizes against each adversary type independently while keeping the leader strategy fixed across all types. However, these methods fail to scale up beyond 10 types even for 20 actions for the players, or beyond 30 actions for just 5 follower types. Alternatively, sampling techniques have been proposed for Bayesian Stackelberg games with infinite types, but they only provide approximate solutions [10]. Thus, efficient algorithms for Bayesian Stackelberg games need to be developed for the application of game-theoretic techniques to more complex real-world domains.

The focus of this paper is to present a new technique for solving large Bayesian Stackelberg games that decomposes the entire game into many hierarchically-organized, restricted Bayesian Stackelberg games; it then utilizes the solutions of these restricted games to guide us to more efficiently solve the larger Bayesian Stackelberg game. In particular, we use this overarching idea of hierarchical structure to improve the performance of branch and bound search for Bayesian Stackelberg games; the solutions obtained for the restricted games at the ‘child’ nodes are used to provide: (i) pruning rules, (ii) tighter bounds, and (iii) efficient branching heuristics to solve the bigger game at the ‘parent’ node faster. Such hierarchical techniques have seen little application towards obtaining optimal solutions in Bayesian games (decompositions have been proposed to obtain approximate Nash equilibrium for symmetric games [17]), while Stackelberg settings have not seen any application of such hierarchical decomposition.

We first present HBGS (Hierarchical Bayesian solver for General Stackelberg games), an algorithm that applies such decompo-
sition techniques to general Bayesian Stackelberg games, and show that we can scale up to 50 types for games where the state-of-the-art algorithms cannot even solve for 10. Secondly, we present HBSA (Hierarchical Bayesian Solver for Security games with Arbitrary schedules), which uses the same key decomposition ideas to solve large scale security domains with arbitrary scheduling constraints. Finally, we show that these algorithms are naturally designed for obtaining quality bounded approximations, and can provide a further order of magnitude scale-up without significant loss in quality.

2. BACKGROUND AND NOTATION

We begin by defining a normal-form Stackelberg game. A generic Stackelberg game is a two person bi-matrix game, between a leader and a follower. These players need not represent individuals, but could also be groups like the police force, that cooperate to execute a joint-strategy. Each player has a set of pure strategies, and a mixed strategy allows the player to play a probability distribution over these pure strategies. Payoffs for each player are defined over all possible joint pure-strategy outcomes. In a Stackelberg game, the follower acts with the full knowledge of the leader’s strategy.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Θ</td>
<td>Leader</td>
</tr>
<tr>
<td>Ψ</td>
<td>Follower</td>
</tr>
<tr>
<td>Λ</td>
<td>Set of follower types, iterated using λ</td>
</tr>
<tr>
<td>(G(\Theta, \Psi^\Lambda))</td>
<td>Bayesian Game with Λ follower types.</td>
</tr>
<tr>
<td>Σ</td>
<td>Set of pure strategies, iterated using σ</td>
</tr>
<tr>
<td>(\sigma_\Psi)</td>
<td>A pure strategy of the leader</td>
</tr>
<tr>
<td>(\sigma_\Psi)</td>
<td>A pure strategy of the follower, (\sigma_\Psi =&lt; \sigma_\Psi^\lambda &gt;)</td>
</tr>
<tr>
<td>(p^\lambda)</td>
<td>Probability of facing follower type (\lambda)</td>
</tr>
<tr>
<td>(U^\Theta(\sigma_\Theta, \sigma_\Psi^\lambda))</td>
<td>Payoff of leader against follower type (\lambda)</td>
</tr>
<tr>
<td>(U^\Psi(\sigma_\Theta, \sigma_\Psi^\lambda))</td>
<td>Payoff of follower type (\lambda)</td>
</tr>
<tr>
<td>(\delta(\sigma_\Theta))</td>
<td>Probability of leader playing pure strategy (\sigma_\Theta)</td>
</tr>
<tr>
<td>(V^\Theta(\delta, \sigma_\Psi^\lambda))</td>
<td>Expected utility of the leader</td>
</tr>
<tr>
<td>(V^\Psi(\delta, \sigma_\Psi^\lambda))</td>
<td>Expected utility of the follower</td>
</tr>
</tbody>
</table>

The Bayesian extension to the Stackelberg game allows for multiple types of players, with each type associated with its own payoff values. For the games discussed in this paper, we assume that there is only one leader type, although there may be multiple follower types. This is motivated by the real-world deployments: there could be one security force which is facing many types of adversaries like local thieves as well as hard-lined terrorists. Each type is represented by a different and possibly uncorrelated payoff matrix. The leader does not know the follower’s exact type, however, the probability distribution over follower types is known.

A Bayesian game between the leader and a set of follower types is represented by \(G(\Theta, \Psi^\Lambda)\) where Θ represents the leader, Λ represents the set of follower types and Ψ represents the follower. The leader, Θ, for the Bayesian Stackelberg games in this paper is always the row player, while the follower Ψ is always the column player. The follower could be of any type \(\lambda\), from the set of types Λ. The pure strategies for each player are represented by σ, whereas the set of these pure strategies is represented by Σ. Subscripts Θ and Ψ are used to denote the player, e.g., \(\sigma_\Theta\) represent the pure strategies for the leader. The strategy space \(\Sigma_\Psi\) of the follower in the Bayesian game is a cross product of the strategy spaces of all the follower types, \(\Sigma_\Psi = \prod_{\lambda \in \Lambda} \Sigma^\lambda_\Psi\), and so the pure strategy \(\sigma_\Psi\) of the follower is represented as a tuple of pure strategies for each follower type, \(\sigma_\Psi =< \sigma_\Psi^\lambda >\), \(\{\sigma_\Psi^\lambda, \ldots, \sigma_\Psi^\Lambda\}\). The notation is described in Table 1.

The solution concept of interest is a Strong Stackelberg Equilibrium (SSE) [13], where the objective for the leader is to find the mixed strategy \(\delta\), such that the expected leader utility is maximized given that the follower will choose its action with the complete knowledge of the leader’s mixed strategy in its own interest. We limit the follower to play only pure strategies, since their always exists a pure strategy best response for the follower in such Stackelberg games [15]. The expected utility of the leader against follower type \(\lambda\) for strategy profiles \(\delta\) and \(\sigma_\Theta\) is denoted as \(V^\Theta_\Theta(\delta, \sigma_\Theta^\lambda)\). The expected utility of the leader, \(V^\Theta_\Theta(\delta, \sigma_\Psi^\lambda)\), is a weighted combination of the leader expected utility against all follower types:

\[
V^\Theta_\Theta(\delta, \sigma_\Psi^\lambda) = \sum_{\sigma_\Theta \in \Sigma_\Theta} \delta(\sigma_\Theta) U^\Theta_\Theta(\sigma_\Theta, \sigma_\Psi^\lambda)
\]

(1)

\[
V^\Theta_\Theta(\delta, \sigma_\Psi^\lambda) = \sum_{\lambda \in \Lambda} p_\lambda V^\Theta_\Theta(\delta, \sigma_\Psi^\lambda)
\]

(2)

The expected utility of the follower is defined analogously. Formally, SSE is defined as follows:

1. The leader plays a best response:

\[
V^\Theta_\Theta(\delta, \sigma_\Psi^\lambda) \geq V^\Theta_\Theta(\delta', \sigma_\Psi^\lambda) \forall \delta'
\]

(3)

2. Every follower type plays a best response:

\[
V^\Psi_\Psi(\delta, \sigma_\Psi^\lambda) \geq V^\Psi_\Psi(\delta, \sigma_\Psi^\lambda') \forall \sigma_\Psi^\lambda' \in \Sigma^\lambda_\Psi, \forall \lambda \in \Lambda
\]

(4)

3. The follower breaks ties in favor of the leader:

\[
V^\Psi_\Psi(\delta, \sigma_\Psi^\lambda) \geq V^\Psi_\Psi(\delta', \sigma_\Psi^\lambda) \forall \delta', \sigma_\Psi^\lambda \in \Sigma^\lambda_\Psi, \forall \lambda \in \Lambda
\]

(5)

where \(\Sigma^\lambda_\Psi\) is the set of pure strategy best responses, satisfying Equation (4).

2.1 Existing Approaches / Related Work

Two main approaches have been proposed in prior work to compute the equilibrium in Bayesian Stackelberg games. DOBSS [15] solves the Bayesian game by solving a mixed-integer linear program that internally decomposes the problem by individual follower types. On the other hand, Multiple-LPs approach [5] works on the Harsanyi transformed version of the game. Harsanyi transformation converts the Bayesian game into a normal form representation, however, with an exponential number of pure strategies. Multiple-LPs thus computes an exponential number of linear programs to find the Stackelberg equilibrium [15].

The follower’s pure strategy space \(\Sigma_\Psi\) in the Bayesian Stackelberg game \(G(\Theta, \Psi^\Lambda)\) can be represented using a tree, where each branch corresponds to a pure strategy choice for a follower type. Figure 1 shows an example of such a tree presentation of \(G(\Theta, \Psi^\Lambda)\), where \(\Lambda = \{\lambda_1, \lambda_2\}\) with \(|\Sigma^\lambda_\Psi| = 2\), \(\lambda \in \Lambda\). Every leaf in this tree represents a pure strategy of the follower; for example, the pure strategy \(\sigma_\Psi^\lambda, \sigma_\Psi^\Lambda\) is represented by the leaf [2, 1]. In a game with \(|\Lambda|\) types and \(|\Sigma^\lambda_\Psi|\) pure strategies per type, the number of leaves in this tree would be \(\prod_{\lambda \in \Lambda} |\Sigma^\lambda_\Psi|\). The path from the root to a leaf represents a distinct pure strategy \(\sigma_\Psi\) of the follower. Thus, there are exponentially many leaves in \(G(\Theta, \Psi^\Lambda)\); for example, a game with 10 follower types and just 5 actions per type would have 9,765,625 leaves.

The LP employed by Multiple-LPs algorithm is described in Equations (6) to (9). This LP is executed for all pure strategies

1The leader can always induce the follower to break ties in its favor [2].
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These restricted games are smaller and are much easier to solve (the number of follower pure strategies in these restricted games is exponentially smaller as compared to the entire Bayesian game).

Once a partition has been established, a hierarchical type tree is constructed where the root node corresponds to the entire Bayesian game \( G(\Theta, \Psi^\lambda) \), and its children correspond to the restricted games, \( G(\Theta, \Psi^{\lambda'}) \). While any partitioning is valid, we present and experimentally evaluate two partitions in this paper: (1) a depth-one partition, and (2) a fully branched binary tree (where children can then be hierarchically decomposed into even more restricted games). An example game of depth-one partitioning with 4 types is shown in Figure 2(a). Here, each restricted game solves for exactly one type such that the total depth of the tree is one. On the other hand, Figure 2(b) shows fully branched binary partitioning, where the entire problem is broken down into two restricted games of two types each, which are again broken down into two sub-games themselves.

All the nodes in the constructed hierarchical tree are visited such that the children are evaluated before the parent. Every node is evaluated using Algorithm 1 (discussed next), and the feasible pure strategies \( \Sigma^\chi_{\lambda'} \) with corresponding bounds \( B^\chi_{\lambda'} \) obtained at the \( \psi^\text{th} \) child are propagated up to the parent. These are then used when the parent is evaluated, again using Algorithm 1. This process continues until the root node is solved and the optimal solution for the entire game \( G(\Theta, \Psi^\lambda) \) is obtained.

### 3.2 Pruning a Bayesian Game

If a parent in the HBGS tree obtains feasibility and bounds information from its children, how can it use it to improve its efficiency of processing the Bayesian game?

1. **Feasibility**: HBGS uses the following theorem to reduce the strategy space \( \Sigma^\chi_{\lambda'} \) of the follower.

**Theorem 1.** The follower’s pure strategy \( \sigma^\psi \in [\sigma^\psi] \) is infeasible in the Bayesian game \( G(\Theta, \Psi^\lambda) \) if the strategy \( \sigma^\psi \) is infeasible for the follower of type \( \lambda \) in a restricted game, \( G(\Theta, \Psi^{\lambda'}) \), where the follower can only be of type \( \lambda' \) (that is, \( \lambda' = \{\lambda\} \)).

**Proof.** Suppose that the pure strategy \( \sigma^\psi \) containing \( \sigma^\psi \) is feasible in the Bayesian game with \( \delta \) being the corresponding defender mixed strategy. Thus, the best response of the follower of type \( \lambda \) to the leader strategy \( \delta \) is \( \sigma^\psi \), as stated in Equation (4). Therefore, the pure strategy \( \sigma^\psi \) is feasible in the restricted game \( G'(\Theta, \Psi^{\lambda'}) \), which is a contradiction.

Theorem 1 states that if \( \sigma^\psi \) can never be the best response of follower type \( \lambda \) in the restricted game \( G(\Theta, \Psi^{\lambda'}) \), \( \lambda' = \{\lambda\} \) (that is, a game with only the follower of type \( \lambda \)), then a pure strategy containing \( \sigma^\psi \) can never be the best-response of the follower in any Bayesian game \( G(\Theta, \Psi^{\lambda}) \), \( \Lambda = \{\lambda_1, \lambda_2, \ldots\} \). In other words, if some branches in the follower action tree (Figure 1) are infeasible, no leaves in the subtree connected by that branch need to be evaluated. The theorem can easily be extended to restricted games with \( \Lambda' \subseteq \Lambda \) by considering \( \Lambda' \) as one hyper-type. This implies that a pure strategy \( \sigma^\psi \) can be removed from the Bayesian game if any of its components \( \sigma^\psi \) is infeasible in the corresponding restricted game. Thus, such pure strategies need not be reasoned over, thereby reducing the computational burden significantly.

As an example of the gain in performance, consider a sample problem with five follower types (\( |\Lambda| = 5 \)), such that there are ten pure strategies for follower of each type (\( |\Sigma^\chi_{\lambda'}| = 10 \), \( \lambda \in \Lambda \)). Thus, the total number of pure strategies for the follower in the Bayesian Stackelberg game are \( 10^5 \). If an oracle could inform us a priori that two particular pure strategies can be discarded for every type of
HBGS identifies the infeasible strategies of the restricted games, and then applies Theorem 1 to prune out infeasible strategies from the corresponding pure strategy is available, and if this upper bound is not better than the best solution known so far. A naïve approach is given in Line number 2 (and updated later in Line 10). \( B^* \) represents the bounds for all these strategies, and is obtained in Line 3 (and updated later in Line 9). Lines 2 to 5 are initialization; \( \Sigma^i \) represents the \( i \)th pure strategy in the set \( \Sigma^\delta \). The main loop of the algorithm starts after Line 6, where one pure strategy (leaf) is evaluated after another. The function `solve (Line 7) in HBGS

Algorithm 1 HBGS(\( \Lambda, \Sigma, \Sigma^\delta, B^\delta, \mathcal{U}_L, \mathcal{U}_F \))

// initialize
// \( \Sigma^\delta \): pruned feasible pure strategy set for all follower types
// \( B^\delta \): bounds for all pure strategies for all follower types
1. \( \text{FT} := \text{construct-Follower-Action-Tree}(\Sigma^\delta) \)
2. \( \Sigma^* := \text{leaves-of}(\text{FT}) \) // feasible pure strategies of \( \Psi \)
3. \( B^*(\sigma^\delta) := \text{getBounds}(\lambda, B^\delta) \quad \forall \sigma^\delta \in \Sigma^\delta \)
4. \( \text{sort}(\Sigma^*, B^*(\sigma^\delta)) \) // sort pure strategies in descending order of \( B^* \)
5. \( \sigma^* \) := \( \Sigma^* \) \( \leftarrow \) \( \sigma^\delta \) \( \leftarrow \) \( \Sigma^\delta \) \( \leftarrow \) \( \Sigma^\delta \) \( \leftarrow \) \( \Sigma^\delta \)
6. \( r^* := -\infty \) // \( r^* \): current best known solution

// start
repeat
7. \( (\text{feasible}, \delta, r) := \text{solve}(\Sigma, \sigma^\delta) \) // Equations 6-9
if feasible then
   if \( r > r^* \) then
      // update current best solution
      8a. \( r^* := r \)
      8b. \( \delta^* := \delta \)
   9. \( B^*(\sigma^*) := r \) // update bound
else
10. \( \Sigma^* := \Sigma^* - \sigma^\delta \) // remove infeasible strategy
11. \( \sigma^* := \text{getNextStrategy}(\sigma^\delta, r^*, \Sigma^\delta, B^\delta) \)
until \( \sigma^* <\) NULL
return \( (\delta^*, r^*, \Sigma^*, B^*) \)

solves the LP given in Equations (6) to (9). The follower pure strategy \( \sigma^\delta \) is feasible if this LP has a feasible solution. The maximal leader reward \( r \) and the corresponding leader mixed strategy \( \delta \) are also obtained from the LP (Line 7). If the pure strategy is feasible, the bounds \( B^* \) are updated (Line 9). Otherwise, the strategy \( \sigma^\delta \) is removed from the pure strategy set \( \Sigma^* \) of the follower (Line 10).

The function `getNextStrategy` moves from one leaf (pure strategy) to another of this follower action tree: it is the branching heuristic (Line 11). For example, it would iterate through all the \( 4 \) leaves in Figure 1 one by one if no leaf was pruned. The leader strategy \( \delta^* \) to the maximal corresponding leader reward \( r^* \) is the
optimal leader strategy for this Bayesian game. Additionally, Algorithm 1 also returns the set of feasible pure strategies, $\Sigma^*$, and the corresponding bounds, $B^*$. This feasible strategy set $\Sigma^*$ is a subset of the cross-product of $\Sigma_2^j$, the feasible strategies per type, since it does not contain the strategies that were computed and found to be infeasible. $^4 \Sigma^*$ and $B^*$ are the feasibility sets and bounds that are propagated up the hierarchical tree; however, we first discuss the branch and bound heuristic used in Algorithm 1.

**Branch and Bound Heuristics**: HBGS sorts $\sigma_2^j \in \Sigma_2^j$, the pure strategies per type, in decreasing order of their bounds $B(\sigma_2^j)$ before the tree in Figure 1 is constructed. The branching heuristic is that the leaf which can generate the higher leader expected utility is preferred. The bounds on each leaf are a direct application of Theorem 2. The function getBounds computes the weighted sum of the bounds per follower type $B(\sigma_2^j)$ to generate the bound $B(\sigma_2)$ for this leaf.

**Tree Traversal and Pruning**: Algorithm 2 formally defines the tree-traversal strategy. The algorithm traverses the leaves of the follower action tree from left to right (lexicographic order) with the objective to find the first leaf (pure strategy) whose bound is higher than the current best solution $r^\ast$. If no such leaf exists, the optimal solution has been achieved and HBGS can be successfully terminated. This tree is constructed keeping the child nodes sorted in descending order from left to right in every sub-tree. For example, in Figure 1, $B(\Sigma_2^2 (1)) \geq B(\Sigma_2^2 (2))$ (children of root) and $B(\Sigma_1^2 (1)) \geq B(\Sigma_1^2 (2))$ where $\Sigma_2^j(i)$ represents the $i$th pure strategy for follower type $\lambda$. The leaves are evaluated from left to right, that is, the leaf $[1, 1]$ is evaluated first and leaf $[2, 2]$ last.

If the bound $B$ for any leaf $\sigma_2$ is smaller than the best solution obtained thus far, that leaf need not be evaluated. Additionally, right siblings of this leaf $\sigma_2$ need not be evaluated either, given the sorted nature of every sub-tree. For example, in Figure 1, if the bound of leaf $[2, 1]$ is worse than the solution at $[1, 2]$, then the leaf $[2, 2]$ does not need to be evaluated as well. Algorithm 2 accomplishes this type of pruning of branches as well.

```
Algorithm 2 getNextStrategy($\sigma_2, r^\ast, \Sigma^\lambda, B^\lambda$)
for $\lambda = |\Lambda|$ to 1 Step -1 do
  j := index-of($\Sigma_2^j, \sigma_2$)
  // Fix the pure strategies of parents: $\sigma_2^j, i < \lambda$
  // Update the pure strategy of type $\lambda$: $\Sigma_2^j(\lambda + j)$
  // Children choose their best pure strategy: $\Sigma_1^i(1), i > \lambda$
  $\sigma_2 := [\sigma_2^1, ..., \sigma_2^j-1, \Sigma_2^j(\lambda + 1), \Sigma_2^{j+1}(1), ..., \Sigma_2^{\lambda+1}(1)]$
  if $r^\ast < getBounds(\sigma_2, B^\lambda)$ then
    return $\sigma_2$
  return NULL
```

**HBGS Summary**: The leaves of the hierarchical type tree are solved to identify infeasible strategies and obtain upper bounds on every follower strategy. This information is propagated up the tree, and the procedure repeated for every node until the optimal solution is obtained at the root. While HBGS does incur the overhead of solving many smaller restricted games, it outperforms all existing techniques in the overall performance, as shown in Section 6.

4. **HBSA OVERVIEW**

Applications with complex scheduling constraints have inspired new algorithms to take advantage of structure in domains with extremely large strategy spaces for the leader. One example of such

$^3$Some of the strategies in $\Sigma^*$ that were not computed may still be infeasible; Algorithm 1 ensures no feasible strategy is removed. $^4$The bounds are weighted by the distribution $p^\lambda$ over types.

a domain is the scheduling problem faced by FAMS where the air marshals (defender) need to cover flights (targets) from a terrorist (adversary). Scheduling even 10 air marshals over 100 flights leads to approximately 1.7e13 joint schedules for the defender, so new algorithms like ASPEN [7] based on large scale optimization techniques like column generation have been proposed. However, no Bayesian extensions exist.

We first extend the ASPEN algorithm to handle arbitrary scheduling constraints in the presence of multiple follower types. We then present HBSA, which like HBGS, solves the Bayesian game hierarchically. We show that the key ideas of hierarchical decomposition can also be applied to Bayesian games in such domains.

Security problems with arbitrary scheduling constraints (SPARS) were first introduced by Jain et. al [7]. These problems are known to be NP-Hard in general [12]. The defender in the SPARS problem needs to protect a set of targets from the adversary. The pure strategy of the defender is a joint schedule $P_j$, which is an allocation of all its resources to a set of schedules $S$ that agree with the scheduling constraints given in the SPARS problem. The pure strategy space of the adversary is the set of targets $T$; the adversary can choose to attack any target. The adversary succeeds if the target being attacked is not covered by the defender. The payoffs $u$ are defined for both the players (refer Table 2). For example, consider a SPARS game modeling FAMS with 5 targets (flights), $T = \{t_1, ..., t_5\}$, and two air marshals. Let the set of feasible schedules be $S = \{\{t_1, t_2\}, \{t_2, t_3\}, \{t_3, t_4\}, \{t_4, t_5\}, \{t_1, t_5\}\}$. The set of all feasible joint schedules is shown below (1 implies that the target $t$ is being covered by joint schedule $P_j$), where each column represents a joint schedule:

$$
\begin{array}{cccccc}
P_1 & P_2 & P_3 & P_4 & P_5 \\
t_1 & 1 & 1 & 1 & 1 \\
t_2 & 1 & 1 & 0 & 1 \\
t_3 & 1 & 1 & 1 & 1 \\
t_4 & 1 & 0 & 1 & 1 \\
t_5 & 0 & 1 & 1 & 1 \\
\end{array}
$$

The pure strategy space of the defender in such domains is so large that all the joint schedules cannot even be represented in memory all at once. ASPEN handles such large pure strategy spaces by using column-generation, a technique for large scale optimization where the “useful” joint schedules (or columns) are generated iteratively. The LP formulation of ASPEN is decomposed into a master problem and a slave problem to facilitate the application of column generation [7]. The master problem solves for the defender strategy $x$, given a restricted set of columns (joint schedules) $P$. The slave is designed to identify the best new column (i.e., joint schedule) to add to the master problem, while ensuring that the proposed joint schedule conforms to all the scheduling constraints of the domain. The objective function for the slave is updated based on the solution of the master using reduced costs from the solution of the master. Column generation terminates if no column can improve the defender expected utility. We now first introduce the Bayesian extension to ASPEN.

4.1 **Bayesian-ASPEN Column Generation**

Bayesian-ASPEN also generates a tree of the pure strategies of the follower, as in Figure 1. Every leaf of the tree is evaluated using Bayesian-ASPEN. To that end, master and slave problems in ASPEN are extended for the Bayesian case.

**Master Problem for Bayesian-ASPEN**: The defender and the adversary optimization constraints from ASPEN need to be extended to take into account the Bayesian nature of the problem. This involves incorporating the Bayesian probabilities $p^\lambda$ into the optimization process. The posterior beliefs $p^\lambda$ are updated after each iteration of the column generation process, reflecting the new information provided by the solver. This results in an iterative process where the column generation and belief updating phases are repeated until convergence.

The Bayesian-ASPEN algorithm proceeds as follows:

1. **Initialization**: Set the initial set of feasible joint schedules $S$ and the initial set of columns $P$.
2. **Column Generation**: For each iteration $t$:
   a. Solve the master problem with current set of columns $P$ to obtain the current optimal solution $x^t$.
   b. For each joint schedule in $P$, calculate the reduced costs using the posterior beliefs $p^\lambda$.
   c. Add the new columns to the set of columns $P$ that have reduced costs below a certain threshold.
3. **Belief Updating**: Update the posterior beliefs $p^\lambda$ using Bayes’ theorem based on the new columns added in the previous step.
4. **Termination**: If a stopping criterion is met (e.g., maximum number of iterations, convergence of the solution), stop. Otherwise, go back to step 2.

The process is repeated until the solution converges to an optimal strategy that maximizes the defender’s expected utility, taking into account the uncertainties in the adversary’s actions.
tended over all adversary types, in accordance with Equation (4). The master problem, given in Equations (13) to (17), solves for the probability vector \( x \) that maximizes the defender reward. Equations (14) and (15) enforce the SSE conditions for the defender and adversary of each type, such that the players choose mutual best-responses to each other. The defender expected utility for protecting target \( t \) against adversary type \( \lambda \) is given by the \( r^t \) component of the column vector \( D_\lambda P x + U^t_{\lambda, \Phi} \) (the adversary payoff is defined analogously). The notation is described in Table 2.

\[
\begin{align*}
\text{max} & \quad \sum_{\lambda \in \Lambda} d_\lambda p_\lambda & \quad (13) \\
\text{s.t.} & \quad d_\lambda - (D_\lambda P x + U^t_{\lambda, \Phi}) \leq (1 - a_\lambda) M & \forall \lambda \in \Lambda \quad (14) \\
0 & \leq k_\lambda - (A_\lambda P x + U^t_{\lambda, \psi}) \leq (1 - a_\lambda) M & \forall \lambda \in \Lambda \quad (15) \\
\sum_{j \in J} x_j & = 1 & \quad (16) \\
x, a & \geq 0 & \quad (17)
\end{align*}
\]

Slave Problem: The slave problem finds the best column to add to the current columns in \( P \). This is done using reduced cost, which captures the total change in the defender payoff if a candidate column is added to \( P \). The candidate column with minimum reduced cost improves the objective value the most [4]. The reduced cost of variable \( x_j \) of column \( P_j \), calculated using standard techniques, is given in Equation (18), where \( w, y, \lambda, z, a, \) and \( h \) are dual variables of master constraints (14),(15-rhs),(15-lhs) and (16) respectively.

\[
\bar{c}_j = \sum_{\lambda \in \Lambda} \left( w^T_\lambda D_\lambda P_j + y^T_\lambda (A_\lambda P_j) - z^T_\lambda (A_\lambda P_j) \right) - h
\]

Reduced costs \( \bar{c}_j \) are decomposed into \( c_\lambda \), reduced costs per target:

\[
\bar{c}_t = \sum_{\lambda \in \Lambda} (w_{\lambda, t} D_{\lambda, t} + y_{\lambda, t} A_{\lambda, t} - z_{\lambda, t} A_{\lambda, t})
\]

The column with the least reduced cost is identified using the same minimum cost network flow formulation as presented in ASPEN [7], using the newly computed \( \bar{c}_j \).

### 4.2 HBSA Description

HBSA also decomposes the Bayesian-SPARS problem into many restricted Bayesian-SPARS games, constructing a hierarchical type tree, just like HBGS, and passing up infeasibility and bounds. However, HBSA uses Bayesian-ASPEN to solve each node of the follower action tree (refer Figure 1).

### 5. APPROXIMATIONS

The objective of these algorithms is to maximize the defender expected utility. Thus, the best known solution at any time during the execution of the algorithm is a lower bound to the optimal leader utility in the Bayesian Stackelberg games. Additionally, the upper bounds are determined using \( B \) (as described in Section 3.3) and are also available at all times during the algorithm’s execution. No algorithms can be guaranteed to converge to a factor-\( \frac{1}{1+\epsilon} \) approximation for any \( \epsilon > 0 \) [14].

### 6. EXPERIMENTAL RESULTS

We provide three sets of experimental results. First, we compare the performance of DOBSS, Multiple-LPs and HBGS for generic Bayesian Stackelberg games. Second, we compare the scale-up performance of HBSA for security games with scheduling constraints. Third, we show speedups via approximations. The payoffs for both players for all test instances were randomly generated, and were consistent with the definition of security games [9] for experiments with HBGS. Results were obtained on a standard 2.8GHz machine with 2GB main memory, and are averaged over 30 trials.

#### 6.1 HBGS Scale-up

We compare the runtime of HBGS against the runtime of DOBSS and Multiple-LPs, the two chief algorithms for general Bayesian Stackelberg games. We use two variants of HBGS: (1) the first variant, denoted HBGS-D constructed a hierarchical tree of a fixed depth of one where as many restricted games were generated as the number of follower types. (2) The second variant, HBGS-F, constructed maximally branched binary trees such that each Bayesian game was decomposed into two games with half as many types, until the leaves solved a restricted game with exactly one type. We compared the performance of these algorithms when the number of targets and the number of types were increased. We also show the speedups obtained when approximation was allowed.

**Scale-up of number of strategies:** Figure 3(a) shows how the performance of the four algorithms scales when the strategy spaces are increased. These tests were done for 5 types. The x-axis shows the number of pure strategies for both players, while the y-axis shows the runtime in seconds on a log scale. For example, for 30 actions and 5 types, Multiple-LPs would solve 30^5 = 2.43x10^7 linear programs. The experiments had a time cut-off of 24 hours.

The figure shows that while both variants of HBGS can successfully compute for 5 types and 30 pure strategies, DOBSS and Multiple-LPs cannot. Furthermore, HBGS-F with its fully balanced binary tree scales better than HBGS-D. This is because it solves a much smaller problem at the root node, even though it solves many more restricted problems. Each restricted game provides more pruning (infeasible combinations of follower actions will not be propagated up the tree) and potentially tighter bounds.

Figure 3(b) shows an analysis of time required by HBGS-D and HBGS-F in solving all the restricted Bayesian games before the root node of hierarchical type tree is solved. The x-axis shows
the number of pure strategies for both the players and the y-axis shows the percentage of runtime. It shows that while HBGS-D spends almost no time in initialization (‘Init’), HBGS-F spends almost 40% of its runtime in solving the restricted games. On the other hand, HBGS-F decomposes the problem more finely and thus spends more time solving more of the restricted games. This is because the number of restricted games generated by HBGS-F are more than the corresponding number in HBGS-D. However, the total time required by HBGS-F is considerably smaller (Figure 3(a)) which shows that hierarchical decompositions obtain more pruning and generate better bounds than depth-one hierarchical trees.

Scale-up of number of types: For these experiments, both the row and the column player had 30 pure strategies. The x-axis shows the number of types, whereas the y-axis shows the runtime in seconds. Again, the experiments were terminated after a cut-off time of 24 hours. We can see that HBGS-F scales extremely well as compared to the other algorithms; for example, HBGS-F solved a problem with 6 types in an average 231 seconds whereas DOBSS took an average of 12593.8 for the same problem instances. The other two algorithms didn’t even finish their execution in 24 hours. While DOBSS and Multiple-LPs do not scale beyond a few number of types, HBGS-F provides scale-up by an order of magnitude.

Table 3: Scaling up types (30 pure strategies per type)

<table>
<thead>
<tr>
<th>Types</th>
<th>Follower Pure Strategy Combinations</th>
<th>Runtime (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9.7e7</td>
<td>0.41</td>
</tr>
<tr>
<td>20</td>
<td>9.5e13</td>
<td>16.33</td>
</tr>
<tr>
<td>30</td>
<td>9.3e20</td>
<td>239.97</td>
</tr>
<tr>
<td>40</td>
<td>9.1e27</td>
<td>577.49</td>
</tr>
<tr>
<td>50</td>
<td>8.9e34</td>
<td>3321.681</td>
</tr>
</tbody>
</table>

6.2 HBSA Scale-up

In this section, we compare the performance of HBSA for Bayesian-SPARS games. Since no previous algorithms existed to solve such Bayesian security games with scheduling constraints, we compare the performance of variants of HBSA. We tested three different variants: (1) the first, HBSA-D, analogous to HBGS-D, uses a hierarchical tree with a depth of one, such that each leaf solves a restricted game with exactly one follower type. (2) The second, HBSA-F, analogous to HBGS-F, uses a fully branched binary tree. (3) The third, HBSA-O, also constructs a depth-one tree like HBSA-D, but uses ORIGAMI-S [7] to obtain bounds and branching heuristic from the restricted games. ORIGAMI-S is used since it is polynomial time, and has been shown to be an effective heuristic to generate bounds and branching rules for SPARS games [7].

Scale-up in number of targets: In these experiments, the number of targets was varied while keeping the number of adversary types fixed to 5. The number of defender resources was set so cover 10% of the total number of targets. The results are shown in Figure 5(a) where the x-axis shows the number of targets and the y-axis shows the runtime in seconds. The graph shows that HBSA-F is fastest, and scales much better compared to the HBSA-O and HBSA-D variants. The simulations were terminated if they didn’t finish in 24 hours. For example, HBSA-D and HBSA-O did not finish in 24 hours for the case with 70 targets, while HBSA-F was able to solve the problem instance in less than 5 hours.

Scale-up in number of types: These experiments varied the number of types, while keeping the number of targets fixed to 50. The number of resources was set to 5, so as to cover 10% of the total number of targets. The x-axis shows the number of types whereas the y-axis shows the runtime in seconds. The graph again shows that HBSA-F is the fastest algorithm. Again, the cut-off time for the experiments was 24 hours, and for example, HBSA-D and HBSA-O could not solve for 6 types in 24 hours.

6.3 Approximations

This section discusses the performance scale-ups that can be achieved when the algorithm was allowed to return approximation solutions. Three parameter settings of approximations were allowed: 1 unit, 5 unit and 10 units3. The approximations were chosen as 1%, 5% and 10% of the maximum possible payoff.

---

3The maximum reward in the matrix was 100 units, and these were chosen as 1%, 5% and 10% of the maximum possible payoff.
tried on HBGS-F (with fully branched binary trees) since that prior experiments had shown it to be the fastest algorithm.

The number of types was fixed to 6 and the number of pure strategies was varied for the results shown in Figure 4(a). The number of targets here is shown on the x-axis, whereas the y-axis shows the runtime in seconds. Similarly, Figure 4(b) shows the results when the number of types was increased while fixing the strategy space to 50 pure strategies for the leader and all follower types. These figures show that the approximation variants of HBGS scale significantly better. For example, while HBGS-F took 43,727 seconds to solve a problem instance with 50 pure strategies and 6 types, the 1.5 and 10 unit approximations were able to solve the same problem in 10639, 3131 and 2409 seconds respectively, which is up to 18 times faster.

We also analyzed the difference in solution quality when the approximations were allowed, which is shown in Figure 4(c). The y-axis shows the percentage error in the actual solution quality of the approximate solution while the x-axis shows the number of targets. Lower bar implies lower error. For example, the maximum error in all settings for HBGS with an allowed approximation of five units was less than two percent. These results show that allowing for approximate solutions can dramatically increase the scalability of the algorithms without significant loss in the solution quality.

7. CONCLUSIONS

Algorithms for Stackelberg games have already seen limited applications in real-world domains; the capability to handle uncertainty using Bayesian models is an important avenue of research to facilitate further deployments. We present a new hierarchical algorithm that is able to provide scale-ups by orders of magnitude over the state-of-the-art. We apply this algorithm not only to general Bayesian Stackelberg games but also show how the key ideas can be applied to the latest algorithms for security games.
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ABSTRACT

Game theory is fast becoming a vital tool for reasoning about complex real-world security problems, including critical infrastructure protection. The game models for these applications are constructed using expert analysis and historical data to estimate the values of key parameters, including the preferences and capabilities of terrorists. In many cases, it would be natural to represent uncertainty over these parameters using continuous distributions (such as uniform intervals or Gaussians). However, existing solution algorithms are limited to considering a small, finite number of possible attacker types with different payoffs. We introduce a general model of infinite Bayesian Stackelberg security games that allows payoffs to be represented using continuous payoff distributions. We then develop several techniques for finding approximate solutions for this class of games, and show empirically that our methods offer dramatic improvements over the current state of the art, providing new ways to improve the robustness of security game models.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Artificial Intelligence—Distributed Artificial Artificial Intelligence

General Terms
Algorithms, Economics, Experimentation

Keywords
Game theory, Bayesian Stackelberg games, robustness, security, uncertainty, risk analysis

1. INTRODUCTION

Stackelberg games are increasingly important for informing real-world decision-making, including a growing body of work that applies these techniques in security domains such as critical infrastructure protection [22, 6], computer networks [3, 17], and robot patrolling strategies [10, 2, 5]. Two software systems that use this type of game modeling are in use by the Los Angeles International Airport (LAX) [20] and the Federal Air Marshals Service (FAMS) [24] to assist with resource allocation decision. A key issue that has arisen in these applications is whether the models can accurately represent the uncertainty that domains experts have about the inputs used to construct the game models, including the preferences and capabilities of terrorist adversaries.

To apply game-theoretic reasoning, the first step in the analysis is to construct a precise game model. The typical approach (e.g., in the LAX and FAMS applications) is to construct a model using a combination of the available data and expert opinions. Unfortunately, the data is often limited or imprecise, especially in regards to information about the terrorist adversaries. For example, it can be difficult to predict precisely how attackers will weigh casualties, economic consequences, media exposure, and other factors when selecting targets. Our focus in this paper is on developing techniques to more accurately model the uncertainty about the parameters of the model to avoid poor decisions due to overconfidence.

Bayesian games [11] are the most common framework for reasoning about uncertainty in game-theoretic settings. Unfortunately, it is known that finding equilibria of finite Bayesian Stackelberg games is NP-hard [9]. The DOBSS algorithm [18] used in the ARMOR system at LAX is able to solve games with roughly 10 attacker types and up to 5 actions for each player. Until very recently with the development of HBGS [12], this was the fastest known algorithm for finite Bayesian Stackelberg games. Both DOBSS and HBGS are too slow to scale to domains such as FAMS with thousands of actions, and we show in our experimental results that restricting the model to a small number of attacker types generally leads to poor solution quality.

In this work we introduce a general model of infinite Bayesian Stackelberg security games that allows payoffs to be represented using continuous payoff distributions (e.g., Gaussian or uniform distributions). This model allows for a richer and more natural expression of uncertainty about the input parameters, leading to higher-quality and more robust solutions than finite Bayesian models. Our analysis of the model shows that finding exact analytic solutions is infeasible (and efficient algorithms are unlikely in any case, given the complexity results for the finite case). We focus instead on developing approximate solution methods that employ numerical methods, Monte-Carlo sampling, and approximate optimization. Our experiments show that even approximate solutions for the infinite case offer dramatic benefits in both solution quality and scalability over the existing approaches based on perfect information or small numbers of attacker types.

2. RELATED WORK

Stackelberg games have important applications in security domains. These include fielded applications at the Los Angeles International Airport [20] and the Federal Air Marshals Service [24], work on patrolling strategies for robots and unmanned vehicles [10, 2, 5], applications of game theory in network security [3, 26, 17].
and research that provides policy recommendations for allocation of security resources at a national level [22, 6]. Bayesian games [11] are a standard approach for modeling uncertainty, and there are many specific examples of infinite Bayesian games that have been solved analytically, including many types of auctions [14]. However, there is relatively little work on general algorithms for solving large and infinite Bayesian games. Recent interest in this class of games focuses on developing approximation algorithms [21, 4, 8]. Monte-Carlo sampling approaches similar to those we describe have been applied to some kinds of auctions [7]. In addition, the literature on stochastic choice [15, 16] studies problems that are simplified versions of the choice problem attackers face in our model. Closed-form solutions exist only for special cases with specific types of uncertainty, even in the single-agent stochastic choice literature. A alternative to Bayesian games that has been developed recently is robust equilibrium [1], which takes a worst-case approach inspired by the robust optimization literature.

3. Bayesian Security Games

We define a new class of infinite Bayesian Security Games, extending the model in Kiekintveld et. al. [13] to include uncertainty about the attacker’s payoffs. The key difference between our model and existing approaches (such as in Paruchuri et. al [18]) is that we allow the defender to have a continuous distribution over the possible payoffs of the attacker. Previous models have restricted this uncertainty to a small, finite number of possible attacker types, limiting the kinds of uncertainty that can be modeled.

A security game has two players, a defender, Θ, and an attacker, Ψ, a set of targets $T = \{t_1, \ldots, t_m\}$ that the defender wants to protect (the attacker wants to attack) and a set of resources $R = \{r_1, \ldots, r_n\}$ (e.g., police officers) that the defender may deploy to protect the targets. Resources are identical in that any resource can be deployed to protect any target, and any resource provides equivalent protection. A defender’s pure strategy, denoted $\sigma_\Theta$, is a subset of targets from $T$ with size less than or equal to $m$. An attacker’s pure strategy, $\sigma_\Psi$, is exactly one target from $T$. $\Sigma_\Theta$ denotes the set of all defender’s pure strategies and $\Sigma_\Psi$ is the set of all attacker’s pure strategies. We model the game as a Stackelberg game [25] which unfolds as follows: (1) the defender commits to a mixed strategy $\delta_\Theta$ that is a probability distribution over the pure strategies from $\Sigma_\Theta$, (2) nature chooses a random attacker type $\omega \in \Omega$ with probability $P(\omega)$, (3) the attacker observes the mixed strategy $\delta_\Theta$, and (4) the attacker responds to $\delta_\Theta$ with a best-response strategy from $\Sigma_\Psi$ that provides the attacker (of type $\omega$) with the highest expected payoff given $\delta_\Theta$.

The payoffs for the defender depend on which target is attacked and whether the target is protected (covered) or not. Specifically, for an attack on target $t$, the defender receives a payoff $U^\Theta(t)$ if the target is uncovered, and $U^\Theta_t(t)$ if the target is covered. The payoffs for an attacker of type $\omega \in \Omega$ is $U^\Psi(\omega, t)$ for an attack on an uncovered target, and $U^\Psi(t, \omega)$ for an attack on a covered target. We assume that both the defender and the attacker know the above payoff structure exactly. However, the defender is uncertain about the attacker’s type, and can only estimate the expected payoffs for the attacker. We do not model uncertainty that the attacker has about the defender’s payoffs because we assume that the attacker is able to directly observe the defender’s strategy.

3.1 Bayesian Stackelberg Equilibrium

A Bayesian Stackelberg Equilibrium (BSE) for a security game consists of a strategy profile in which every attacker type is playing a best response to the defender strategy, and the defender is playing a best response to the distribution of actions chosen by the attacker types. We first define the equilibrium condition for the attacker and for the defender. We represent the defender’s mixed strategy $\delta_\Theta$ by the compact coverage vector $C = (c_t)_{t \in T}$ that gives the probabilities $c_t$ that each target $t \in T$ is covered by at least one resource. Note that $\sum_{t \in T} c_t \leq m$ because the defender has $m$ resources available. In equilibrium each attacker type $\omega$ best-responds to the coverage $C$ with a pure strategy $\sigma^*_\Psi(C, \omega)$ given by:

$$
\sigma^*_\Psi(C, \omega) = \arg \max_{t \in T} (c_t \cdot U^\Theta_t(t, \omega) + (1 - c_t) \cdot U^\Theta(t, \omega))
$$

To define the equilibrium condition for the defender we first define the attacker response function $A(C) = (a_t(C))_{t \in T}$ that returns the probabilities $a_t(C)$ that each target $t \in T$ will be attacked, given the distribution of attacker types and a coverage vector $C$. Specifically:

$$
\alpha_t(C) = \int_{\omega \in \Omega} P(\omega) 1_t(\sigma^*_\Psi(C, \omega)) d\omega
$$

where $1_t(\sigma^*_\Psi(C, \omega))$ is the indicator function that returns 0 if $t = \sigma^*_\Psi(C, \omega)$ and 0 otherwise. Given the attacker response function $A(\cdot)$ and a set of all possible defender coverage vectors $C$, the equilibrium condition for the defender is to execute its best-response mixed strategy $\delta^*_\Theta \equiv C^*$ given by:

$$
\delta^*_\Theta = \arg \max_C \sum_{t \in T} a_t(C) (c_t \cdot U^\Theta_t(t) + (1 - c_t) \cdot U^\Theta(t))
$$

3.2 Attacker Payoff Distributions

When the set of attacker types is infinite, calculating the attacker response function directly from Equation (2) is impractical. For this case we instead replace each payoff in the original model with a continuous distribution over possible payoffs. Formally, for each target $t \in T$ we replace values $U^\Psi_t(t, \omega)$ with all $\omega \in \Omega$ with two continuous probability density functions:

$$
f^\Psi_t(t, r) = \int_{\omega \in \Omega} P(\omega) U^\Psi_t(t, \omega) d\omega
$$

$$
f^\Psi_t(t, r) = \int_{\omega \in \Omega} P(\omega) U^\Psi(t, \omega) d\omega
$$

that represent the defender’s beliefs about the attacker payoffs. For example, the defender expects with probability $f^\Psi_t(t, r)$ that the attacker receives payoff $r$ for attacking target $t$ when it is covered. This provides a convenient and general way for domain experts to express uncertainty about payoffs in the game model, whether due to their own beliefs or based on uncertain evidence from intelligence reports. Given this representation, we can now derive an alternative formula for the attacker response function. For some coverage vector $C$, let $X_t(C)$ be a random variable that describes the expected attacker payoffs for attacking target $t$, given $C$. It then holds for each target $t \in T$ that:

$$
a_t(C) = P[X_t(C) > X_t'(C) \text{ for all } t' \in T \setminus t]
$$

because the attacker acts rationally. Equation 6 can be rewritten as:

$$
a_t(C) = \int_{r = -\infty}^{+\infty} P[X_t(C) = r] \prod_{t' \in T \setminus t} P[X_t(C) < r] dr
$$

$$
= \int_{r = -\infty}^{+\infty} P[X_t(C) = r] \prod_{t' \in T \setminus t} \int_{r' = r}^{+\infty} P[X_t'(C) = r'] dr' dr.
$$
Hence, we now show how to determine the random variables $X_t(C)$ used in Equation (7). That is, we provide a derivation of values $Pb[X_t(C) = r]$ for all $t \in T$ and $-\infty < r < +\infty$. To this end, we represent each $X_t(C)$ using two random variables, $X_t^+(C)$ and $X_t^-(C)$. $X_t^+(C)$ describes the expected attacker payoffs for being caught when attacking target $t$ while $X_t^-(C)$ describes the expected attacker payoffs for not being caught when attacking target $t$, given coverage vector $C$. It then holds that $X_t(C) = r$ if $X_t^+(C) = x$ and $X_t^-(C) = r - x$ for some $-\infty < x < +\infty$.

(Note, in a trivial case where $c_t = 1$ it holds that $Pb[X_t^+(C) = 0] = 1$ and consequently $X_t^-(C) = X_t(C)$. Similarly, if $c_t = 0$ then $Pb[X_t^+(C) = 0] = 1$ and $X_t^-(C) = X_t(C)$.) We can hence derive $Pb[X_t(C) = r]$ as follows:

$$Pb[X_t(C) = r] = \int_{x = -\infty}^{x = +\infty} Pb[X_t^+(C) = x] \cdot Pb[X_t^-(C) = r - x] \, dx$$

$$= \int_{x = -\infty}^{x = +\infty} Pb[X_t^+(C) = x] \, dx \cdot Pb[X_t^-(C) = r - x] \, dx$$

$$= \int_{x = -\infty}^{x = +\infty} Pb[x \leq X_t^-(C) \leq x + dx] \cdot Pb[r - x \leq X_t^+(C) \leq r - x + dx] \, dx$$

If a random event provides payoff $y := \frac{r}{x}$ with probability $c_t$, the expected payoff of that event is $y \cdot c_t = x$. Therefore:

$$= \int_{x = -\infty}^{x = +\infty} \frac{1}{x^{1 + c_t}} \int_{y = \frac{r}{x}}^{\frac{r + x}{x}} f_\psi'(t, y) \, dy \int_{y = \frac{r}{x} - x}^{\frac{r}{x}} f_\psi'(t, y) \, dy$$

Substituting $u := c_t v, v := (1 - c_t) y$ in the inner integrals we get:

$$= \int_{u = -\infty}^{u = +\infty} \frac{1}{u^{1 + c_t}} \int_{v = \frac{r}{u} - x}^{\frac{r}{u}} f_\psi'(t, v) \, dv \int_{v = \frac{r}{u} - x}^{\frac{r}{u}} f_\psi'(t, v) \, dv$$

$$= \int_{u = -\infty}^{u = +\infty} \frac{1}{u^{1 + c_t}} \int_{x = -\infty}^{x = +\infty} f_\psi'(t, x) \cdot f_\psi'(t, x - c_t) \, dx$$

Using this derived formula for $Pb[X_t(C) = r]$ in (7) we obtain:

$$a_t(C) = \int_{r = -\infty}^{r = +\infty} \int_{x = -\infty}^{x = +\infty} f_\psi'(t, x) \cdot f_\psi'(t, x - c_t) \, dx \, dr$$

$$= \prod_{t' \in T \setminus t} \int_{r' = -\infty}^{r' = +\infty} \int_{x = -\infty}^{x = +\infty} f_\psi'(t', x) \cdot f_\psi'(t', x - c_{t'}) \, dx \, dr'$$

Also written as $a_t(C) = \int g_t \prod_{t' \in T \setminus t} G_{t'}$ where $G_t := \int g_t$ and $g_t(x) := \int_{x = -\infty}^{x = +\infty} f_\psi'(t, x) \cdot f_\psi'(t, x - c_t) \, dx$

While a direct analytic solution of these equations is not tractable, we can use numerical techniques to compute $g_t$, $G_t$, and $a_t(C)$. In our experiments we test two methods, one using straightforward Monte-Carlo simulation and the second using piecewise-constant functions to approximate $f_\psi'$ and $f_\psi''$. The argument-wise multiplication $f_\psi' \cdot f_\psi''$ still results in a piecewise constant function which, after the integration operation, results in a piecewise linear function $g_t(r)$. We then re-approximate $g_t(r)$ with a piecewise constant function, integrate $g_t(r)$ to obtain a piecewise linear function $G_t(r)$ and again re-approximate $G_t(r)$ with a piecewise constant function. Each product $g_t \prod_{t' \in T \setminus t} G_{t'}$ is then a piecewise constant function which after the integration operation is represented as a piecewise linear function. The value of that last function approaches $a_t(C)$ as the number of segments approaches infinity. By varying the accuracy of these computations one can trade off optimality for speed, as shown in our experiments.

4. SOLUTION METHODS

To solve the model described in the previous section we need to find a Bayesian Stackelberg equilibrium which gives and optimal coverage strategy for the defender and optimal response for every attacker type. If there are a finite number of attacker types, an optimal defender strategy can be found using DOBSS [18]. Unfortunately, there are no known methods for finding exact equilibrium solutions for infinite Bayesian Stackelberg games, and DOBSS only scales to small numbers of types. Here we focus on methods for approximating solutions to infinite Bayesian Stackelberg games. The problem can be broken down into two parts:

1. Computing/estimating the attacker response function (Eqn 7)

2. Optimizing over the space of defender strategies, given the attacker response function

In the previous section we were able to derive the form of the attacker response function, but we lack any means to compute this function analytically. As described above, we explore both brute-force Monte-Carlo sampling and a piecewise-constant function approximation method to approximate this function. In addition, we explore a variety of different approaches for optimizing the defender strategy. Overall, we describe five different approximate solution methods.

4.1 Sampled Bayesian ERASER

Our first method combines Monte-Carlo sampling from the space of attacker types with an exact optimization over the space of defender strategies. This approach is based on the DOBSS solver [18] for finite Bayesian Stackelberg games. However, we also incorporate several improvements from the ERASER solver [13] that offer faster solutions for the restricted class of security games. The resulting method can be encoded as a mixed-integer linear program (MIP), which we call Bayesian ERASER (not presented here due to space constraints).

To use Bayesian ERASER to approximate a solution for an infinite game we draw a finite number of sample attacker types from the type distribution, assuming that each occurs with equal probability. The payoffs for each type are determined by drawing from the payoff distributions specified in Equations 4 and 5. This results in a constrained, finite version of the infinite game that can be solved using the Bayesian ERASER MIP. We refer to this method as Sampled Bayesian ERASER (SBE) and use SBE-x to denote this method with $x$ sample attacker types. Armantier et al. [4] develop an approach for approximating general infinite Bayesian games that relies on solving constrained versions of the original game. Given certain technical conditions, a sequence of equilibria of constrained games will converge to the equilibrium of the original game. Here, increasing the number of sample types corresponds to such a sequence of constrained games, so in the limit as the number of samples goes to infinity the equilibrium of SBE-$\infty$ will converge to the true Bayesian Nash equilibrium.
4.2 Sampled Replicator Dynamics

The second algorithm uses a local search method (replicator dynamics) to approximate the defender’s optimal strategy, given the attacker response function. Given that we are already using numerical techniques to estimate the attacker response, it is sensible to explore approximations for the defender’s optimization problem as well. This allows us to trade off whether to use additional computational resource to improve the attacker response estimation or the defender strategy optimization.

Sampled Replicator Dynamics (SRD) is based on replicator dynamics [23]. Since this is a form of local search, all we require is a black-box method to estimate the attacker response function. We could use either Monte-Carlo sampling or piecewise-constant approximation, but use Monte-Carlo in our experiments. As above, we use SRD-x to denote SRD with x sample attacker types. SRD proceeds in a sequence of iterations. At each step the current coverage strategy $C^n = (c^n_t)_{t \in T}$ is used to estimate the attacker response function, which in turn is used to estimate the expected payoffs for both players. A new coverage strategy $C^{n+1} = (c^{n+1}_t)_{t \in T}$ is computed according to the replicator equation:

$$c^{n+1}_t \propto c^n_t \cdot (E_t(C) - U^{\min}_{|C|}),$$  \hspace{1cm} (8)

where $U^{\min}_{|C|}$ represents the minimum possible payoff for the defender, and $E_t(C)$ is the expected payoff the defender gets for covering target $t$ with probability 1 and all other targets with probability 0, given the estimated attacker response to $C^n$. The search runs for a fixed number of iterations, and returns the coverage vector with the highest expected payoff. We introduce a learning rate parameter $\alpha$ that interpolates between $C^n$ and $C^{n+1}$, with $C^{n+1}$ receiving weight $\alpha$ in the next population and $C^n$ having weight $1 - \alpha$. Finally, we introduce random restarts to avoid becoming stuck in local optima. After initial experiments, we settled on a learning rate of $\alpha = 0.8$ and random restarts every 15 iterations, which generally yielded good results (though the solution quality was not highly sensitive to these settings).

4.3 Greedy Monte Carlo

Our next algorithm combines a greedy heuristic for allocating defender resources with a very fast method for updating the attacker response function estimated using Monte-Carlo type sampling. We call this algorithm Greedy Monte-Carlo (GMC). The idea of the greedy heuristic is to start from a coverage vector that assigns 0 probability to every target. At each iteration, the algorithm evaluates the prospect of adding some small increment ($\Delta$) of coverage probability to each target. The algorithm computes the difference between the defender’s expected payoff for the current coverage vector $C$ and the new coverage vector that differs only in the coverage for a single target $t$ such that $c_t' = c_t + \Delta$. The target with the maximum payoff gain for the defender is selected, $\Delta$ is added to the coverage for that target, and the algorithm proceeds to the next iteration. It terminates when all of the available resources have been allocated.

The idea of using a greedy heuristic for allocating coverage probability is motivated in part by the ORIGAMI algorithm [13] that is known to be optimal for the case without uncertainty about attacker payoffs. That algorithm proceeds by sequentially allocating coverage probability to the set of targets that give the attacker the maximal expected payoff. In the Bayesian case there is no well-defined set of targets with maximal payoff for the attacker since each type may have a different optimal target to attack, so we choose instead to base the allocation strategy on the defender’s payoff.

In principle, any method for estimating the attacker response function could be used to implement this greedy algorithm. However, we take advantage of the fact that the algorithm only requires adding coverage to a single target at a time to implement a very fast method for estimating the attacker response function. We begin by using Monte-Carlo sampling to generate a large number of sample attacker types. For each target we maintain a list containing the individual attacker types that will attack that target, given the current coverage vector. For each type $\omega$ we track the current expected payoff for each target, the best target to attack, and the second best target to attack. These can be used to calculate the minimum amount of coverage $\delta$ that would need to be added to current coverage $c_{\text{best}}$ of the best target to induce type $\omega$ to switch to attacking the second best target instead. Formally, the target switching condition:

$$\left(\alpha(c_{\text{best}} + \delta) + (1 - \alpha(c_{\text{best}} + \delta))\right) U^\omega_{\mu}(\text{best}, \omega) = \left(\alpha(c_{\text{second}}) + (1 - \alpha(c_{\text{second}}))\right) U^\omega_{\mu}(\text{second}, \omega)$$

Allows us to derive:

$$\delta = \frac{(c_{\text{second}})U^\omega_{\mu}(\text{second}, \omega) + (1 - c_{\text{second}})U^\omega_{\mu}(\text{second}, \omega)}{U^\omega_{\mu}(\text{best}, \omega) - U^\omega_{\mu}(\text{best}, \omega)}$$

Using this data structure we can quickly compute the change in the defender’s expected payoff for adding $\Delta$ coverage to a target $t$. There are three factors to account for:

1. The defender’s expected payoff for an attack on $t$ increases
2. The probability that the attacker will choose $t$ may decrease, as some types may no longer have $t$ as a best response
3. The probability that other targets are attacked may increase if types that were attacking $t$ choose different targets instead

For every type in the list for target $t$ we determine whether or not the type will change using Eqn. 9. If the type changes we update the payoff against that type to be the expected defender payoff associated with the second best target for that type. If not, the payoff against that type is the new defender expected payoff for target $t$ with coverage $c_t + \Delta$. After adjusting the payoffs for every type that was attacking target $t$ in this way we have the change in the defender expected payoff for adding $\Delta$ for target $t$.

After computing the potential change for each target we select the target with the maximum gain for the defender and add the $\Delta$ coverage units to that target. We update the data structure containing the types by updating the expected value for the changed target for every type (regardless of which target it is currently attacking). If the target updated was either the best or second best target for a type, we recompute the best and second best targets and, if necessary, move the type to the list for the new best target.

Based on our initial experiences with the GMC method we added two modifications to prevent the algorithm from becoming stuck in local optima in specific cases. First, we placed a lower bound of 1% on the $\Delta$ used during the calculations to compute the value of adding coverage to each target, even through the actual amount of coverage added once the best target is selected may be much smaller. In practice, this smoothes out the estimated impact of types changing to attack different targets by averaging over a larger number of types. Second, for cases with a very small numbers of types we use an “optimistic” version of the heuristic in which we assume that the new value for any type that changes to attacking a new target gives the maximum of the current value or the value for the new target (for the defender). The intuition for this heuristic is that it assumes that additional coverage could later be added to the second-best target to make the type to switch back.
4.4 Worst-Case Interval Uncertainty

We also consider an approach based on minimizing the worst-case outcome, assuming interval uncertainty over the attacker’s payoffs. The BRASS algorithm [19] was originally designed to model bounded rationality in humans. Rather than the standard assumption that attackers will choose an optimal response, BRASS assumes that attackers will choose any response in the set of responses with expected value within \( \epsilon \) units of the optimal response, where \( \epsilon \) is a parameter of the algorithm. The algorithm optimizes the defender’s optimal payoff for the worst-case selection of the attacker within the set of feasible responses based by \( \epsilon \).

While this technique was originally motivated as a way to capture deviations from perfect rationality in human decision-making, here we reinterpret the method as a worst-case approach for payoff uncertainty. Suppose that the defender does not know the attacker’s payoffs with certainty, but knows only that each payoff is within an interval of mean \( \pm \frac{\epsilon}{2} \). Then an attacker playing optimally could attack any target within \( \epsilon \) of the target with the best expected value based on the means (since the "best" value could be up to \( \frac{\epsilon}{2} \) too high, and the value for another target could be up to \( \frac{\epsilon}{2} \) too low).

4.5 Decoupled Target Sets

Our last method for solving Infinite Bayesian Stackelberg Games is called Decoupled Target Sets (DTS). DTS is an approximate solver, for it assumes that the attacker preference as to which target \( t \in D \subset \{1, 2, \ldots, T\} \) to attack depends on the probabilities \( c_{2i} \) of targets \( t \in D \) being covered, but does not depend on the probabilities \( c_{2i} \) of targets \( t \in D \subset \{1, 2, \ldots, T\} \setminus D \) being covered. For example, let \( D = \{1, 2\} \subset \{1, 2, 3\} \). Here, DTS assumes that when the attacker evaluates whether it is more profitable to attack target 1 than to attack target 2, the attacker needs to know the probabilities \( c_1, c_2 \) but does not have to reason about the probability \( c_3 \) of target 3 being covered. While this attacker strategy appears sound (after all, "Why should the attacker bother about target 3 when it debates whether it is better to attack target 1 than to attack target 2?"), it can be shown that it is not always optimal. In general then, DTS assumes that for any two coverage vectors \( C = (c_t)_{t \in D, \in[T]} \), \( C' = (c'_t)_{t \in D, \in[T]} \) such that \( c_t = c'_t \) for all \( t \in D \), it holds that

\[
\frac{a_t(C)}{a_t(C')} = \frac{a'_t(C)}{a'_t(C')} \quad \text{for any } t' \in D. \quad (10)
\]

The immediate consequence of this assumption is that a systematic search for the optimal coverage vector can be performed incrementally, considering larger and larger sets of targets \( D \subset \{1, 2, \ldots, T\} \) (by adding to \( D \) a target from \( \{1, 2, \ldots, T\} \setminus D \) in each algorithm iteration). In particular, to find an optimal coverage vector for targets \( \{1, 2, \ldots, d\} \), DTS reuses the optimal coverage vectors (for coverage probability sums \( c_1 + c_2 + \ldots + c_{d-1} \) ranging from 0 to 1) for targets \( \{1, 2, \ldots, d-1\} \) (found at previous algorithm iteration) while ignoring the targets \( \{d+1, d+2, \ldots, T\} \). Assuming that a probability of covering a target is a multiple of \( \epsilon \), DTS’s search for the optimal—modulo assumption (10)—coverage vector can be performed in time \( O(\epsilon \cdot T) \). Our implementation of DTS uses the piecewise-constant attacker response approximation method.

5. EXPERIMENTAL EVALUATION

We present experimental results comparing the solution quality and computational requirements of the different classes of approximation methods introduced previously.

5.1 Experimental Setup

Our experiments span three classes of security games, each with a different method for selecting the distributions for attacker payoffs. In every case we first draw both penalty and reward payoffs for both the attacker and defender. All rewards are drawn from \( U[6,8] \) and penalties are drawn from \( U[2,4] \). We then generate payoff distributions for the attacker’s payoffs using the values drawn above as the mean for the distribution. In uniform games the attacker’s payoff is a uniform distribution around the mean, and we vary the length of the intervals to increase or decrease uncertainty. For Gaussian games the distributions are Gaussian around the mean payoff, with varying standard deviation. In both cases, all distributions for a particular game have the same interval size or standard deviation. The final class of games, Gaussian Variable, models a situation where some payoffs are more or less certain by using Gaussian distributions with different standard deviations for each payoff. The standard deviations themselves are drawn from either \( U[0,0.5] \) or \( U[0.2,1.5] \) to generate classes with "low" or "high" uncertainty on average.

Our solution methods generate coverage strategies that must be evaluated based on the attacker response. Since we do not have a way to compute this exactly, we compute the expected payoffs for any particular strategy by finding an extremely accurate estimate of the attacker response using 100000 Monte-Carlo samples. We employ two baseline methods in our experiments. The first simply plays a uniform random coverage strategy, such that each target is covered with equal probability using all available resources. The second uses the mean of each attacker distribution as a point estimate of the payoff. This is a proxy for models in which experts are forced to specify a specific value for each payoff, rather than directly modeling any uncertainty about the payoff. This can be solved using the SBE method, using the mean payoffs to define a single attacker type.

5.2 Attacker Response Estimation

We implemented two different methods for estimating the attacker response function. The first uses Monte-Carlo sampling to generate a finite set of attacker types. To estimate the response probabilities we calculate the best response for each sample type and use the observed distribution of targets attacked as the estimated probabilities. The second method approximates each distribution using a piecewise constant (PWC) function and directly computes the result of Equation 7 for these functions.

Figures 1(a) and 1(b) compare the estimation accuracy for these two methods. Results are averaged over 100 sample games, each with 10 targets and 1 defender resource. For each game we draw a random coverage vector uniformly from the space of defender strategies to evaluate. For the uniform case, mean attacker payoffs are drawn from \( U[5,15] \) for the covered case and \( U[25,35] \) for the uncovered case, and every distribution has a range of 10 centered on the mean. For the Gaussian case, mean payoffs are drawn from \( U[2.5,3.5] \) for the covered case and \( U[5,6] \) for the uncovered case, with standard deviations for each distribution drawn from \( U[0.0.5] \). Each method has a parameter controlling the tradeoff between solution quality and computation time. For Monte-Carlo sampling this is the number of sample types, and for the PWC approximation it is the absolute difference in function values between two adjacent constant intervals. To enable easy comparison, we plot the solution time on the y-axis, and the solution quality for each method on the y-axis (rather than the raw parameter settings). Solution quality is measured based on the root mean squared error from an estimate of the true distribution based on 100000 sample attacker types. We see that in the uniform case, PWC approximation generally offers a better tradeoff between solution time and quality. However, for
the more complex Gaussian distributions the Monte-Carlo method gives better performance.

5.3 Approximation Algorithms

We next compare the performance of the full approximation algorithms, evaluating both the quality of the solutions they produce and the computational properties of the algorithms. The first set of experiments compares all of the algorithms and the two baseline methods (uniform and mean) on small game instances with 5 targets and 1 defender resource. We generated random instances from each of the three classes of games described in Section 5.1: Uniform, Gaussian, and Gaussian Variable, varying the level of payoff uncertainty using the parameters described above. We used 100 games instances for every different level of payoff uncertainty in each class of games. The tests are paired, so every algorithm is run on the same set of game instances to improve the reliability of the comparisons.1

The first three plots, Figures 2(a), 2(b), and 2(c) show a comparison of the best solution quality achieved by each algorithm in the three classes of games. The y-axis shows the average expected defender reward for the computed strategies, and the x-axis represents the degree of uncertainty about the attacker’s payoffs. Each algorithm has parameters that can affect the solution quality and computational costs of generating a solution. We tested a variety of parameter settings for each algorithm, which are listed in Table 1. For cases with more than one parameter we tested all combinations of the parameter settings shown in the table. The first set of results reports the maximum solution quality achieved by each algorithm over any of the parameter settings to show the potential

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBE num types</td>
<td>1, 3, 5, 7</td>
</tr>
<tr>
<td>BRASS epsilon</td>
<td>0.1, 0.2, 0.3, 0.5, 1.0</td>
</tr>
<tr>
<td>SRD num types</td>
<td>10, 50, 100, 1000</td>
</tr>
<tr>
<td>SRD num iterations</td>
<td>1000, 10000</td>
</tr>
<tr>
<td>GMC num types</td>
<td>100, 1000, 10000</td>
</tr>
<tr>
<td>GMC coverage increment</td>
<td>0.01, 0.001, 0.0001</td>
</tr>
<tr>
<td>DTS max error</td>
<td>0.02, 0.002</td>
</tr>
<tr>
<td>DTS step size</td>
<td>0.05, 0.02</td>
</tr>
<tr>
<td>DTS coverage increment</td>
<td>0.05, 0.02</td>
</tr>
</tbody>
</table>

1In general, there is substantial variance in the overall payoffs due to large differences in the payoffs for each game instance (i.e., some games are inherently more favorable than others). However, the differences in performance between the algorithms on each individual instance are much smaller and very consistent.

Figure 1: Comparison of Monte-Carlo and piecewise-constant estimation methods for the attacker response function.

quality given under ideal settings. The settings that yield the best performance may differ in the different types of games and level of uncertainty.

The results are remarkably consistent in all of the conditions included in our experiment. First, we observe that the baseline method "mean" that uses point estimates of payoff distributions performs extremely poorly in these games—in many cases it is actually worse than playing a uniform random strategy! SBE performs somewhat better, but is severely limited by an exponential growth in solution time required to find an exact optimal defender strategy as the number of sample attacker types increases. The maximum number of types we were able to run in this experiment was only seven (many orders of magnitude smaller than the number of sample types used for the other methods).

All four of the remaining methods (SRD, BRASS, GMC, and DTS) give much higher solutions quality than either of the baselines or the SBE method in all cases. These methods are similar in that all four rely on approximation when computing the defender’s strategy, but they use very different approaches. It is therefore quite surprising that the expected payoffs for all four methods are so close for these small games. This is true when we look at the data for individual game instances as well as in aggregate. On any individual instance, the difference between the best and worst solution generated by one of these four is almost always less than 0.05 units. This suggests that the strategies generated by all of these algorithms are very close to optimal in these games. Overall, the GMC method does outperform the others by a very small margin. This is also consistent on a game-by-game basis, with GMC generating the best strategy in over 90% of the game instances.

To this point we have focused on the the best solution quality possible with each method. We now extend the analysis to include the tradeoff of computational speed versus increased solution quality. This is particularly complex because of the large number of potential parameter settings for each algorithm and the fact that these parameters do not have the same interpretation. To analyze this tradeoff, we plot the solution quality against the solution time for each of the parameter settings of the different algorithms. The data for Gaussian games with attacker standard deviations of 0.2 is presented in Figure 3. Other classes of games have similar results. Solution time (in ms) is given on the x-axis in a log scale, and solution quality is reported on the y-axis as before.

The upper-left corner of the plot corresponds to high solution quality and low computational efforts, so it is most desirable. Points from the GMC and SRD methods dominate this part of the figure, indicating that these methods are computationally scalable and give high-quality solutions. In constrast, SBE scales very poorly; even
after 10000ms SBE still has a lower solution quality than any of the data points for GMC, SRD, or DTS. DTS consistently has high solution quality, but takes much longer than GMC or SRD even in the best case. BRASS has a different pattern of performance than the other methods. Every parameter setting takes roughly the same amount of time, they vary dramatically in solution quality. This is because the best setting for the $\epsilon$ parameter depends on the amount of uncertainty in the game, and is not directly related to the quality of approximation in the same way as the parameters for the other algorithms. In practice this is a significant disadvantage, since it is not obvious how to set the value of $\epsilon$ for any particular problem. This can be determined empirically (as in our experiments), but it requires running BRASS multiple times with different settings to find a good value.

Our next experiment focuses on the quality of the approximations for SRD and GMC in a situation where an optimal solution can be computed. For finite Bayesian Stackelberg games with a small number of types we can compute an exact optimal response using SBE. Since both SRD and GMC use Monte-Carlo sampling to approximate the attacker type distribution for infinite games, we can also apply these methods to finite games with known types. In this experiment, we test SBE, SRD, and GMC on finite games with exactly the same types. The games are generated from the Gaussian infinite games with standard deviations of 0.2, but once the types are drawn, these are interpreted as known finite games. Results are shown in Figure 2(d), with the number of attacker types on the x-axis and solution quality on the y-axis. GMC1 is GMC with the original greedy heuristic, and GMC2 uses the modified optimistic greedy heuristic. We can see in this experiment that SRD and GMC2 both achieve very close to the true optimal defender strategy in these games, but GMC1 performs poorly. In general, GMC1 performs very well in games with large numbers of types (such as when we are approximating the infinite case), but GMC2 is preferable when there is a very small number of types.
uniform and mean baselines. As the number of targets increases, the mean method shows some improvement over the uniform random strategy. BRASS and the two variants of SRD both have similar solution quality scores. The most striking result is that both the low and high effort version of GMC significantly outperform all of the other methods for larger games, while also having relatively faster solution times.

6. CONCLUSION

Developing the capability to solve large game models with rich representations of uncertainty is critical to expanding the reach of game-theoretic solutions to more real-world problems. This cuts to the central concern of ensuring that users have confidence that their knowledge is accurately represented in the model. Our experiments reinforce that experts and game theorists should not be comfortable relying on perfect-information approximations when there is uncertainty in the domain. Relying on a perfect information approximation such as the mean baseline in our experiments resulted in very poor decisions—closer in quality to the uniform random baseline than to our approximate solvers that account for distributional uncertainty.

In this work we developed and evaluated a wide variety of different approximation techniques for solving infinite Bayesian Stackelberg games. These algorithms have very different properties, but all show compelling improvements over existing methods. Of the approximate methods, Greedy Monte-Carlo (GMC) has the best performance in solution quality and scalability, and Sampled Replicator Dynamics (SRD) also performs very well. As a group, the approximate solvers introduced here constitute the only scalable algorithms for solving a very challenging class of games with important real-world applications.
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ABSTRACT

Recent applications of game theory in security domains use algorithms to solve a Stackelberg model, in which one player (the leader) first commits to a mixed strategy and then the other player (the follower) observes that strategy and best-responds to it. However, in real-world applications, it is hard to determine whether the follower is actually able to observe the leader's mixed strategy before acting.

In this paper, we model the uncertainty about whether the follower is able to observe the leader's strategy as part of the game (as proposed in the extended version of Yin et al. [17]). We describe an iterative algorithm for solving these games. This algorithm alternates between calling a Nash equilibrium solver and a Stackelberg solver as subroutines. We prove that the algorithm finds a solution in a finite number of steps and show empirically that it runs fast on games of reasonable size. We also discuss other properties of this methodology based on the experiments.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems; J.4 [Social and Behavioral Sciences]: Economics

General Terms
Algorithms, Economics, Theory

Keywords
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1. INTRODUCTION

When multiple self-interested agents interact in the same domain, game theory provides a framework for reasoning about how each agent should act. One use of game theory is by an outside party that tries to predict the outcome of a strategic situation. For example, when we design a mechanism (e.g., an auction), we can use game theory to evaluate whether any given design will lead to good outcomes when the agents participating in it are strategic. Another use is by one of the agents in the game that wants to determine how to play. For example, game theory is often used to create poker-playing programs. Recently, algorithms for computing game-theoretic solutions have also started to find applications in security applications, where one of the players, the defender, tries to allocate limited defensive resources in anticipation of an attack by an attacker. Real-world examples include the placement of checkpoints and canine units at Los Angeles International airport [13] and the assignment of Federal Air Marshals to flights [15].

Probably the best-known solution concept in game theory is that of Nash equilibrium: a profile of mixed strategies, one for each player, is said to be in Nash equilibrium if no individual player can benefit from deviating. (A mixed strategy is a distribution over pure strategies; a pure strategy is a complete, deterministic plan of action.) Another possibility, especially in the context of an agent who is determining how to play in a game, is to compute a Stackelberg mixed strategy for the player. Such a strategy is an optimal solution when the player can commit to the mixed strategy before her opponent moves, so that the opponent will best-respond to the mixed strategy. This latter approach has various desirable properties, including the following. It avoids the equilibrium selection problem (if a game has multiple equilibria, which one should we play?). It leads to utilities for the committing player that are at least as high as, and sometimes higher than, what she would get in any Nash equilibrium (in fact, any correlated equilibrium [16]). Finally, in two-player normal-form games, there is a polynomial-time algorithm for computing a Stackelberg mixed strategy [3, 16], whereas computing a Nash equilibrium is PPAD-complete [5, 1, 2], and computing an (even approximately) optimal Nash equilibrium is NP-hard for just about any reasonable definition of optimality [6, 4].

We can illustrate the differences between these concepts using the example game shown in Figure 1. (We will use the same game as an example later in the paper.) This game has no pure-strategy Nash equilibrium. The unique mixed-strategy Nash equilibrium profile of this game is \((0.5, 0.5), (0, 0.5, 0.5, 0)\).\(^1\) The row player's utility from

\(^1\)The equilibrium is unique because of the following. If the row player plays U with probability > 0.5, then only EL and L can be best responses for the column player, but then U cannot be a best response for the row player. By symmetry, the row player also cannot play D with probability > 0.5. Hence any equilibrium has the row player playing \((0.5, 0.5)\). Only L and R are best responses to this for the column player, and the only way to put probability on these to keep the row player indifferent between U and D is \((0, 0.5, 0.5, 0)\).
playing this equilibrium is 0.5. In contrast, in the Stackelberg model, the row player can commit to playing U, so that the column player best-responds with EL, which results in a utility of 9 for the row player. The row player can achieve an even higher utility by committing to a mixed strategy. If the row player commits to playing U with probability $8/9 + \epsilon$ and D with probability $1/9 - \epsilon$, the column player’s best-response is still EL, and the row player’s utility is approximately $9 + 1/9$. The Stackelberg solution is the limit as $\epsilon \to 0$. (Note that there are symmetric solutions on the other side of the game where the row player puts most of the probability on D and the column player responds with ER.)

<table>
<thead>
<tr>
<th></th>
<th>EL</th>
<th>L</th>
<th>R</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>9.10</td>
<td>0.9</td>
<td>1.8</td>
<td>10.0</td>
</tr>
<tr>
<td>D</td>
<td>10.0</td>
<td>1.8</td>
<td>0.9</td>
<td>9.10</td>
</tr>
</tbody>
</table>

Figure 1: An example normal-form game.

Of course, playing a Stackelberg strategy seems to make little sense without some argument as to why the player should indeed be able to commit before her opponent moves. In the real-world security applications mentioned above, where Stackelberg strategies are indeed used, the argument is that the attacker (follower) can observe the defender (leader)’s actions over time, and thereby reconstruct the distribution, before attacking. This argument is not entirely uncontroversial: in many contexts, it is not clear that the follower can indeed observe the leader’s mixed strategy. A recent study shows that a large class of security games has the property that any Stackelberg strategy is also a Nash equilibrium strategy (and moreover that there is no equilibrium selection problem) [17]. Nevertheless, this is known to not be true for other security games (as well as other non-security games, such as the example game that we just considered).

How should the leader agent play when she is not sure about the follower’s ability to observe her mixed strategy, as is often the case in practice? One model that has been proposed in the extended version of Yin et al. [17] for this is to consider an extensive-form game where Nature makes a random move determining whether the follower’s mixed strategy is observable or not, and then to find an equilibrium of this larger game. We will discuss this model in detail in Section 2. In this paper, we study properties of this model, present the first algorithm for solving these infinite-size extensive-form games, and evaluate it on random games. Our algorithm calls subroutines for solving Nash and Stackelberg problems; it works on arbitrary games (as long as the Nash and Stackelberg subroutines do).

2. **REVIEW: EXTENSIVE-FORM GAME TO MODEL UNCERTAINTY ABOUT OBSERVABILITY**

There are two players in the original game (represented in normal form): the leader and the follower. The leader’s set of pure actions is $A_l$. The follower’s set of pure actions is $A_f$. If the outcome of the game is $(a_l, a_f)$, where $a_l \in A_l$ is the leader’s action and $a_f \in A_f$ is the follower’s action, then the leader’s utility is $u_l(a_l, a_f)$, and the follower’s utility is $u_f(a_l, a_f)$.

We now present the extensive-form game model introduced by Yin et al. (in the extended version of the paper [17]), which is arguably the most straightforward way to introduce uncertainty about the follower’s ability to observe the leader’s distribution over $A_l$. The extensive-form game proceeds as follows. First, Nature decides whether the follower will observe the leader’s distribution or not. The probability that the follower observes the leader’s distribution is $p_{\text{obs}}$; correspondingly, the probability that the follower does not observe it is $1 - p_{\text{obs}}$. Then, the leader, without knowing Nature’s choice, chooses a distribution over $A_l$. Next, the follower chooses a response $a_f \in A_f$, possibly after observing the distribution over $A_l$ chosen by the leader if Nature has decided that the follower is able to observe. Finally, $a_f$ is drawn from the leader’s distribution; the leader’s utility is $u_l(a_l, a_f)$, and the follower’s utility is $u_f(a_l, a_f)$.

The extensive form of this game is shown in Figure 2. At the root, Nature makes a choice; at the next level, the leader chooses a distribution over $A_l$ (note that there are infinitely many distributions to choose from—in particular, choosing a distribution is not the same as randomizing over which action to choose here); and at the next level, the follower chooses an action in $A_f$. Nodes that are in the same information set are connected with dashed lines. The two leader nodes are in the same information set because the leader does not observe Nature’s decision. The follower’s nodes in the right subtree are in the same information set, because the right subtree corresponds to the case where the follower does not observe the distribution.

It is important to emphasize that a pure strategy for the leader in this extensive-form game is a distribution over $A_l$: a mixed strategy for the leader is a distribution over such distributions. (In fact, we will show shortly that a distribution over distributions over $A_l$ cannot be simplified to a distribution over $A_l$ in this context.) A pure strategy for the follower specifies one action in $A_f$ for every follower node on the left-hand side of the tree, plus one additional action for the follower’s information set on the right-hand side of the tree.

In fact, it is possible to simplify the left-hand side of the tree: we can take the follower’s best action at each of his nodes on the left-hand side, and simply propagate the corresponding value up to that node as in backward induction. \(^2\) (If there is a tie for the follower, he will break it in favor of the leader, to stay consistent with the Stackelberg model.) Thus we can eliminate the bottom level of the left-hand side of the tree, so that effectively a follower pure strategy in the extensive form consists of only a single action in $A_f$, corresponding to his action in the information set on the right-hand side.

\(^2\)Note that we are just doing this at a conceptual level; we never actually write down this (infinite-sized) tree.
Since our goal is to solve an extensive-form game, a natural question is whether off-the-shelf extensive-form game solvers are sufficient for this. As we have pointed out, the leader’s strategy space is infinite, preventing the direct application of standard methods. One way to address this is to discretize the leader’s strategy space and obtain an approximate solution. Because this strategy space is an \((|A_l| - 1)\)-simplex, discretizing it sufficiently finely is likely to lead to scalability issues. Our algorithm, in contrast, generates pure strategies for the leader in an informed way that results in an exact solution. Moreover, as we will see, experimentally our algorithm requires the generation of only very few strategies, so that there can be little doubt that this is preferable to the uninformed discretization approach.

3. **EQUILIBRIA MAY REQUIRE RANDOMIZING OVER DISTRIBUTIONS**

Because pure strategies for the leader in the extensive-form game are distributions over \(A_l\), it follows that mixed strategies for the leader are distributions over distributions. However, one may be skeptical as to whether it is ever really necessary to randomize over distributions, rather than just simplifying the strategy back down to a single distribution. In this subsection, we show that for some games, randomizing over distributions is in fact necessary, in the sense that there is no equilibrium of the extensive-form game in which the leader plays a pure strategy.

Consider again the example game in Figure 1, whose Nash equilibrium and Stackelberg strategies we have already analyzed. Now consider the extensive-form variant of this game where the leader (row player)’s distribution is observed with probability \(p_{obs} = .99\). Because the leader’s distribution is almost always observed, it is suboptimal for the leader to put positive probability on any distribution that has probability strictly between \(1/9\) and \(8/9\) on \(U\). This is because, when observed (which happens almost always), such distributions would incentivize the follower to play \(L\) or \(R\), whereas any more extreme distributions will incentivize the follower to play \(EL\) or \(ER\), leading to much higher utilities for the leader. (We recall that, upon observing the distribution, the follower is assumed to break ties in the leader’s favor for technical reasons, though this is not essential for the example.)

It is also suboptimal to put positive probability on any distribution that puts strictly more than \(8/9\) probability on \(U\). This is because, as long as the probability on \(U\) is at least \(8/9\), any unit of probability mass placed on \(D\) results in a utility of \(10\) rather than \(9\) in the \(.99\) of cases where the follower observes; this outweighs any benefit that placing this unit of probability elsewhere might have in the \(.01\) of cases where the follower does not observe. Similarly, putting positive probability on any distribution that puts strictly less than \(1/9\) probability on \(U\) is suboptimal. Hence, all of the leader’s mass is either on the distribution \((8/9, 1/9)\) or on the distribution \((1/9, 8/9)\).

If the leader places all her mass on the distribution \((8/9, 1/9)\), the follower is incentivized to play \(EL\) all the time. However, if this is so, the leader has an incentive to deviate to \((1/9, 8/9)\). This is because this distribution will give her just as high a utility as \((8/9, 1/9)\) if it is observed (the follower will respond with \(ER\)); however, if it is not observed, the follower will not know that the leader has deviated and still play \(EL\), and \((1/9, 8/9)\) gives a higher utility against \(EL\) than \((8/9, 1/9)\). Hence there is no equilibrium where the leader places all her mass on \((8/9, 1/9)\) (and, by symmetry, there is none where the leader places all her mass on \((1/9, 8/9)\)). In fact, by similar reasoning as that used to establish the uniqueness of the Nash equilibrium of the original game, we can conclude that in equilibrium the leader must randomize uniformly between \((8/9, 1/9)\) and \((1/9, 8/9)\); the follower must then respond accordingly with \(EL\) or \(ER\) when he observes the distribution, and when he does not observe the distribution he must randomize uniformly between \(L\) and \(R\) (to keep the leader indifferent between her two distributions). Hence, this is the unique equilibrium.

4. **THE ALGORITHM**

We now present our algorithm for solving for an equilibrium of the extensive-form game (Figure 2). The intuition behind the algorithm is as follows. As we have already pointed out, after applying backward induction to the left-hand side of the extensive-form game, the follower’s pure strategy space in the extensive-form game is simply \(A_f\) (corresponding to the action he takes on the right-hand side), which is manageable. What is not manageable is the space of all the leader pure strategies in the extensive form: there is one for every distribution over \(A_l\), so there are infinitely many. This prevents us from simply writing down the normal-form game corresponding to the extensive-form game and solving that. (Note that this is not the same as the original normal-form game that has no uncertainty about observability.)

To address this, we start with a limited set of leader distributions (for example, the set of all \(|A_l|\) degenerate distributions), and solve for a Nash equilibrium of this restricted game. This will give us a mixed strategy for the follower; the next step is to find the best leader pure strategy (distribution over \(A_l\)) in response to this follower mixed strategy. As we will see, technically, this corresponds to solving for a Stackelberg solution of an appropriately modified normal-form game. We then add the resulting distribution to the set of leader distributions, solve for a new equilibrium, etc., until convergence.

This type of strategy generation approach has been applied to solve various games where the strategy space is too large to write down [11, 7, 8]. (It has a close relation to the notion of constraint / column generation in linear programming.) Usually, this is because the strategy space is combinatorial—but it is finite, and hence the algorithm is guaranteed to converge eventually. In our case, however, there is a continuum of leader strategies, so we have to prove convergence, which we will do later.

Our algorithm for finding an equilibrium of the extensive-form game is shown in Figure 3. In this algorithm, \(G(D, A_f)\) is a normal-form game, more specifically it is the normal-form game corresponding to the extensive-form game, except that the leader can only choose from the distributions in \(D\).

At any point, \(D\) is the set of distributions for the leader that we have generated so far. We find a mixed-strategy Nash equilibrium \((p, q)\) of a normal-form game \(G\) in which the leader’s set of pure strategies is \(D\), the follower’s set of pure strategies is \(A_f\), and the players’ utilities for the
D ← any finite non-empty set of distributions over A
Loop:
\( G \leftarrow G(D, A_f) \)
\( (p, q) \leftarrow \text{FIND-NE}(G) \)
\( p' \leftarrow \text{LEADER-BR}(q) \)
If \( u_l^f(p', q) \leq u_l^f(p, q) \) Then
    Return \((p, q)\)
Else
    \( D \leftarrow D \cup \{p'\} \)

Figure 3: The algorithm.

outcome \((d, a_f)\) are defined as follows.
\[
\begin{align*}
    u_l^f(d, a_f) &= p_{obs} E_{a_i \sim d}[u_l(a_i, \text{FOLLOWER-BR}_{obs}(d))] \\
    &+ (1 - p_{obs}) E_{a_i \sim d}[u_l(a_i, a_f)] \quad (1) \\
    u_f^g(d, a_f) &= p_{obs} E_{a_i \sim d}[u_f(a_i, \text{FOLLOWER-BR}_{obs}(d))] \\
    &+ (1 - p_{obs}) E_{a_i \sim d}[u_f(a_i, a_f)] \quad (2)
\end{align*}
\]
Here \( d \in D \) is a distribution over \( A_l; a_i \) is the leader's action drawn according to \( d \); and \( a_f \in A_f \) is the follower's action. \( u_l \) and \( u_f \) correspond to the utilities in the original normal-form game (that did not model uncertain observability). In each of these formulas, the first summand corresponds to the case where the follower observes the leader's chosen distribution over \( A_l \), so that the follower best-responds to that distribution; the second summand corresponds to the case where the follower does not observe the leader's distribution over \( A_l \), so that the follower will follow his strategy \( a_f \) for the right-hand side of the extensive-form game. The follower's best-response is computed as follows.

\[
\text{FOLLOWER-BR}_{obs}(d) \in \arg \max_{a_f \in A_f} E_{a_i \sim d}[u_f(a_i, a_f)]
\]

\[
A^*_f = \arg \max_{a_f \in A_f} E_{a_i \sim d}[u_f(a_i, a_f)]
\]

That is, the follower maximizes his expected utility, breaking the ties in favor of the leader.\(^3\)

We then check whether \( p \) is actually a best-response to \( q \) if the leader considers all possible distributions over \( A_l \) (we only know for sure that it is a best response among the restricted set \( D \)). To do that, we compute a best-response distribution \( p' \) over \( A_l \) that maximizes the leader's expected utility \( u_l^f(p', q) \). If it turns out that \( u_l^f(p', q) \) is the same as the leader's utility in the computed Nash equilibrium of the game, then it follows that \( p \) is a best response to \( q \), and because \( q \) is also a best response to \( p \), we can return \((p, q)\) as an equilibrium of the extensive-form game with uncertain observability. Otherwise, we add distribution \( p' \) to \( D \), and the algorithm continues on to the next iteration, in which we construct a new game \( G \), compute its Nash equilibrium, and so on.

In Subsection 4.1, we show how to compute the leader's best response \( \text{LEADER-BR}(q) \) efficiently using a set of linear programs (corresponding to a Stackelberg solve). In Subsection 4.2, we show how the algorithm solves the example game in Figure 1 with \( p_{obs} = 0.99 \). In Subsection 4.3, we show that the algorithm converges in a finite number of iterations.

4.1 Computing the leader’s best response

In this section, we describe an efficient way to compute a distribution \( p' \) over the leader’s actions \( A_l \) such that the leader’s utility of playing \( p' \) is maximized assuming that the follower plays a given strategy \( q \). That is, \( p' \) is the leader’s best response to the follower’s mixed strategy \( q \), denoted by \( \text{LEADER-BR}(q) \) in the algorithm shown in Figure 3.

Our goal is to formulate \( \text{LEADER-BR} \) as a linear program. However, the leader’s utility is not linear in \( p' \) in the case where the follower observes the leader’s mixed strategy; because the leader’s utility depends on the follower’s best response to this observation, which can also be different for different values of \( p' \). Hence, we use a trick that is also used in computing Stackelberg strategies (with certain observability) [3, 16]: we write an LP that maximizes the leader’s expected utility under the constraint that the follower’s best response in the subgame corresponding to the fixed action \( a_f^* \) is also a best response to \( p' \). To find the leader’s best response to \( q \) overall, we solve such an LP for each \( a_f^* \in A_f \); we obtain a best response for the leader by choosing the optimal solution vector \( p' \) for a LP with the highest objective value (leader utility). Note that some of these LPs may be infeasible.

Specifically, given \( a_f^* \) and \( q \), we solve the following LP, whose variables are the \( p_{ai} \).

\[
\text{Maximize } p_{obs} \sum_{a_i \in A_l} p_{ai}^{*} u_l(a_i, a_f^*) + (1 - p_{obs}) \sum_{a_i \in A_l} \sum_{a_f \in A_f} p_{ai}^{*} q_{af} u_l(a_i, a_f) \\
\text{Subject to } \\
\forall a_f \in A_f : \sum_{a_i \in A_l} p_{ai}^{*} u_f(a_i, a_f^*) \geq \sum_{a_i \in A_l} p_{ai}^{*} u_f(a_i, a_f) \\
\sum_{a_i \in A_l} p_{ai}^{*} = 1 \\
\forall a_i \in A_l : p_{ai}^{*} \geq 0
\]

This formulation is almost identical to the standard one for solving a Stackelberg strategy [3, 16], except the objective is different to account for the fact that the follower may not observe the distribution. In fact, if we modify the leader’s utility function to \( u_l^f(a_i, a_f^*) = p_{obs} u_l(a_i, a_f^*) + (1 - p_{obs}) \sum_{a_f \in A_f} q_{af} u_l(a_i, a_f) \), then the objective simplifies to \( \sum_{a_i \in A_l} p_{ai}^{*} u_l^f(a_i, a_f^*) \), and we obtain the standard Stackelberg formulation. Hence, we are just doing a Stackelberg solve on a modified game.

4.2 An example run of the algorithm

In this section, we demonstrate how the algorithm computes an equilibrium of the uncertain-observability extensive-form game for the payoff matrix shown in Figure 1, with probability of observability \( p_{obs} = 0.99 \). We already solved for the equilibrium of this game analytically in Section 3—the purpose here is to show how the algorithm finds this equilibrium.) In this game, there are two actions in \( A_l \), and each leader distribution is represented by a vector of two numbers summing to 1.

Initialization. We initialize the set of leader distributions with the two degenerate distributions over \( A_l \): the distri-
The leader's utility from playing $s$ is $9$ in Figure 6. Figure 4: The normal-form game after the initialization.

**Iteration 1.** We first compute a Nash equilibrium of the normal-form game shown in Figure 4, namely, $((.5,.5), (0,.5))$. Next, we compute the leader's best response to the follower's mixed strategy $(.5,.5,0)$. This results in the distribution $s_1$, in which the leader plays $U$ with probability $8/9$ and $D$ with probability $1/9$, so that the follower's best response to $s_1$ is $EL$.

$$s_1 = (8/9)U + (1/9)D$$

It turns out that the leader's utility from playing $s_1$ against the follower's mixed strategy $(.5,.5,0)$ is higher than the leader's utility in the current NE profile $((.5,.5), (0,.5,0))$. Thus, we add $s_1$ to $D$. The resulting normal-form game is shown in Figure 5.

**Iteration 2.** We compute a Nash equilibrium of the game shown in Figure 5, namely, the pure-strategy Nash equilibrium $(s_1, L)$. The leader's best response to the follower's strategy $L$ is $s_2$, where

$$s_2 = (1/9)U + (8/9)D$$

The leader's utility from playing $s_2$ against $L$ is higher than the leader's utility from playing $s_1$ against $L$. Thus, we add $s_2$ to the set $D$. The resulting normal-form game is shown in Figure 6.

**Iteration 3.** We compute a mixed-strategy Nash equilibrium of the normal-form game shown in Figure 6, namely, $((0,.5,.5), (0,.5,.5,0))$. When we compute the leader's best-response to the follower's mixed strategy $(0,.5,.5,0)$, it turns out that there is no distribution that gives the leader a utility higher than the leader's utility in the computed NE profile. Thus we have found an equilibrium of the uncertain-observability extensive-form game, in which the leader plays $s_1$ with probability .5 and $s_2$ with probability .5, while the follower plays $L$ with probability .5 and $R$ with probability .5.

### 4.3 A bound on the number of iterations

In this section, we prove that the algorithm is guaranteed to find an equilibrium of the extensive-form game in a finite number of iterations. For each $a_f$, the set of leader mixed strategies $S_{a_f}$ to which $a_f$ is a best response is a polytope in $\mathbb{R}^{|A_f|}$. Denote the number of vertices of $S_{a_f}$ by $v(S_{a_f})$. Typical linear program solvers will return a vertex of the feasible region; we will assume that we use such a solver. Then, the number of iterations of our algorithm can be bounded as follows.

**Theorem 1.** The algorithm finds an equilibrium of the extensive-form game modeling uncertain observability in no more than $1 + \sum_{a_f \in A_f} v(S_{a_f})$ iterations.

**Proof.** LEADER-BR returns the optimal solution to one of the linear programs in Subsection 4.1. The feasible region of each of these linear programs is one of the regions $S_{a_f}$. Hence, by the assumption on our LP solver, LEADER-BR always returns a vertex of such a region.

When we generate a vertex corresponding to a distribution that is already in $D$, we have converged: this vertex cannot be a better response to $q$ than $p$, because $p$ is a best response to $q$ among distributions in $D$. Because there are at most $\sum_{a_f \in A_f} v(S_{a_f})$ distinct vertices to generate, the bound on the number of iterations follows. \(\square\)

### 5. A STRONGER BOUND ON THE LEADER'S SUPPORT SIZE

Theorem 1 implies that there always exists an equilibrium in which the leader randomizes over at most $1 + \sum_{a_f \in A_f} v(S_{a_f})$ distributions. This is still a rather loose bound. The following theorem establishes a much tighter bound.

**Theorem 2.** In any uncertain-observability extensive-form game, there exists an equilibrium in which the number of distributions on which the leader places positive probability is at most $|A_f|$.

**Proof.** Let $d$ denote a distribution over leader actions, where $d(a_l)$ denotes the probability $d$ places on leader action $a_l \in A_l$. Suppose there is an equilibrium of the whole game with $p_d$ denoting the leader probability on distribution $d$, and $q_{a_f}$ denoting the follower probability on follower action $a_f$ (conditional on the follower not being able to observe). Let $\pi(a_l) = \sum_d p(d) d(a_l)$ be the marginal probability that the leader plays $a_l$. Finally, let $u^s(d)$ denote the utility that the leader would get for committing to $d$ in a pure Stackelberg version of the game (corresponding to the “observed” side of the game tree). Then, consider the following linear program whose variables are $p^s_d$ (one for every distribution $d$ in the support of $p_d$). (This LP is just for the purpose of
Maximize \[ \sum_{d} p_d \pi(d) \]
Subject to

(\forall a_l) \ \sum_{d} p_d a_l = \pi(a_l)

(\forall d) \ p_d \geq 0

That is, this linear program tries to modify the leader’s equilibrium strategy to maximize the leader’s overall Stackelberg utility (the utility on the “observed” side of the game tree) under the constraint that the marginal probabilities do not change (so that nothing changes on the “unobserved” side of the tree).

The original equilibrium \( p_d \) must be an optimal solution to this LP, because, if we suppose to the contrary that there is a better solution, then the leader would want to switch to that better solution (it would not change her utility on the “unobserved” side and it would improve it on the “observed” side), contradicting the equilibrium assumption. In fact, any optimal solution to this linear program must be an equilibrium when combined with the \( p_d \), because it will do just as well as \( p_d \) for the leader, and the follower will still be best-responding (on the “unobserved” side) because the marginal probabilities on the \( a_l \) remain the same. A linear program with \(|A_l|\) constraints (not counting the nonnegativity constraints for each variable) must have an optimal solution with at most \(|A_l|\) of its variables set to nonzero values (which follows, for example, from the simplex algorithm). It follows that there exists an equilibrium where the leader places positive probability on at most \(|A_l|\) distributions.

6. EXPERIMENTS

The goal of our experiments is to study a number of properties of the proposed algorithm and the solutions it generates. Since the bound on the number of iterations given in Theorem 1 is quite loose, we want to measure the number of iterations and the overall run time of the algorithm for different payoff matrices and values of \( p_{obs} \). Another goal of the experiments is to measure the leader’s support size, that is, the number of distributions played with positive probability in the leader’s equilibrium strategy, which we showed to be bounded by the number of the leader’s actions \(|A_l|\) (Theorem 2). We also want to study the dependence of the leader’s equilibrium utility on the probability of observability \( p_{obs} \). Finally, we want to find out how often the leader’s equilibrium strategy in the extensive-form game is actually different from Nash and Stackelberg strategies in the original normal-form game.

In our experimental results we consider \( 15 \times 15 \) payoff matrices and vary \( p_{obs} \). We used two different Nash equilibrium solvers, a MIP solver with different objectives [14], and the Gambit [10] implementation of the Lemke-Howson algorithm [9]. For the MIP solver, we used three different objective functions: no objective, minimizing the size of the leader support, and maximizing the leader utility.

We considered two distributions over games. The first distribution (uniform) generated payoff matrices with individual payoffs drawn uniformly at random from \([0, 1]\). The second (gamut) generated payoff matrices from the various game types offered in GAMUT [12], with uniform weight given to each type.

Figures 7(a) and 7(b) show the run time of the different algorithms as a function of \( p_{obs} \). One general trend is that the MIP solver that minimizes the leader support is the fastest solver. One interesting difference is that run time generally increases with \( p_{obs} \) for the GAMUT distribution, but is fairly flat or decreasing for uniform. The short run time is due to the low number of iterations, which we discuss next.

Figures 7(c) and 7(d) show the number of iterations taken by the algorithm. Each iteration corresponds to a complete pass through the loop in Figure 3, which includes a Nash equilibrium computation in the extensive form game followed by a LEADER-BR solve. The number of iterations generally tracks the run time fairly closely. Two exceptions are GAMBIT and MIP with leader support minimization for the GAMUT distribution. As we can see, the number of iterations is surprisingly low compared to our theoretical bound of Theorem 1. We leave the question of whether a tighter theoretical bound on the number of iterations can be obtained for future research.

The support size (number of distributions over which the leader randomizes in the equilibrium) is shown in Figures 7(e) and 7(f). The small support size is explained in part by the low number of iterations. Since we initialize the algorithm with \(|A_l|\) pure strategies for the leader, the leader’s support size cannot be larger than \(|A_l|\) plus the number of iterations. However, it is significantly lower than that bound.

Figures 7(g) and 7(h) show the leader’s expected utility in the equilibrium. As expected, higher values of \( p_{obs} \) lead to higher utility for the leader—this is the benefit of commitment. Using the MIP that maximizes leader utility (within a single Nash solve) tends to lead to high leader utilities in the final equilibrium, but intriguingly the MIP with no objective surpasses it for the GAMUT games.

Finally, Figures 7(i) and 7(j) show how often the leader’s equilibrium strategy coincided with Stackelberg (full observability) or Nash (no observability) strategies of the game. The Nash subroutine that is used by the algorithm here is the MIP formulation that minimizes the support size. Naturally, the higher the value of \( p_{obs} \) is, the more often the equilibrium strategy coincides with Stackelberg and the less often it coincides with Nash. In general, it coincides with Nash very often and with Stackelberg quite often. We can also see that the equilibrium strategy coincides with both Nash and Stackelberg at the same time in a high percentage of GAMUT games. This indicates that in certain game families, simply playing a Nash/Stackelberg strategy of the original normal-form game is also an equilibrium strategy in the extensive-form game with uncertain observability across intervals of \( p_{obs} \). However, this is not the case in games with uniformly random payoffs, which suggests the need for an algorithm like the one we present in this paper.

The main lessons that we take away from this set of experiments are as follows. First, our proposed algorithm is quite fast in practice, especially compared to the loose theoretical bound on the number of iterations that we established in Theorem 1. Second, there are games in which the defender’s equilibrium strategy is sensitive to the value of \( p_{obs} \), which suggests that it is important to model the uncertainty about the observability. Third, there are families of games in which the equilibrium does not change across wide intervals of \( p_{obs} \)—in such cases, playing Nash or Stackelberg strategies of the original normal-form game may be
Figure 7: Experimental results
7. CONCLUSION
Several recently deployed applications in security domains use game theory for the strategic allocation of defensive resources. These applications compute a Stackelberg strategy rather than a Nash strategy. For this to make sense, the follower needs to be able to observe the leader’s distribution; however, in many applications, there is some uncertainty about whether the follower has this ability. One previously proposed solution to this dilemma is to model model this uncertainty explicitly as a move by Nature in an extensive-form game of infinite size. We pursued this approach in this paper, and proposed an iterative algorithm for computing an equilibrium of the extensive-form game. The algorithm alternately calls subroutines for computing Nash and Stackelberg solutions, and is guaranteed to terminate in finite time. In experiments, the algorithm required very few iterations to compute an equilibrium. While we proved the perhaps unintuitive property that in some of these games, the leader must randomize over distributions in equilibrium, this happened very rarely in the experiments. We also proved an upper bound on the number of distributions in the leader’s support, though this bound is still well above what we typically see in the experiments.

We believe that our algorithm constitutes a useful addition to the toolbox of techniques for computing game-theoretic solutions, especially in ambiguous real-world domains. Strengths of the algorithm include that it can be applied to any game (as opposed to, for instance, just security games), and it can also use as subroutines Nash and Stackelberg solvers that are tailored to particular game families. The algorithm is efficient in practice, and is guaranteed to produce a solution with support no larger than the number of actions in the original game despite solving an extensive form game with a potentially infinite branching factor.

A potential drawback to the overall framework, not the algorithm, is that it requires us to determine the number \( \rho_{obs} \). This may not be an issue insofar as the solution stays the same across a range of values of \( \rho_{obs} \), yet many open problems remain. As \( \rho_{obs} \) shrinks, we are more likely to encounter equilibrium selection problems—how do we address these? What happens if we have some degree of control over \( \rho_{obs} \)? Are there other ways of addressing the problem of uncertainty about observability that do not involve making the uncertainty explicit in the extensive form?
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ABSTRACT
Creating a virtual character that exhibits realistic physical behaviors requires a rich set of animations. To mimic the variety as well as the subtlety of human behavior, we may need to animate not only a wide range of behaviors but also variations of the same type of behavior influenced by the environment and the state of the character, including the emotional and physiological state. A general approach to this challenge is to gather a set of animations produced by artists or motion capture. However, this approach can be extremely costly in time and effort. In this work, we propose a model that can learn styled motion generation and an algorithm that produce new styles of motions via style interpolation. The model takes a set of styled motions as training samples and creates new motions that are the generalization among the given styles. Our style interpolation algorithm can blend together motions with distinct styles, and improves on the performance of previous work. We verify our algorithm using walking motions of different styles, and the experimental results show that our method is significantly better than previous work.
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1. INTRODUCTION
In the short film Luxo Jr. by Pixar Animation Studios, the two Anglepoise desk lamps demonstrate a simple and entertaining story. Without the aid of verbal and facial expressions, the desk lamps successfully express their character and emotional states through motions. Human sensitivity to information conveyed through such expression breathes life into these virtual characters. In fact, we can perceive identity [20] and gender [12] of walkers simply based on the motion of lights points attached to their joints. Thus, motion is one of the main criterion for building realistic virtual characters.

Humans have many different kinds of behaviors, and each behavior is composed of many different motions. Even for a single motion, there can be various ways to perform it. The variation can be due to different mental states, physical properties, personality, etc. To exhibit this resemblance to reality, the virtual character requires a large set of animations, and it is not always obvious how to determine the subtle dynamics expressing these characteristics. One common approach to creating a virtual character’s behaviors is employing animators. Another approach is to apply motion capture. The motion capture technique can record the temporal difference of each motion and the subtle variance within different styles. However, recording every possible kind of motion is very time consuming. Moreover, when a human performs the same motion, each will show some variation. It is not practical to collect a huge set of animations for each motion for either approach, and replaying the same animation every time reduces the resemblance to reality of the virtual character.

To generate realistic motion animations and save animators’ efforts, one approach is to generalize motion from examples. There are many ways to approach this generalization. One that has been widely applied is synthesizing motion from a motion library [7, 9]. Segmenting motion clips and combining them is an easy way to make a general use of existing motion, but animations are limited to the finite set of clips. Another approach to generate new animation is to learn a style translator and translate a given motion to a specific style [6, 4]. We can increase the amount of virtual human behaviors via converting some motions to new styles with such a translator.

This approach becomes more powerful if we can infer what parameters determine the style of motion. The style parameter of the virtual character gives control over motion generation, and we can adjust it to express appropriate signals like emotional states in different situation. Thus, style-content separation is an appealing approach to generate new motions. There have been several works to explore the separation of style and content of motion data [18, 3, 15, 2, 21, 16]. After separating the style parameters from the motion, we can generate new motions via interpolation or extrapolation in the style space [14, 19].

Previous work showed success in synthesizing new motions
with analogy among samples, but they suffer from overfitting and usually will fail on synthesizing new styles. These works followed the design of bilinear models [18] that represent styles as a separate parameter, use different style values to learn the motion generation, and then generate new motions by changing the style value. When using this design, the model is assumed to capture the style space so that adjusting the style value leads to style interpolation or extrapolation. However, to satisfy this assumption, we need a sufficient amount of data distributed throughout the style space so that the model can comprehend the structure of the style space. This is because the style space can be a nonlinear manifold [3], and it requires a lot of data for the model to identify this structure, unless the members of the data set is already close to each other. This condition leads to the requirement of either collecting a large set of data or requiring all motions to have similar styles.

In designing a virtual character behavior controller, we would like to have the capability of generalization among style space while minimizing the required effort to collect training samples. However, overfitting is an inevitable problem when the styles of motions are quite different and the training samples are insufficient, and therefore generating new motions via interpolation with style parameters will simply produce implausible results. To design a robust method that can generate new motions with a limited set of training samples, we need to abandon the assumption that the general structure of the style space can be identified accurately from the training data. Instead, the key issue to address is how to do style interpolation when the model is overfitted.

In this work, we propose a learning model and a style interpolation algorithm that can generate new motions via style interpolation when given a few training samples with distinct styles. Our model, called the hierarchical factored conditional Restricted Boltzmann Machine (HFCRBM), is a modification of the factored conditional Restricted Boltzmann Machine (FCRBM) [16] that has additional hierarchical structure. The HFCRBM includes a middle hidden layer for a new form of style interpolation. Our style interpolation algorithm, called the multi-path model, performs the style interpolation using the middle hidden layer.

To verify the effectiveness of our approach, we apply our algorithm to learn and generate walking motions with different styles. The walking motion samples are from the CMU mocap database. We evaluate the performance of our algorithm against motion generation of previous works, and compare different style interpolation approaches. The experiment results show that (1) the HFCRBM has better performance than the FCRBM [16], (2) the multi-path model generates new motions much more successfully than conventional style label interpolation, and (3) the multi-path model is also applicable to the FCRBM [16] and improves its performance.

The contribution of this work is three-fold.

- We propose a model and a style interpolation algorithm that can generate new styles of motions with a limited set of training samples.
- Our style interpolation algorithm improves the performance of the previous work on blending different styles.
- To the best of our knowledge, our work is the first to answer the question of how to do style interpolation when the general structure of the style space cannot be identified accurately from the training data.

2. RELATED WORK

One idea as to how to automatically generate human motion is to learn a motion generation function, such as learning the parameters of muscle control for the motion [11], identifying dynamics of motion transition with a linear dynamic system for further synthesis [13, 10, 1], or learning the transition between each frame with a Dynamic Bayesian Network and generating new motions via adding noise to the function [8]. Another idea is to convert existing motions to new motions with the same content but different styles, and to achieve this by learning a style translation function [6, 4]. A style translation function can produce new motion in a specific style with given animations, but it will be even more powerful if the factors that influence the style of motion can be determined. In this case, we need to separate these properties from the content, learn the functional space of the properties, and add variations within this function.

The problem of determining the properties that influence the content is called style-content separation, and was introduced by Tenenbaum & Freeman [18]. They proposed a bilinear model that represents the training data as the product of content, style, and interaction matrices. Elgammal & Lee [3] extended the idea by representing content on a nonlinear manifold. When the manifold is constructed, the model learns nonlinear mappings from the embedding space to the training data, and derives interactions (called content bases in their paper) and style matrices from coefficients. When given a new data, with fixed content bases, the style (projection vector) and content (manifold coordinates) are calculated with an EM-like iterative procedure. Shapiro et al. [15] proposed to apply Independent Component Analysis to decompose motion sequences into several components (also motion sequences), and have users select representative components. The new motion with a specific style is generated via merging corresponding components.

These methods take regression-like approaches that treat the motion data as trajectories, and do not model the transitions between frames. Brand & Hertzmann [2] designed a model to learn this kind of transition relation. They extended hidden Markov models (HMMs) with an additional style variable to model different motion sequences. While hidden states capture the “mean” of the motion (the content) the additional style variable models the deviation between different motion (the style). The HMM can have only a few discrete states, so the representation capability for poses is limited. Wang et al. [21] proposed to use the Gaussian Process Latent Variable Model to learn a function that predicts the subsequent frames of the sequence from the previous frame and specified information. The mapping function explicitly includes the identity and style factors, and learns identity, style, and content from motion data performed by different skeletons for various styles. The method showed the synthesis of new motions via interpolation between similar motions. Taylor & Hinton [16] proposed factored Conditional Restricted Boltzmann Machines (FCRBMs) to model the transition between frames while gated by style parameters. This method can learn motions with quite different styles, but for synthesizing new styles, it requires sufficient samples to learn generalization.
3. ALGORITHM BACKGROUND

The conditional Restricted Boltzmann Machine (CRBM) [17], as shown in Fig. 1, is a model for learning transitions within time series data. The CRBM adds directed links from the past visible layers to send previous observed values to the current visible and hidden layers. The new structure includes the information from the past, and can learn the temporal relation of the time series data. A CRBM treats the messages sent from the past as biases, or dynamic biases to be more specific. When given a sequence of data, the CRBM adds these values to the current prediction through directed links as biases and uses alternating Gibbs sampling (sending information iteratively between the visible layer and the hidden layer) to construct the next piece of data. The energy function of a CRBM for real-valued visible data (assuming unit variance) is:

\[
E(v_t, h_t | v_{<t}) = \frac{1}{2} \sum_i (v_{i,t} - \hat{a}_{i,t})^2 - \sum_{ij} W_{ij} v_{i,t} h_{j,t} - \sum_{j} \hat{b}_{j,t} h_{j,t},
\]

where \(v_t\) and \(h_t\) are current visible nodes and hidden nodes, \(v_{<t}\) denotes past visible nodes, \(W\) represents undirected connections between visible and hidden layers, and \(\hat{a}_{i,t}\) and \(\hat{b}_{j,t}\) are dynamic biases such that \(\hat{a}_{i,t} = a_i + \sum_k A_{ik} v_{k,<t}\) and \(\hat{b}_{j,t} = b_j + \sum_k B_{kj} v_{k,<t}\), where \(A\) and \(B\) represent directed connections from the past visible nodes to the current visible and hidden layers, and \(a_i\) and \(b_j\) denote the bias of visible and hidden layers.

CRBs capture the transition dynamic of the time series data in an unsupervised way. In some applications, we would like to use annotation information to help recognition and generation. For example, for motion generation style annotation can improve the training process of learning various forms of motions. The ancestor of CRBMs, the Restricted Boltzmann Machine (RBM), can be stacked into a multi-layer model to construct deep belief networks [5] for supervised learning. As its successor, the CRBM can also be stacked into multiple layers, so it is straightforward to stack multiple CRBMs to build similar deep networks for supervised learning on time series data. However, the strategy is no more effective. The limitation comes from the dynamic biases. The values from the past observations \(v_{<t}\) are too strong and will dominate the values from the label parameters. Thus, the generation process relies mainly on the past observed values [16].

Instead of defining labels as part of the inputs to the hidden nodes, we can model the labels as gates for controlling other inputs. In this way, the label information has a strong influence on the CRBM. To construct these gating capabilities for the label units, each set of connections is expanded with an additional “label” dimension. The new weight matrix of the connections between the visible and hidden layers is a three-way weight tensor \(W_{ijk}\) connecting visible, hidden, and label nodes. With this new form of weight matrix, label nodes then can comprise the transition between visible and hidden layers.

Assigning label nodes as a manipulator for the original model can allow it to learn complex data, but this design also makes the resulting model parametrically cubic. In fact, much real world data, including mocap, has some form of regularity, and the structure can be captured with a more contiguous model. Taylor & Hinton proposed Factored CRBM (FCRBM) with contextual multiplicative interaction (we will simply call it FCRBM in the following text for clarity) to model this property [16]. The FCRBM contains the structure of the CRBM, and it applies additional label information to change the information transition within the original CRBM model in a factored form, as shown in Fig. 2. The energy function of the FCRBM is:

\[
E(v_t, h_t | v_{<t}) = \frac{1}{2} \sum_i (v_{i,t} - \hat{a}_{i,t})^2 - \sum_{ij} W^r_{ij} W^l_{ij} v_{i,t} h_{j,t} z_{i,t} - \sum_{j} \hat{b}_{j,t} h_{j,t},
\]

Readers can refer to [16] for further details.

4. HIERARCHICAL FCRBM

We extended the FCRBM to construct the hierarchical FCRBM. The hierarchical structure is crucial for style interpolation, because the structure provides a new form of style interpolation, and the new approach produces much better results than conventional style interpolation. We begin our explanation by discussing the problems of previous approaches.

Previous approaches perform well at reproducing given examples, but to generate new motions and avoid overfit-
ting, the model needs sufficient training samples with the same content and different style throughout the style space for which we want to generalize. For example, previous work [16] applied the model to learn the generalization of style parameters speed and stride length of walking motion. They recorded nine sequences of walking motions which correspond to the crossproduct of (slow, normal, fast) for speed and (short, normal, long) for stride length, and fed these samples to FCRBMs for training. The model shows good generalization across speed and stride length. However, when building a realistic virtual character, the character needs to have a rich set of behaviors. A great number of training samples will be required to complete its style table, which makes the style-content separation approach less practical. To make the generation function useful in practice, the model needs the capability of learning from a limited set of animations in which the style generalization is not demonstrated explicitly.

Conventional style-content separation approaches accomplish style interpolation via adjusting the values of the style label to indicate the ratio of style interpolation. The labels can be real-valued or binary. In the real-valued representation, it is assumed that the style space is contiguous, the label values provide the correct position of the style in the style space, and the model can formulate the style space. If the label values are assigned correctly, then this way of labeling helps the learning process. However, the success of this approach depends on whether the prior knowledge of these motions is sufficient to provide an accurate annotation. It also limits the variety of the motion style. In the binary representation each label corresponds to a feature vector since the label layer connects to a feature layer. The feature vector not only represents the vector generating a specific style, it also corresponds to a way of generating motions, the content. Interpolating two vectors in the Euclidean space does not correspond to interpolating two styles in the style space, and the new vectors can easily fall out of the appropriate space for motion generation. Thus, a vector resulting from this approach will rarely map the generation to the appropriate style, and the function may be no longer appropriate for generating the correct content.

We propose to perform style interpolation with the hidden layer instead of with the label parameter directly. To formulate the hidden layer, we construct a hierarchical model with the FCRBM. Instead of learning kinematics parameters directly, our model first extracts the patterns of the motion samples and represents them as binary variables. The model includes the past observed in-

4.1 Reduced CRBM

We modify the CRBM in order to construct the hierarchical structure. The new model is a CRBM without the directed links from past visible layers to the current visible layers. This reduced CRBM includes the past observed information, and the activation of hidden nodes conveys the appearance of certain motion patterns. Without the lateral links from the past visible layers, the generation depends completely on top-down information. Therefore, the upper layers have full control of the motion generation. The reduced CRBM is shown in Fig. 3. Its energy function is:

$$E(v_t, h_t | v_{<t}, \theta) = \frac{1}{2} \sum_i (v_i - a_i)^2 - \sum_{ij} W_{ij} v_i h_j - \sum_j b_j h_j,$$

where all the terms are the same as for the CRBM, except the bias of the visible layer is static bias instead of dynamic bias.

The reduced CRBM can be trained with a very efficient approximate learning algorithm called contrastive divergence [5]. Given the training motion samples, the reduced CRBM learns the reconstruction of the data $x_t$ based on the sequence $x_{t-1}$ to $x_{t-n}$ (for an order $n$ model), where the hidden layers receive $x_{t-1}$ to $x_{t-n}$ through connection $B$ as the dynamic bias.

4.2 Hierarchical FCRBM

Our model stacks a FCRBM on top of the reduced CRBM to learn motion generation with label information. After training the reduced CRBM, the connection within this layer is fixed. To train the FCRBM, the training data goes bottom-up through the reduced CRBM to the FCRBM. The motion sequence is then converted into the approximate filtering distribution, and the FCRBM learns the

Figure 3: The architecture of a reduced CRBM of order 3.

Figure 4: The architecture of the entire model. The reduced CRBM at the bottom layer is trained first, and the FCRBM then takes the approximate filtering distribution from the bottom layer as input to train its connections. There is a feature layer linked to the label nodes that propagates the label information to the model.
5. STYLE INTERPOLATION

The style controller is a prediction function which takes the form:

\[ x_t = f(x_{t<i}, \theta) \]

where \( x_t \) denotes current motion data, \( x_{t<i} \) denotes past motion data, and \( \theta \) represents the style vector. Using the current output data as one of the inputs for the next generation, the function can iteratively produce a data sequence with a specified length. We use one-hot encoding for the style vector since it does not require prior knowledge for assigning values as real-valued representation does. The style vector has the same length as the number of styles provided for training. Each element of the vector corresponds to a category of the sample motion. A vector with value 1 at the \( i \)th element and 0 elsewhere will make the generation function reconstruct a motion with the style of the \( i \)th training sample. To synthesize a new style, previous work uses the values of style vector to represent the fractional weights of styles we want to generate. In this case, a style vector with 0.5 at the \( i \)th and \( j \)th elements corresponds to a style that is an average of the two respective categories. When assigning different fractions to different elements for the style vector, the generation function will create new styles of motions which are the blending of different styles based on the fractional weights.

We do not follow the original method but propose a new style interpolation approach called the multi-path model. For each style element with positive values, the multi-path model creates a FCRBM instance to generate the motion independently with only the corresponding style label being active. After the visible data of each style is generated, an average of the data weighted according to the respective fractional values is sent to the hidden layer of the bottom reduced CRBM. For example, when given a style vector \([0.6, 0.4, 0]\), the model creates a FCRBM instance with style vector \([1, 0, 0]\) and a FCRBM instance with style vector \([0, 1, 0]\) to do the generation separately. The connection weights of both are the same, and the output is interpolated with \(0.6 \times x_1 + 0.4 \times x_2\) where \(x_1, x_2\) denotes the respective output. The architecture of the multi-path model is shown in Fig. 6.

The style interpolation across the hidden layer is a new form of style interpolation. Hidden layer interpolations result in a motion vector which is the interpolation of two motion styles and can be different from all the motion samples. Since the generation result will feed back to the model for the next prediction, the new motion frame can lead the function to be unable to predict the next frame. Thus, it is possible that this approach will fail on some
style interpolations. Although the multi-path model cannot guarantee a complete generalization, it is much more robust than interpolation among style parameters. This is because the overfitting of the motion generation function attributed more to style vector \( \theta \) than past motion data \( x_{i<t} \). In the multi-path model, the style label parameters assigned to each instance of the FCRBM are familiar to the prediction function. Thus, there is only one uncertain factor, the input data \( x_{i<t} \). On the other hand, an explicit style interpolation with style label parameters can result in a style label parameter unfamiliar for the prediction function. All the conditional parameters of the prediction function are then uncertain in this approach. In this way, performing style interpolation with the hidden layer is more robust.

Overall, there are four ways to do style interpolation:

1. **Animation blending.** Two motions with the same content but different styles can be combined with interpolation among motion vectors. In this approach, each motion is viewed as a high dimensional trajectory, and motions can be combined after time warping and corresponding points are assigned. Animation blending is the most popular way to combine two motions. It does not suffer from the risk of generating inadmissible motions that prediction-based methods do. On the other hand, it lacks the generalization capability of those methods, such as creating new motions through analogy, and its performance depends on the correctness of time warping and matching correspondent frames. Moreover, it is also known to average out the styles of motions on combination, while style-content separation approach can preserve more significant styles [15].

2. **Style label interpolation.** The conventional approach to blend different styles together is to apply a linear interpolation of the label parameters.

3. **Visible layer interpolation.** Our multi-path model can also be applied to a single layer FCRBM. The only difference is that the output of the FCRBM is then a motion vector, and the resulting motion data is the direct interpolation across these vectors.

4. **Hidden layer interpolation.** In the hierarchical FCRBM, the multi-path model does the interpolation at the hidden layer. As shown in Fig. 6, the interpolation process works on the hidden node distributions of the reduced CRBMs. In this way, the style interpolation blends motions implicitly instead of modifying motion vectors explicitly.

Due to the limitations of conventional animation blending with respect to style-content separation, we did not include animation blending in the experiment and only compare style interpolation approaches.

### 6. EXPERIMENTS

Our motion samples are derived from the CMU Graphics Lab Motion Capture Database. The skeleton of the CMU motion capture data contains 38 nodes, and the total degree of freedom of all joints is a vector with 96 dimensions. There is a root node containing the global information of translation and rotation, and every other node maps to a part of the body that contains the local rotation information. The rotation of each node is represented as exponential maps with three dimensions. To learn a motion generator that focuses on the dynamics and interaction of body parts, we remove the global translation from the motion vector.

We selected eight walking motions with different styles from database subject #105.

In this experiment, we applied a previous approach [16], which uses FCRBM with style label interpolation, as a baseline for comparison. The FCRBM program is derived from Taylor's website\(^1\). To evaluate the performance of the HFCRBM and the multi-path model, we evaluated two approaches: the HFCRBM model with conventional style label interpolation and the HFCRBM model with the multi-path model. To test whether our multi-path model can also improve the performance of the FCRBM, we evaluated the performance of the combination of the FCRBM and the multi-path model.

To sum up, we compared the performance of (1) FCRBM with style label interpolation, (2) FCRBM with multi-path model, (3) HFCRBM with style label interpolation, and (4) HFCRBM with multi-path model. The performance is evaluated with pairwise blending of two motions. In style interpolation, the generation process succeeds more easily when the ratio is weighted more toward one style; for example, a 80%/20% blending. It is more challenging when the ratio is close to one. In our experiment, we chose the most difficult option, the 50%/50% blending, for every case. For FCRBM-based models, the prediction function has two sets of input, the style label and the past data sequence. When blending two motions per a given ratio, using the partial sequence of one motion as initial input is considered a different case than using the other motion for initialization. Thus, there are two configurations for blending two motions, and total 64 configurations of pairwise blending for 8 motion sequences.

We used a FCRBM with 600 hidden nodes and a HFCRBM with 360 nodes at the first hidden layer and 360 nodes at the second hidden layer.

In our experiment, we recruited 8 participants and asked them to evaluate the results of motion generation based on the following criteria:

- The movement must respect the range of motion for each joint.
- The movement must not significantly violate physical law. For example, it is unacceptable to see the skeleton swimming in the air.
- It must be walking, and the pace must be close to one of the motions or lie in between the two.
- The resulting motion must contain some of the style of each sample. It is permissible if the style is not as significant as in the original samples as long as the related style cues are observable.

If a motion satisfies these four criteria, then we consider the motion generation successful. The evaluation results of four approaches are as follows.

**FCRBM with style label interpolation.** There are some generated motions that are acceptable, but most of them have two problems: (1) Most of the motions synthesized shake in an unnatural way. (2) The styles are averaged.

\(^1\)http://cs.nyu.edu/~gwtaylor/publications/icml2009/code/index.html
In other words, those motions (ignoring the fact that many of them are shaking) may acceptably be considered “walking”, and it is evident that they contain the styles from both motions, but the styles are quite vague. Some of them look similar to the motions generated from animation blending, as they both exhibit the phenomenon of averaging out the styles. Overall, ignoring the shaking properties and weakened styles, the approach has a 8.3% success rate for motion generation.

**FCRBM with multi-path model.** Applying the multi-path algorithm at the visible layer of the FCRBM, we achieved a success rate close to 32.8%. Characteristic of the resulting motions is that we usually can observe one style significantly while the other style is vague. In other words, the style blending of this approach is more like a competition than an averaging. Thus, when doing style interpolation, it has a success rate higher than 32.8% for generating an admissible walking motion, but some of them are evaluated as having failed because they did not successfully blend two styles.

**HFCRBM with style label interpolation.** The overall success rate for motion generation using this approach is 36.7%. Among its more successful results are that none of the motion shake, and the style from both component motions usually appear significant on the blended motions.

**HFCRBM with multi-path model.** The style quality of this approach is similar to some of the results of the HFCRBM with style label interpolation in that the styles of both motions are more apparent than in approaches based on the FCRBM. The overall success rate of this approach is 55%.

The experimental results show that the HFCRBM with hidden layer interpolation has a success rate 6.6 times higher than the previous work, and the blended style quality is the same as or better than the results of those approaches. Examples of motions generated by these approaches are plotted in Fig. 7.

7. CONCLUSIONS

We have proposed a method for style-content separation and motion style interpolation. Specifically, we developed the HFCRBM which learns style-based motion generation, and the multi-path model which performs style interpolation with the hidden layer. The approach produced motions with a success rate judged to be 6.6 times better than that in previous work using the FCRBM. We also demonstrated
that the multi-path model improves the FCRBM. The hierarchical structure provides the capability of hidden layer interpolation, which is the major improvement for the style interpolation approaches.

Although our algorithm yields better performance than the previous work, it still needs further improvement on the success rate for practical use. In part, this is due to the small training set comprised of highly different styles. It is also due to the model being trained without assigning any constraints. Walking is a complex behavior that must obey many biomechanical and physical constraints. To learn a good model for various walking motions, without using any constraints or domain knowledge, presents a considerable challenge. This suggests that adding domain knowledge to improve learning is a plausible way to improve the model without increasing the amount of training samples.
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1. INTRODUCTION

Since the works of Austin [2] and Searle [20] on speech acts, there has been a lot of work on illocutionary acts\(^1\) and on their use for the formal specification of an agent communication language (see, e.g., [6, 27, 23, 9, 10]). Searle has defined five classes of illocutionary acts [21, Chapter 1], and every utterance realizes the performance of one (or more) illocutionary act(s) of these classes. Thus, Searle’s classification is a taxonomy. These five classes of illocutionary acts are:

- *assertives* (for describing facts, e.g. “It rains”),
- *directives* (for representing order or request for instance, e.g. “Open the door, please”),
- *commissives* (for representing commitment, e.g. “I will help you”),
- *declarations* (for representing institutional illocutionary acts, e.g. “I name this ship the Queen Elizabeth”),
- *expressives* (for representing psychological attitudes, e.g. “I congratulate you” or “I thank you”).

\(^1\)Searle distinguishes several types of speech acts: utterance acts (using for uttering words); propositional acts (for referring and predicating); illocutionary acts (for stating, questioning, commanding, promising, etc.). See [20, Section 2.1] for more details.

Existing literature on speech acts is mainly about the first three classes of illocutionary acts and, to a lesser extent, about the fourth. Thus, as far as we know, there is no work about the last class of illocutionary acts, that is, expressives. As Searle says:

> The illocutionary point of this class is to express the psychological state specified in the sincerity condition about a state of affairs specified in the propositional content. The paradigms of expressive verbs are “to thank”, “to congratulate”, “to apologize”, “to deplore”, and “to welcome”. [21, Chapter 1]

In this paper we propose a first formalization of expressive speech acts in a BDI-like logic where utterances are represented by the mental states they express. The logic, which is presented in Section 2, has specific modal operators that allow us to represent *expressed* psychological mental states.

We focus on particular psychological states that are emotional states. Emotions that we consider are either *basic emotions* (only defined from beliefs and goals) or *complex emotions* (based on complex reasoning about norms, responsibility, etc.). For instance, joy and sadness are basic emotions, whereas guilt or regret are complex emotions requiring a complex form counterfactual reasoning about responsibility where reality is compared to an imagined view of what might have been [12, 15]. Basic and complex emotions are studied in Section 3. In the paper we only consider the cognitive structure of emotion rather than emotion as a complex psychological phenomenon including cognitive aspects and somatic aspects (i.e., feeling). Indeed the cognitive structure of emotion is sufficient for our needs, as we only consider the mental states that can be expressed by use of language.

In Section 4, expressive speech acts are defined as public expressions of emotional states.
2. LOGICAL FRAMEWORK

MLC (Modal Logic of Communication) is a BDI-like logic [7, 17] that allows us to represent agents’ mental states (beliefs, desires and ideals) as well as the overt and social aspect of communication. It has modal operators that describe the conversational state of an agent \( i \) with respect to another agent \( j \) in front of an audience \( H \), i.e. what agent \( i \) expresses to agent \( j \) in front of the audience \( H \). A conversational state is a static description of the utterances that are performed by the participants in a dialogue, and is similar to the commitment store of Walton & Krabbe [28].

2.1 Syntax

Assume a finite non-empty set \( AGT = \{1, \ldots, n\} \) of agents, a countable set \( ATM = \{p, q, \ldots\} \) of atomic propositions denoting facts. The language \( L \) of the logic MLC is the set of formulas defined by the following BNF:

\[
\varphi ::= p \mid \neg \varphi \mid \varphi \land \varphi \mid Bel_i \varphi \mid Goal_i \varphi \mid \text{Ideal}_i \varphi \mid \text{Cd}_i \varphi \mid \text{Exp}_{i,j,H} \varphi
\]

where \( p \) ranges over \( ATM \), \( i, j \) range over \( AGT \) and \( H \) ranges over \( 2^{AGT} \). The other Boolean constructions \( \top, \bot, \lor, \rightarrow \) and \( \leftrightarrow \) are defined in the standard way.

Operators \( Bel \) and \( Goal \), are used to represent agent \( i \)'s beliefs and goals. Given an arbitrary formula \( \varphi \) of the logic, \( Bel_i \varphi \) has to be read ‘agent \( i \) believes that \( \varphi \)’, whereas \( Goal_i \varphi \) has to be read ‘agent \( i \) has the goal that \( \varphi \)’ or ‘agent \( i \) wants \( \varphi \) to be true’. Following [8], we consider goals the most basic class of motivational attitudes. The concept of goal is more general than the concept of desire (therefore, the former class includes the latter). Desires are intrinsically endogenous, while goals might originate from external inputs.\(^2\) For instance, an agent might have a goal because of norm compliance or because it adopted this goal from another agent (e.g. agent \( i \) has the goal to close the door because agent \( j \) asked it to do so and \( i \) accepted \( j \)'s request). Moreover, differently from a desire, a goal is not necessarily associated with a pleasant state of mind (i.e. goals do not necessarily have a hedonistic component).

As the class of goals includes desires, we assume that goals can be incompatible with beliefs. For instance, a person may wish to become multimillionaire even though she believes that her aspiration will never be satisfied.

The operators \( Ideal \), are used to represent an agent’s moral attitudes, after supposing that agents are capable to discern what (from their point of view) is morally right from what is morally wrong. This is a necessary step towards an analysis of social emotions such as guilt and shame which involve a moral dimension. The formula \( Ideal_i \varphi \) means ‘\( \varphi \) is an ideal state of affairs for agent \( i \)’. More generally, \( Ideal_i \varphi \) expresses that agent \( i \) thinks that it ought to promote the realization of \( \varphi \), that is, agent \( i \) conceives a demanding connection between itself and the state of affairs \( \varphi \). When agent \( i \) endorses the ideal that \( \varphi \) (i.e. \( Ideal_i \varphi \) is true), it means that \( i \) addresses a command to itself, or a request or an imperative to achieve \( \varphi \) (when \( \varphi \) is actually false) or to maintain \( \varphi \) (when \( \varphi \) is actually true) [4]. In this sense, \( i \) feels morally responsible for the realization of \( \varphi \).

There are different ways to explain how a state of affairs \( \varphi \) becomes an ideal state of affairs of an agent. A plausible explanation is based on the hypothesis that ideals are just social norms internalized (or adopted) by an agent (see [8] for a general theory of norm internalization). Suppose that an agent believes that in a certain group (or institution) there exists a certain norm (e.g. an obligation) prescribing that a state of affairs \( \varphi \) should be true. Moreover, assume that the agent identifies itself as a member of this group. In this case, the agent adopts the norm, that is, the external norm becomes an ideal of the agent. For example, since I believe that in Italy it is obligatory to pay taxes and I identify myself as an Italian citizen, I adopt this obligation by imposing the imperative to pay taxes to myself.

The operators \( Cd \), are used to talk about agents’ choices and actions, and will be later used in order to define a basic notion of responsibility. Formula \( Cd_i \varphi \) has to be read ‘given what the other agents have done, agent \( i \) could have ensured \( \varphi \) to be true’ or ‘given what the other agents have decided to do, agent \( i \) could have ensured \( \varphi \) to be true’. Similar operators have been studied in [15] in the framework of STIT logic (the logic of Seeing to it that) [11] in order to provide an analysis of counterfactual emotions such as regret and disappointment.

Finally, formula \( \text{Exp}_{i,j,H} \varphi \) has to be read ‘agent \( i \) expressed to agent \( j \) that \( \varphi \) is true in front of group \( H \)’. Given a formula \( \text{Exp}_{i,j,H} \varphi \), we call \( i \) the speaker, \( j \) the addressee, \( H \) the audience and \( \varphi \) the content of the speaker’s expression. For example, we can represent the sentence “John told to Mary: I have a new car.” by the formula \( \text{Exp}_{John,Mary,H} \text{newCar} \) where \( H \) are the agents who can hear John’s speech act. The basic function of modalities \( \text{Exp}_{i,j,H} \) is to keep trace of the information that agent \( i \) has communicated to agent \( j \) in front of an audience \( H \).

Further concepts

We define a basic concept of responsibility as follows:

\[
\text{Resp}_i \varphi \overset{\text{def}}{=} \varphi \land \text{Cd}_i \neg \varphi
\]

According to this definition, ‘agent \( i \) is responsible for \( \varphi \)’ (noted \( \text{Resp}_i \varphi \)) if and only if, \( \varphi \) is true and, given what the other agents have done, \( i \) could have ensured \( \varphi \) to be false’ which is the same thing as saying ‘\( \varphi \) is true and \( i \) could have prevented \( \varphi \) to be true’. In other words, agent \( i \) is responsible for \( \varphi \) only if, there is a counterfactual dependence between the state of affairs \( \varphi \) and agent \( i \)'s choice.\(^3\) The concept of inevitability is defined as the dual of the operator \( \text{Cd}_i \):\n
\[
\text{Inev}_i \varphi \overset{\text{def}}{=} \neg \text{Cd}_i \neg \varphi
\]

Thus, ‘\( \varphi \) is inevitable for agent \( i \)’ (noted \( \text{Inev}_i \varphi \)) if and only if, it is not the case that, given what the other agents have done, \( i \) could have ensured \( \varphi \) to be false.

We define one more concepts which will be useful for the analysis of expressive speech acts such as to sympathize, to apologize and to be sorry for proposed in Section 4. We say that ‘agent \( i \) is willing to adopt agent \( j \)'s goal that \( \varphi \)’ or ‘agent \( i \) is cooperative about \( \varphi \) with regard to agent \( j \)’ (noted \( \text{AdoptGoal}_{i,j} \varphi \)) if and only if, if \( i \) believes that \( j \)

\(^2\)See [22] for a detailed analysis of how an agent may want something without desiring it and on the problem of reasons for acting independent from desires.

\(^3\)This view of responsibility is close to that of [15, 5]. A stronger view of responsibility requires that agent \( i \) is responsible for \( \varphi \) only if it brings about \( \varphi \), no matter what the other agents do.
wants ϕ to be true then i too wants ϕ to be true: 4

\[ \text{AdoptGoal}_{i,j}(\phi) \triangleq \text{Bel}_i(\text{Goal}_j \phi) \rightarrow \text{Goal}_i(\phi) \]

2.2 Semantics

We use a standard possible worlds semantics where accessibility relations are used to interpret modal logic. MLC-models are defined as follows:

- \( W \) is a nonempty set of possible worlds or states;
- \( B : AGT \rightarrow 2^{W \times W} \) maps every agent \( i \in AGT \) to a serial, 5 transitive, 6 and Euclidean 7 relation \( B_i \) over \( W \);
- \( G : AGT \rightarrow 2^{W \times W} \) maps every agent \( i \in AGT \) to a serial relation \( G_i \) over \( W \);
- \( T : AGT \rightarrow 2^{W \times W} \) maps every agent \( i \in AGT \) to a serial relation \( T_i \) over \( W \);
- \( O : AGT \rightarrow 2^{W \times W} \) maps every agent \( i \in AGT \) to an equivalence (i.e. reflexive, 8 transitive and symmetric 9) relation \( O_i \) over \( W \);
- \( E : AGT \times AGT \rightarrow 2^{W \times W} \) maps every pair of agents \( i, j \in AGT \) and set of agents \( H \in 2^{AGT} \) to a transitive relation \( E_{i,j,H} \) over \( W \);
- \( V : ATM \rightarrow 2^{W} \) is a valuation function.

Moreover, we write \( B_i(w) = \{ v | (w, v) \in B_i \} \), \( G_i(w) = \{ v | (w, v) \in G_i \} \), \( T_i(w) = \{ v | (w, v) \in T_i \} \), \( O_i(w) = \{ v | (w, v) \in O_i \} \) and \( E_{i,j,H}(w) = \{ v | (w, v) \in E_{i,j,H} \} \).

The set \( B_i(w) \) is the information state of agent \( i \) at world \( w \): the set of worlds that agent \( i \) considers possible at world \( w \). The fact that every \( B_i \) is serial means that an agent has always consistent beliefs. Moreover, the transitivity and Euclideanity of \( B_i \) mean that an agent’s beliefs are positively and negatively introspective.

The set \( G_i(w) \) is the goal state of agent \( i \) at world \( w \): the set of worlds that agent \( i \) wants to reach (or prefers) at world \( w \). The fact that every \( G_i \) is serial means that an agent has always at least one state that it wants to reach.

The set \( T_i(w) \) is the ideal state of agent \( i \) at world \( w \): the set of worlds that agent \( i \) considers ideal (from a moral point of view) at world \( w \). The fact that every \( T_i \) is serial means that an agent always has at least one ideal state.

The set \( O_i(w) \) is the outcome state of agent \( i \) at world \( w \): \( O_i(w) \) is the set of outcomes that agent \( i \) could have ensured at \( w \), given what the other agents have done (at \( w \)). Therefore, the fact that \( O_i \) is reflexive means that the actual world is an outcome that agent \( i \) could have ensured.

- Constraint S1 is a property of positive and negative introspection for goals: worlds that are preferred by agent \( i \) are also preferred by agent \( i \) from those worlds that it considers possible.

- Constraint S2 is the corresponding property of positive and negative introspection for ideals. Constraint S3 is a property of positive and negative introspection for communication. Suppose that \( z \in H \cup \{ i, j \} \). Then, S3 means that: worlds that are compatible with what agent \( i \) expressed to agent \( j \) in front of group \( H \), are also compatible with what agent \( i \) expressed to agent \( j \) in front of group \( H \) from those worlds that agent \( z \) considers possible.

Given a model \( M \), a world \( w \) and a formula \( \phi \), we write \( M, w \models \phi \) to mean that \( \phi \) is true at world \( w \) in \( M \). Truth conditions of formulas are defined as follows:

- \( M, w \models p \) iff \( w \in V(p) \);
- \( M, w \models \neg \phi \) iff not \( M, w \models \phi \);
- \( M, w \models \phi \land \psi \) iff \( M, v \models \phi \) and \( M, v \models \psi \);
- \( M, w \models \text{Bel}_{i,\phi} \) iff \( M, v \models \phi \) for all \( v \in B_i(w) \);
- \( M, w \models \text{Goal}_{i,\phi} \) iff \( M, v \models \phi \) for all \( v \in G_i(w) \);
- \( M, w \models \text{Ideal}_{i,\phi} \) iff \( M, v \models \phi \) for all \( v \in T_i(w) \);
- \( M, w \models \text{Exp}_{i,j,H,\phi} \) iff \( M, v \models \phi \) for some \( v \in O_i(w) \);
- \( M, w \models \text{Exp}_{i,j,H,\phi} \) iff \( M, v \models \phi \) for all \( v \in E_{i,j,H}(w) \).

Note that while the operators \( \text{Bel}_i \), \( \text{Goal}_i \), \( \text{Ideal}_i \), and \( \text{Exp}_{i,j,H,\phi} \) are all \( \Box \) (Box) modal operators, \( \text{Cd}_i \) are \( \Diamond \) (Diamond) modal operators. That is, an agent \( i \) could have ensured \( \phi \) at world \( w \) (i.e. \( M, w \models \text{Cd}_i(\phi) \)) if and only if there is an outcome that agent \( i \) can ensure at \( w \), given what the other agents have done (at \( w \)), in which \( \phi \) is true.

As usual we say that \( \phi \) is valid in MLC (denoted \( \models_{\text{MLC}} \phi \)) iff for all models \( M = \langle W, B, G, T, I, O, E, V \rangle \) and for all worlds \( w \in W \) we have \( M, w \models \phi \).
2.3 Axiomatization

All KD45-principles for the operators Beli (KD45Bel)
All KD-principles for the operators Goali (KDGoal)
All KD-principles for the operators Ideali (KDIdeal)
All S5-principles for the operators Cd, (S5Cd)
All K4-principles for the operators Exp_{i,j,H} (K4Express)

Goaliϕ → BeliGoaliϕ (PIGoal)
¬Goaliϕ → Beli¬Goaliϕ (NIGoal)
Idealiϕ → BeliIdealiϕ (PIideal)
¬Idealiϕ → Beli¬Idealiϕ (NIideal)
Exp_{i,j,H}ϕ → BeliExp_{i,j,H}ϕ (PIExpress)
¬Exp_{i,j,H}ϕ → Beli¬Exp_{i,j,H}ϕ (NIExpress)

(if z ∈ H ∪ {i, j})

Figure 1: Axiomatization of MLC

Figure 1 contains the axiomatization of the logic MLC. We have all principles of the normal modal logic KD45 for every belief operator Bel. Thus, an agent cannot have inconsistent beliefs (i.e. ¬(Beliϕ ∧ Beli¬ϕ)), and it has positive and negative introspection over its beliefs (i.e. Beliϕ → BeliBeliϕ and Beliϕ → Beli¬Beliϕ).

We have all principles of the normal modal logic KD for every operator Goali, and for every operator Ideali (i.e. ¬(Goaliϕ ∧ Goali¬ϕ)) and ¬Idealiϕ ∧ Ideali¬ϕ).

We have all principles of the normal modal logic S5 for every operator Cd, taking it as a ‘Diamond’ operator. Thus, for example, if ϕ is true then an agent could have ensured ϕ (i.e. ϕ → Cdϕ).

Moreover, we have all principles of the normal modal logic K4 for every communication operator Exp_{i,j,H}. Thus, i’s action of expressing to j that ϕ entails i’s action of expressing to j that i expresses to j that ϕ (i.e. Exp_{i,j,H}ϕ → Exp_{i,j,H}Exp_{i,j,H}ϕ). In other words, the action of expressing something to someone has a self-referential nature. We do not include Axiom D for the operator Exp_{i,j,H}. Thus, we accept that an agent may express inconsistent things to another agent (even though it cannot believe them), that is, we accept formula Exp_{i,j,H}⊥ to be satisfiable in our logic.

Axioms (PIGoal) and (NIGoal) are standard axioms of possible and positive introspection for goals [14], while Axioms (PIIdeal) and (NIIdeal) are corresponding principles for ideals.

Finally, Axioms (PIExpress) and (NIExpress) are corresponding principles of positive and negative introspection for communication: if an agent i expressed (resp. did not express) something to another agent j in front of an audience H, then this is public for the group H ∪ {i, j} including the speaker, the addressee, and all agents in the audience.

Note that we did not include a general inclusion principle of the form:

Exp_{i,j,H}ϕ → Exp_{i,j,I}ϕ for I ⊆ H

In fact, we want to be able to model situations in which an agent i expressed something in secret to another agent j (while all other agents were not hearing), and it expressed the contrary to j in front of a larger group including j, without expressing an inconsistency.

For example, Bill might express in secret to Mary that he loves Ann, i.e. Exp_{Bill,Mary,Bob} BillLovesAnn, and express to Mary that he does not love Ann when he is in front of Bob, i.e. Exp_{Bill,Mary,Bob}¬ BillLovesAnn, without expressing an inconsistency in front of Mary, i.e. ¬Exp_{Bill,Mary,Bob}.

THEOREM 1. The axiomatization in Figure 1 is sound and complete with respect to the class of MLC-models.

Proof (Sketch). It is a routine task to check that the axioms of the logic MLC correspond one-to-one to their semantic counterparts on the models.

In particular, (KD45Bel) corresponds to the fact that every Bi is serial, transitive and Euclidean. (KDGoal) and (KDIdeal) correspond to the fact that every Gi (resp. Iz) is serial. (S5Cd) corresponds to the fact that every Oi is an equivalence relation, while (K4Express) corresponds to the transitivity of every E_{i,j,H}. Axioms (PIGoal) and (NIGoal) together correspond to the Constraint S1, Axioms (PIIdeal) and (NIIdeal) together correspond to the Constraint S2. Axioms (PIExpress) and (NIExpress) together correspond to the Constraint S3. It is routine, too, to check that all axioms of the logic MLC are in the Sahlqvist class. This means that the axioms are all expressible as first-order conditions on models and that they are complete with respect to the defined model classes, cf. [3, Th. 2.42].

We write ⊢MLC ϕ if ϕ is a MLC-theorem. The following are examples of MLC-theorems. For every i, j ∈ AGT and for every H ∈ 2^{AGT} we have:

\[ ⊢MLC \bigwedge_{z ∈ H \cup \{i, j\}} BeliExp_{i,j,H}ϕ \]

\[ ⊢MLC \bigwedge_{z ∈ H \cup \{i, j\}} Beli¬Exp_{i,j,H}ϕ \]

According to former formula, agent i has expressed that ϕ to j in front of the audience H if and only if, i, j and every agent in the audience believes this. According to the latter, agent i did not express that ϕ to j in front of the audience H if and only if i, j and every agent in the audience believes this.

3. FORMALIZATION OF EMOTIONS

As said in Section 1, Searle says that expressives are expressions of psychological states. Vanderveken agree with this and says that such psychological states have the logical form m(p) where m is the psychological mode and p “the propositional content which represents the state of affairs to which [the act is] directed” [26, p. 213]. Here, emotions are viewed as particular mental states that have the logical form m(p). Thus, emotion is here always about a state of affairs. When it is not the case, we consider such feeling to be a mood rather than an emotion. We are not concerned here by mood.

Following dimensional theories of emotion [18], the difference between two close labels in a multi-dimensional space may be a difference of intensity of the same emotion. It means that their cognitive structure is the same. In this paper we do not deal with intensity of emotions and we only formalize cognitive structures of emotions rather than
emotions themselves. Following appraisal theories [19, 13], the cognitive structure of an emotion is the configuration of mental states that an agent has in mind when feeling this emotion and that is responsible for this feeling. It is just a part of the entire affective phenomenon.

In the rest of this article, we use the term emotion to refer to the cognitive structure of emotion. The definitions of emotions will be written in italic in order to distinguish them from the definitions of expressive speech acts given in Section 4.

### 3.1 Cognitive structure of basic emotions

Basic emotions concern emotions built from belief, and goals or ideals. When agent $i$ believes that $\varphi$ is true, if it aims at $\neg\varphi$ then it feels joy about the fact that $\varphi$ is true; if it aims at $\neg\varphi$ then it feels sadness about the fact that $\varphi$ is true; if it thinks that $\varphi$ is an ideal state of affairs then it feels approval; finally, if it thinks that $\neg\varphi$ is an ideal state of affairs then it feels disapproval. These emotions are summarized in the following table.

<table>
<thead>
<tr>
<th>Bel, $\varphi$</th>
<th>Goal, $\varphi$</th>
<th>Ideal, $\neg\varphi$</th>
<th>Regret, $\varphi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joy, $\varphi$</td>
<td>Sadness, $\varphi$</td>
<td>Approval, $\varphi$</td>
<td>Disapproval, $\varphi$</td>
</tr>
</tbody>
</table>

Agent $i$ feels joy about $\varphi$ if and only if, $i$ believes that $\varphi$ is true and wants $\varphi$ to be true.

For example, agent $i$ feels joy for having passed the exam because $i$ believes that it has passed the exam and wants to pass the exam. In this sense, $i$ is pleased by the fact that it believes to have achieved what it wanted to achieve. This means that joy has a positive valence, that is, it is associated with goal achievement.\(^{10}\)

Consider now sadness:

\[
\text{Sadness, } \varphi \triangleq \text{Bel, } \varphi \land \text{Goal, } \neg\varphi
\]

That is, agent $i$ feels sadness about $\varphi$ if and only if $i$ believes that $\varphi$ is true and wants $\neg\varphi$ to be true. For instance, agent $i$ feels sad for not having passed the exam because $i$ believes that it has not passed the exam and wants to pass the exam. In this sense, $i$ is displeased by the fact that it believes not to have achieved what it was committed to achieve. This means that sadness has a negative valence, that is, it is associated with goal frustration.

When $\varphi$ concerns ideals, agent $i$ approves $\varphi$ or $i$ disapproves $\varphi$, depending respectively on the fact that $\varphi$ is ideal or not ideal for it. Thus:

\[
\text{Approval, } \varphi \triangleq \text{Bel, } \varphi \land \text{Ideal, } \varphi
\]

\[
\text{Disapproval, } \varphi \triangleq \text{Bel, } \varphi \land \text{Ideal, } \neg\varphi
\]

Note that we refer here to the expressive part of approval and of disapproval. In fact, approval and disapproval are both expressives and declarations in Speech Act theory. There also exists a normative sense (like in: "The judge says "I disapprove your release on parole [and thus, you come back to the jail"]") that corresponds to a declaration in accordance with law (and not necessary with the internal psychological state of the judge). Here we focus on the expressive sense.

\(^{10}\)The terms positive valence and negative valence are used by Ortony et al. [16], whereas Lazarus [13] uses the terms goal congruent versus goal incongruent emotions.

### 3.2 Cognitive structure of complex emotions

As said in the introduction, the cognitive structures of complex emotions include complex reasoning about norms, responsibility, etc. In the following, we suppose that agent $i$ feels an emotion related to its own responsibility or related to the responsibility of agent $j$ (supposed to be different from agent $i$) about $\varphi$. At the same time, when $\varphi$ (respectively $\neg\varphi$) is a goal or an ideal of agent $i$, thus we can expect that agent $i$ feels an emotion about $\varphi$.

There are many psychological models of emotions in the literature. One of the most widely accepted model in AI is that of Ortony, Clore and Collins [16], which defines emotions such as reproach, shame and anger that have already been formalized in logic (e.g. [1, 24]). However this model does not define emotions such as guilt or regret that are based on the concept of responsibility about actions and choices. Indeed, several psychologists (e.g. [13]) showed that guilt involves the conviction of having injured someone or of having violated some norm or imperative, and the belief that this could have been avoided. Similarly, many psychologists (e.g. [29, 12]) agree in considering regret as a negative, cognitively determined emotion that we experience when realizing or imagining that our present situation would have been better, had we acted differently. Our formalization of complex emotions such as regret and guilt follows this latter work in the area of psychology of emotions. (See also [15] a logical formalization of regret and [25] for a logical formalization of guilt.)

For instance, when agent $i$ believes that it is responsible for $\varphi$ while it has $\neg\varphi$ as a goal, agent $i$ feels regret, and vice versa. Formally:

\[
\text{Regret, } \varphi \triangleq \text{Goal, } \neg\varphi \land \text{Bel, Resp, } \varphi
\]

Imagine a situation in which there are only two agents $i$ and $j$, that is, $AGT = \{i,j\}$. Agent $i$ decides to park its car in a no parking area. Agent $j$ (the policeman) fines agent $i$ 100 €. Agent $i$ regrets for having been fined 100 € (noted Regret, fine). This means that, $i$ wants not to be fined (noted Goal, fine) and believes that it is responsible for having been fined (noted Bel, Resp, fine). That is, agent $i$ believes that it has been fined 100 € and believes that it could have avoided to be fined (by parking elsewhere).

As Bel, Resp, $\varphi \rightarrow \text{Bel, } \varphi$, we have the following theorem.

**Theorem 2.**

\[
\text{Regret, } \varphi \rightarrow \text{Sadness, } \varphi
\]

This means that if agent $i$ regrets for $\varphi$, then it feels sad about $\varphi$. In the previous example, agent $i$ regrets for having been fined 100 € which entails that it is sad for having been fined 100 €.

When agent $i$ believes that agent $j$ is responsible for $\varphi$, and $i$ has $\neg\varphi$ as a goal, $i$ is disappointed about $\varphi$. Formally:

\[
\text{Disappointment, } i, j \varphi \triangleq \text{Goal, } \neg\varphi \land \text{Bel, Resp, } j \varphi
\]

Note that disappointment may have different degrees of intensity. Thus, a strong disappointment is closer to anger.

In a similar way, agent $i$ feels guilty for $\varphi$ (noted Guilt, $\varphi$) if and only if $\neg\varphi$ is an ideal state of affairs for $i$ (noted Ideal, $\neg\varphi$) and $i$ believes that it is responsible for $\varphi$. Formally:

\[
\text{Guilt, } i \varphi \triangleq \text{Ideal, } \neg\varphi \land \text{Bel, Resp, } i \varphi
\]
Thus, regret concerns goals whereas guilt concerns ideals. For example, imagine a situation in which there are only two agents i and j (that is $AGT = \{i, j\}$). Agent $i$ decides to shoot with a gun and accidentally kills agent $j$. Agent $i$ feels guilty for having killed someone (noted $\text{Guilt}(\text{killedSomeone})$). This means that, $i$ addresses an imperative to itself not to kill other people (noted $\text{Ideal}(\neg \text{killedSomeone})$) and agent $i$ believes that it is responsible for having killed someone (noted $\text{Resp}(\text{killedSomeone})$).

We do not give more details about the cognitive structure of complex emotions. All these emotions are summarized in the following table:

<table>
<thead>
<tr>
<th>$\wedge$</th>
<th>Bel, Resp$_i\varphi$</th>
<th>Bel, Resp$_j\varphi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Goal}_i\varphi$</td>
<td>Joying$_i\varphi$</td>
<td>Gratitude$_{i,j}\varphi$</td>
</tr>
<tr>
<td>$\text{Goal}_i\neg \varphi$</td>
<td>Regret$_i\varphi$</td>
<td>Disappointment$_{i,j}\varphi$</td>
</tr>
<tr>
<td>$\text{Ideal}_i\varphi$</td>
<td>MoralSatisfaction$_i\varphi$</td>
<td>Admiration$_{i,j}\varphi$</td>
</tr>
<tr>
<td>$\text{Ideal}_i\neg \varphi$</td>
<td>Guilt$_i\varphi$</td>
<td>Reproach$_{i,j}\varphi$</td>
</tr>
</tbody>
</table>

### 4. EXPRESSION SPEECH ACTS

As Searle says [20, Section 3.4]: “Wherever there is a psychological state specified in the sincerity condition, the performance of the act counts as an expression of that psychological state.” This law holds whether the act is sincere or insincere, that is whether the speaker actually has the specified psychological state or not. (...) To thank, welcome or congratulate counts as an expression of gratitude, pleasure (at H’s arrival) or pleasure (at H’s good fortune).”

This is true for every class of illocutionary acts not only for expressives.

The sincerity condition of expressives is that the speaker has the psychological states that he/she expresses when he/she performs an expressive act. In other words, when agent $i$ congratulates agent $j$ about some $\varphi$ related to $j$, the sincerity condition is that $i$ is pleased about $\varphi$. “To congratulate” is nothing but the expression of its sincerity condition [20, Section 3.4].

Formally, if we note $\mu(\varphi)$ an emotion about the proposition $\varphi$, we characterize the performance of an expressive as the expression of $\mu(\varphi)$ from speaker $i$ to an addressee $j$ in front of a group of agents $H$ as follows: $\text{Exp}_{i,j,H}(\mu(\varphi))$.

Note that the expression of a proposition (of the form $\text{Exp}_{i,j,H}(\varphi)$) and the expression (of the form $\text{Exp}_{i,j,H}(\mu(\varphi))$) should not be mixed up: an expressive is the expression of a particular proposition (that is, a psychological state, an emotion) but the expression of a proposition is not necessarily an expressive. For instance, we can express a commitment and the corresponding illocutionary act is a commissive; or we can express our intention that the speaker does something, and the corresponding act is a directive.

When every action is publicly performed, $H$ represents the set of all agents $AGT$. In this case, if an agent says something, everybody knows that. The parameter $H$ in the formula $\text{Exp}_{i,j,H}(\mu(\varphi))$ becomes useful in case of a private conversation within a group, where illocutionary acts are not publicly performed. For instance, suppose that a group of friends are together at a party. Suppose also that John is sad because he lost his cat. He wants to share his sorrow with Beth but not with the rest of the group. In this case, $H$ is reduced to the empty set. Thus, the formula characterizing this situation is: $\text{Exp}_{\text{John, Beth}}(\text{Sadness}_{\text{John, catDeath}})$.

### 4.1 Expression of basic emotions

We propose to represent expressive speech acts as particular assertive speech acts where the propositional content is about a psychological state. More precisely, it is the emotion that the speaker wants to express. For instance, when agent $i$ wants to express to agent $j$ its joy about $\varphi$ (we call this act: to be delighted about $\varphi$), $i$ asserts to $j$ that it feels joy about the fact that $\varphi$ is true. In the same way, to express sadness about the fact that $\varphi$ is true, it is to be saddened by the fact that $\varphi$ is true. In the expressive sense, to express his/her (dis)approval is to (dis)approve of. Thus, formally:

- $\text{IsDelighted}_{i,j,H}\varphi \equiv \text{Exp}_{i,j,H}(\text{Joy}_{\varphi})$  
- $\text{IsSaddened}_{i,j,H}\varphi \equiv \text{Exp}_{i,j,H}(\text{Sadness}_{\varphi})$  
- $\text{Approves}_{i,j,H}\varphi \equiv \text{Exp}_{i,j,H}(\text{Approve}_{\varphi})$  
- $\text{Disapproves}_{i,j,H}\varphi \equiv \text{Exp}_{i,j,H}(\text{Disapprove}_{\varphi})$

Note that in the case of disapproval, and following Vanderveken [26, p. 216], “it is not presupposed that the hearer is responsible for the state of affairs”. Thus, we do not necessarily have that agent $j$ is responsible for $\varphi$.

We say that agent $i$ expresses to agent $j$ that it is sorry for $\varphi$ if and only if, $i$ expresses to agent $j$ that it is sad about the fact that $j$ did not achieve its goal that $\neg \varphi$ (i.e. agent $j$ has $\neg \varphi$ as a goal and $\varphi$ is true):

- $\text{IsSorryFor}_{i,j,H}\varphi \equiv \text{IsSaddened}_{i,j,H}(\text{Goal}_{j, \neg \varphi} \land \varphi)$

The expressive to sympathize adds to the expressive to be sorry for an aspect of goal adoption. More precisely, agent $i$ sympathizes with agent $j$ for the fact that $\varphi$ is true if and only if, $i$ expresses sadness about the fact that agent $j$ did not achieve its goal that $\neg \varphi$ (i.e. $i$ expresses to $j$ that it is sad for $\varphi$) and $i$ expresses that it is willing to adopt $j$’s goal that $\neg \varphi$:

- $\text{Sympathizes}_{i,j,H}\varphi \equiv \text{IsSorryFor}_{i,j,H}\varphi \land \text{Exp}_{i,j,H}(\text{AdoptGoal}_{j, \neg \varphi})$

This definition logically entails the following theorem.

**Theorem 3.**

- $\text{Sympathizes}_{i,j,H}\varphi \Rightarrow \text{IsSaddened}_{i,j,H}\varphi$

Thus, when agent $i$ sympathizes with agent $j$ about $\varphi$, it expresses that it is sad about $\varphi$.

### 4.2 Expression of complex emotions

In this section, we focus on expression of complex emotions (see Section 3.2). To express rejoicing is just to rejoice and to express gratitude is to thank (what corresponds to Vanderveken’s definitions):

- $\text{Rejoices}_{i,j,H}\varphi \equiv \text{Exp}_{i,j,H}(\text{Rejoicing}_{\varphi})$
- $\text{Thanks}_{i,j,H}\varphi \equiv \text{Exp}_{i,j,H}(\text{Gratitude}_{i,j,\varphi})$
To rejoice and to thank both entail to be delighted.

**Theorem 4.**

\begin{align*}
\text{Rejoices}_{i,j,H} \phi & \rightarrow \text{IsDelighted}_{i,j,H} \phi \quad (4.1) \\
\text{Thanks}_{i,j,H} \phi & \rightarrow \text{IsDelighted}_{i,j,H} \phi \quad (4.2)
\end{align*}

To express regret is just to regret:

\begin{align*}
\text{Regrets}_{i,j,H} \phi & \equiv \text{Exp}_{i,j,H} \text{Regret}_i \phi
\end{align*}

Following Vanderveken, to deplore is to express discontent with a high degree of strength and with a deep discontent or a deep sorrow. As we do not deal with degrees, to deplore is here just the expression of disappointment:

\begin{align*}
\text{Deplores}_{i,j,H} \phi & \equiv \text{Exp}_{i,j,H} \text{Disappointment}_{i,j} \phi
\end{align*}

We can prove the following theorem.

**Theorem 5.**

\begin{align*}
\text{Regrets}_{i,j,H} \phi & \rightarrow \text{IsSaddened}_{i,j,H} \phi \quad (5.1) \\
\text{Deplores}_{i,j,H} \phi & \rightarrow \text{IsSaddened}_{i,j,H} \phi \quad (5.2)
\end{align*}

It means that if we regret for \( \varphi \) or if we deplore it, we are sad about the fact that \( \varphi \) is true.

Sometimes, we can also express some form of regret where the speaker is responsible for and where the consequence is bad for someone else. In this case, to express regret corresponds to **to apologize**. More precisely, agent \( i \) apologizes to agent \( j \) if \( \varphi \) and only if, \( i \) expresses sadness about the fact that agent \( j \) did not achieve its goal that \( \neg \varphi \) and \( i \) expresses that it believes to be responsible for \( \varphi \).

\begin{align*}
\text{Apologizes}_{i,j,H} \phi & \equiv \text{IsSaddened}_{i,j,H} \phi (\text{Goal}_j \neg \varphi \land \varphi) \\
& \land \text{Exp}_{i,j,H} \text{Bel}_i \text{Resp}_j \phi
\end{align*}

This definition entails the following theorem.

**Theorem 6.**

\begin{align*}
\text{Apologizes}_{i,j,H} \phi & \rightarrow \text{Regrets}_{i,j,H} \phi (\text{Goal}_j \neg \varphi \land \varphi)
\end{align*}

Thus, when agent \( i \) apologizes to agent \( j \) for \( \varphi \), \( i \) expresses regret about the fact that \( j \) has \( \neg \varphi \) as a goal and \( \varphi \) is true.

The expression of moral satisfaction is defined as follows:

\begin{align*}
\text{IsMorallySatisfied}_{i,j,H} \varphi & \equiv \text{Exp}_{i,j,H} \text{MoralSatisfaction}_{i,j} \varphi
\end{align*}

To express admiration is to compliment. Vanderveken says that “Complimenting does not necessarily relate to something done by the hearer, since we can compliment someone on his intelligence, musical ability (...)”. But in these cases we can object that complimenting is more about the use of this intelligence or of this ability than about the intelligence itself or the ability itself. In any case, the following definition applies only to the case in which the hearer is responsible for \( \varphi \):

\begin{align*}
\text{Compliments}_{i,j,H} \varphi & \equiv \text{Exp}_{i,j,H} \text{Admiration}_i \varphi
\end{align*}

We can prove the following theorem.

**Theorem 7.**

\begin{align*}
\text{IsMorallySatisfied}_{i,j,H} \varphi & \rightarrow \text{ApprovesOf}_{i,j,H} \varphi \quad (7.1) \\
\text{Compliments}_{i,j,H} \varphi & \rightarrow \text{ApprovesOf}_{i,j,H} \varphi \quad (7.2)
\end{align*}

To express guilt is to express that one feels guilty, and to express reproach is just to **reproach**:

\begin{align*}
\text{FeelsGuilty}_{i,j,H} \varphi & \equiv \text{Exp}_{i,j,H} \text{FeelsGuilty}_i \varphi \\
\text{Reproaches}_{i,j,H} \varphi & \equiv \text{Exp}_{i,j,H} \text{Reproach}_i \varphi
\end{align*}

These definitions entail the following theorem.

**Theorem 8.**

\begin{align*}
\text{FeelsGuilty}_{i,j,H} \varphi & \rightarrow \text{DisapprovesOf}_{i,j,H} \varphi \quad (8.1) \\
\text{Reproaches}_{i,j,H} \varphi & \rightarrow \text{DisapprovesOf}_{i,j,H} \varphi \quad (8.2)
\end{align*}

In other words, if agent \( i \) expresses that it feels guilty about the fact that \( \varphi \) is true, or if agent \( i \) reproaches agent \( j \) for \( \varphi \), then agent \( i \) also expresses its disapproval for \( \varphi \).

**To accuse** is not an expressive (but an assertive — see [26, p. 179]). It is however interesting to give a name to the expression of a speaker’s belief about the hearer’s responsibility:

\begin{align*}
\text{Accuses}_{i,j,H} \varphi & \equiv \text{Exp}_{i,j,H} \text{Bel}_i \text{Resp}_j \varphi
\end{align*}

We are now able to formalize the expressive **to protest**. Following Vanderveken, **to protest** is nothing but to express his/her disapproval together with the fact that the addressee of the act is responsible for the present state of affairs. The latter is what we call **to accuse**. Thus:

\begin{align*}
\text{Protests}_{i,j,H} \varphi & \equiv \text{DisapprovesOf}_{i,j,H} \varphi \land \text{Accuses}_{i,j,H} \varphi
\end{align*}

**4.3 Remark**

When the performance of an expressive entails the performance of another expressive — this is typically the case in the previous theorems —, it means that each time we express some psychological attitude, we also express some other psychological attitude. This relation exists in speech act theory through the semantic tree of expressives (see [26, p. 218]). In this tree, the success conditions of **to express** are a subset of the success conditions of **to approve**, and the success conditions of **to approve** are themselves a subset of success conditions of **to protest**, for instance. This means that, from an illocutionary point of view, **to praise** entails **to approve**, and **to approve** entails **to express**.

If we suppose that the speaker has the psychological attitudes that he/her expresses, then the previous theorems suggest that feeling some emotions entails feeling some others. For example, Theorem 5.1 says that feeling regret entails feeling sadness. This is in accordance with the literature in psychology according to which we can feel several emotions at the same time (see [13] for more details).

5. CONCLUSION

In this article we have presented the logic MLC that allows us to represent the cognitive structure of basic emotions (such as joy or sadness) and more complex emotions (such as regret or guilt), and their expression in front of a group of

13 According to Vanderveken, when agent \( i \) accuses agent \( j \) of the fact that \( \varphi \) is true, agent \( i \) presupposes that \( \varphi \) is bad. This property needs the introduction of a new operator, but we do not intend here to give a subtle definition of this assertive: we just intend here to give a name to a particular formula of the language.
agents. Recall that a cognitive structure of emotion corresponds to the mental states that an agent must necessarily have for feeling the corresponding emotion. Our work is based on the assumption that the performance of an illocutionary act consists in the expression of some mental states by the speaker. The logic MLC includes a novel modal operator formalizing what is expressed by performing a speech act. This operator allows us to formalize every class of illocutionary act. In this work, we only presented expressive speech acts because this class is less studied than the others (assertives, directives, commissives and declaratives). In future work, we will present a generalization of this work by including other classes of illocutionary acts.

By means of the logic MLC we have proved some intuitive theorems highlighting the relationships between different emotions (e.g., regret entails sadness) and between different expressive speech acts (e.g., to apologize entails to regret).

Note that we did not exploit in detail the argument $H$ (the audience) in our formalization of expressive speech acts. However, as we have briefly shown in Section 4, the argument $H$ becomes useful when we want to describe a private conversation within a group discussion. For instance, if a lecturer tells to the chairman that he/she has stage fright, there is no reason to suppose that every person who is present at the conference hears that. The argument $H$ in the modal operator $\text{Exp}_{i,j,H}$ allows us to represent such cases.
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I’ve Been Here Before! Location and Appraisal in Memory Retrieval

ABSTRACT
The objective of our current work was to create a model for agent memory retrieval of emotionally relevant episodes. We analyzed agent architectures that support memory retrieval realizing that none fulfilled all of our requirements. We designed an episodic memory retrieval model consisting of two main steps: location ecphory, in which the agent’s current location is matched against stored memories associated locations; and recollective experience, in which memories that had a positive match are re-appraised. We implemented our model and used it to drive the behavior of characters in a game application. We recorded the application running and used the videos to create a non-interactive evaluation. The evaluation’s results are consistent with our hypothesis that agents with memory retrieval of emotionally relevant episodes would be perceived as more believable than similar agents without it.
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I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—Intelligent agents

General Terms
Theory, Experimentation
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Modeling cognition and socio-cultural behavior, Affect and personality, Virtual character modeling and animation in games, education, training, and virtual environments

1. INTRODUCTION
Towards the end of the 20th century, computer scientists in the field of autonomous agents, began to analyze how the artistic principles of animated characters could be used to design believable agents. For instance, Bates’ work in the OZ Group [2] was inspired by Thomas and Johnston’s The Illusion of Life: Disney Animation [17]. Two of the key ideas guiding Bates were: an agent’s emotional state must be clearly defined; and the agent’s actions must express what it is thinking about and its emotional state. Loyall [9], also working in the OZ Group, further dissected the definition of agent believability, proposing among others, the following requirements: ability to grow and the behavior changing according to different situations. Consequently the agent’s behavior should in principle reflect what it has lived. This idea is also consistent with Ortony’s believability definition [12]. He considers that the evaluation perspective and behavior displayed by an agent should be coherent across different types of situations and over the agent’s experience. Finally, although in many cases not being strictly believable agents, believable characters in video games share characteristics with the former. Rollings and Adams [15] proposed that believable video game characters should grow with the game story and overall game experience (pp. 134–135).

The ideas presented point to one architectural element: memory. In particular, personal memories concerning emotionally relevant episodes to the agent, as emotion is also a crucial element for agent believability. In humans, this type of memories may be considered episodic [18]: memories that refer to personal experiences that are linked with a specific time and place (e.g. I left my keys on top of the fridge in the kitchen yesterday night). Episodic memories and semantic knowledge (general knowledge about the world and facts one knows) are often analyzed together as autobiographic memory [1]: episodic memories can be combined together, or even generalized to semantic knowledge.

Focusing on episodic memories, Tulving [18] stated that they enable humans to do mental time travel, that is, to relive past experiences. This re-experience takes place during retrieval. Retrieval of episodic memory involves the interaction between a memory trace, “a physical representation of a memory in the brain” [4], and a retrieval cue, a stimulus that can be either internal or external [16] (e.g. smells). In [19] episodic memory retrieval is described as a two staged process: ecphory and conversion. “Ecphory is a process by which retrieval information provided by a cue is correlated with the information stored in an episodic memory trace”. The product of ecphory is a set of pairs of highly correlated cues and traces. These pairs are then converted into a recollective experience (conversion). It is through the recollective experience that a person is able to relive a past event [18], although typically not as intensively as before [11].
Motivated by the definitions of believability and by the human memory theory principles presented, we created a model for episodic memory retrieval in believable agents. We model retrieval of emotionally relevant episodes through ecphory and recollective experience (with re-appraisal of past events). We believe that this model can promote the perceived believability of agents. Furthermore, the model can be used to enhance non-player characters' behavior in video-games, by making it dependent on their personal experiences.

2. RELATED WORK

Agent architectures that support autobiographic memories have been proposed in several previous works, however modelling episodic memory retrieval for believable agents is not an extensively debated topic.

Ho, Dautenhahn and Nehaniv have developed several autobiographic memory architectures in the context of artificial life [6]. In them, memories are paths to resources, and storage is triggered by a timer or by an event. Retrieval happens when a resource is needed and the retrieval process consists of reconstructing previously walked paths. Although the model supports retrieval of personal information (the agent’s paths), this retrieval is not an emotional experience. Moreover, the work focuses much more on the agent’s survival skills, than on believability characteristics.

In FAtiMA [5] there is a greater concern with believability, with emotion and personality being central concepts. The system supports both appraisal and autobiographic memories. Furthermore, these memories contain the agent’s emotional reaction to the events. Nevertheless, memory retrieval is not presented as an emotional appraisal process: memories are simply retrieved when the agent wishes to summarize his life story.

In [7] memories are combined and encode both goals and event coping strategies. Autobiographic memories are used for extracting goals, verifying if they have been achieved and choosing a reaction strategy to an event. The model is, however, clearly more directed to the semantic part of autobiographic memory, than to episodic memory.

Brom et al [3] proposed an agent architecture that supports episodic memory retrieval. In long-term memory, memories are structured as trees of performed tasks. These tasks are removed from long-term memory according to a forgetting mechanism that takes into account, among other things, the time passed since the task was performed. Despite all its features, memory retrieval is described as a data base process, and not as an emotional experience.

In brief, modelling ecphory and modelling an emotional recollective experience are relatively unexplored subjects in the analyzed work. We will delve into them in the next section.

3. MODEL

We have developed a model for agent episodic memory retrieval (see Figure 1) with two main steps: location ecphory and recollective experience.

3.1 Location Ecphory

Our model is motivated by the idea that humans retrieval process results from the interaction between memory traces and retrieval cues (stimuli) [16]. If a person is exposed to stimuli similar to the ones he, or she, was exposed during the occurrence of an event that is stored in memory, these stimuli can act as retrieval cues for that memory.

Consider the following situation: an individual A passing by the spot where she was first kissed. As individual A passes by, she might smell the scent of near flowers, be again exposed to the colors of the garden, gaze at the mountain landscape, feel the crunchy texture of the ground. All of these external stimuli act as retrieval cues, and individual A remembers her first kiss. Note that the mentioned stimuli are perceived in the garden. Hence, instead of saying that the individual stimuli elicit the kissing memory, one can say that the garden’s stimuli elicited the episodic memory. In the end, the garden’s location is acting as an indirect retrieval cue for the memory.

Of course if the garden had been replaced by a parking lot, and the view was now hidden by a shopping mall, the retrieval cues would be absent, and consequently the location could hardly be seen as an indirect retrieval cue for the episodic memory. Thus, the exposed situation as a whole shows that locations can be interpreted as indirect memory retrieval cues when they have not changed dramatically.

We can translate our intuition, by defining that location ecphory selects memory traces whose connected event occurred close by the location where the agent currently is. It is a simplification of the generic ecphory: on one hand it replaces direct stimuli input by physical locations; on the other hand, it only accounts for retrieval of a memory trace when passing by the location where the memory trace’s past event took place.

In spite of its limitations, from an engineering perspective, location ecphory is much less demanding on the sensor detail of a synthetic autonomous agent. Agents just need to be able to approximate their current physical location. They do not need to have a wide range of simulated sensors covering smell, sights, sounds, colours, etc. The ability to approximate a current physical location is much more common in agents than detailed simulated perception. Therefore we believe that location ecphory can be integrated into a wider range of agent architectures than a more generic ecphory model.

3.2 Recollective Experience

After the traces are selected by location ecphory, there still needs to be a recollective experience. According to Tulving [18] episodic memories allow humans to relive past experiences. Analogously, if we consider that an agent appraises an event when it first experiences it, then when it "relives" the event we propose a second appraisal should take place. Therefore, when a memory trace is selected by location ecphory the event that is linked to that memory trace is appraised. Hence, the recollective experience will essentially be an appraisal process.
Before we further describe the recollective experience, we need to define the concept of emotional reaction, emotion and emotional state. These definitions are inspired in the OCC model [13] and on FAtiMA [5]. We start by laying down a background scenario that will serve to exemplify the emotion definitions.

Two agents (meemo 1 and meemo 2) are moving in a tunnel. Meemo 1 and meemo 2 are friends. Meemo 1 witnesses meemo 2 falling in a deadly trap. Meemo 1 evaluates this event as undesirable for meemo 2 and also as undesirable for itself (as meemo 2 was its friend). Meemo 1 will have an emotional reaction to the event.

In our model an emotional reaction is a quantified evaluation of an event, defined by a pair \((AV, E)\) in which:

- \(AV\) contains the set of appraisal values, two of which are desirability-for-self and desirability-for-other. Each appraisal variable represents an evaluation of the event through a specific perspective of the agent. Desirability-for-self represents the extent to which an event enables, or hinders, the achievement of a personal goal. Desirability-for-other is the inferred desirability of an event for another individual. In our example, meemo 1 might have as a goal “stay alive” which will lead to a low value of desirability-for-self. Additionally meemo 1 can have a goal “meemo 2 stay alive” which leads to an even lower value of desirability-for-other.
- \(E\) specifies the event that generated the reaction. In the example, this element might have information such as “meemo 2 fell in trap located in tunnel on spot b3”. We use the term event as a generalization of the OCC’s appraisal evaluation focus: on consequences of an event, on the agency element of an event, or on an object of an event.

We define emotion as a valanced evaluation of an event described as a 4-tuple \(\langle E, ET, EI, V \rangle\) in which:

- \(E\) contains information about the event that elicited the emotion (e.g. “meemo 2 fell in trap located in tunnel on spot b3”).
- \(ET\) specifies the emotion type according to the OCC model [13] (e.g. pity).
- \(EI\) specifies the current intensity scalar value (non-negative).
- \(V\) specifies the valence of the emotion (positive or negative). The valence is directly dependent on the emotion type. For example, joy emotions are positively valanced and pity emotions are negatively valanced.

An emotional state is defined by a 2-tuple \(\langle AE, M \rangle\) in which:

- \(AE\) contains the set of emotions the agent is currently feeling.
- \(M\) specifies the mood value. Mood is a bounded scalar value that represents the agent’s overall emotional state valence. Low values represent a bad mood and high values represent a good mood. For example, meemo 1 learns how to detect traps, causing it to feel joy, and in turn rising its mood. Shortly afterwards it detects a trap and feels pride, causing its mood to rise even higher.

We can now proceed with the model’s description. The recollective experience process flow has three main steps:

1. Generating emotional reactions from events.
2. Generating emotions from emotional reactions.
3. Integrating generated emotions into the emotional state.

Extensive work has been done regarding all these steps, being FAtiMA [5] and Emo [10] examples of this. For the recollective experience one just needs to use a model such as the ones just mentioned. The past event information is extracted from the selected memory trace and then this information is fed into a generic appraisal module. Our model ties in with the OCC model [13], as it specifically refers that appraised events can be in the recent or remote past (pg. 86).

However, if we consider a generic appraisal module, some modifications need to be made. Following the view that a person can relive a past event as an observer or as an actor [11], agents will be able to do the same. Different architectures of appraisal use different structures for creating emotional reactions (construal frames, plans, reactive rules, etc), and these structures can change over time. When re-appraising an event the agent will be able to evaluate it according to its current evaluation structures (as an observer of its “past-self”), or use the emotional reaction to the event when it first occurred (as an actor in the event).

After emotional reactions to events have been created (step 1), they can be used to generate emotions (step 2). In a generic appraisal module, the only change that needs to be made, is to decrease the intensity of emotions, or of potential emotions, when they are generated by re-appraisal of past events. With this decrease we try to encode the idea that memory retrieval is, in general, a less intense experience than the original one [11]. Step 3 of a generic appraisal system does not need to be modified when the system is used to create a recollective experience.

### 3.3 Memory Storage

In general, each emotion that was successfully generated is passed to memory storage, together with the event that caused the emotion. Choosing to store emotion eliciting events is supported by research stating that in humans emotions drive event focus and consolidation [14], and that emotion arousal extends the durability of memories [11]. However, if the emotion was generated due to a retrieval event, no memory trace is stored. This choice was made to avoid recursive memory retrieval.

Memory storage creates an episodic memory trace as a 5-tuple \((Pp, D, T, Er, Em)\) in which:

- \(D\) contains a description of the event including where it occurred (e.g. companion fell in trap at location (30,60)).
- \(T\) defines the time stamp when the event started.
- \(Er\) specifies the emotion reaction to the event.
- \(Em\) specifies the emotion elicited by the appraisal of the event.

\(^{1}\text{We will use the term retrieval event to refer to a past event that will be re-appraised.}\)
Memory traces are initially stored in a short-term memory storage (STM), and after a few seconds are passed to the long-term memory storage (LTM). It should be noticed, that only events that elicit emotions are stored at all, hence we filter memory traces before they go to STM.

Additionally, when a memory trace is selected by ephory, it passes from LTM to STM. Retrieval abstractly represents passing memories from long-term memory to short-term memory. Consequently, if they are already in short-term memory, they should not be retrieved. Hence ephory only selects memory traces that are in LTM, and ignores memory traces in STM.

As a final remark it should be noted that no model for memory forgetting will be presented. Our research focus is on episodic memory retrieval, consequently only the memory storage elements strictly relevant to the retrieval process are described. Nonetheless, a forgetting mechanism similar to the one presented in [3] could be easily adapted for this purpose.

4. IMPLEMENTATION

Having defined a model for episodic memory retrieval in the previous section we will now describe how it was implemented. First of all we present an overview of the agent architecture (schematically represented in Figure 2). The Location Ecphory module is responsible for constantly trying to match the agent’s current location with stored memory traces. If there is a match, the memory trace’s event is fed into the Appraisal as a retrieval event. The Appraisal acts as a Recollective Experience enabling retrieval events to be re-experienced. In parallel, non-retrieval events (present events), when generated, are also fed into Appraisal. All events are appraised and, as a consequence the emotional state may be changed. If the emotional state is changed due to a non-retrieval event, the causing event is stored as a memory trace in Memory Storage. Meanwhile, the Behavior uses the emotional state, and memory traces from Memory Storage, to determine which actuators should be activated.

4.1 Events

In the architecture’s overview, we mentioned that all events are fed to the Appraisal. These events are generated either by sensors (non-retrieval events) or by the Location Ecphory (retrieval events). Non-retrieval events have two main parameters indicated in Parametrization 1.

- **Parametrization 1. Non-Retrieval Event**
  - **type** Enumerate representing the type of the event. In the application it is assumed that there is a finite number of event types.
  - **location** If the event took place at a specific point in space, it will have the world coordinates of that point (e.g. if an agent finds a raspberry bush, the location of this event could be the exact coordinates of the bush). If however, the event’s action is spread through an area, the location will be the world coordinates of a point representing the event’s action center (e.g. if an agent performs a dance in an area, the location of this event can be the centroid of that area).

There is a special type of non-retrieval events called witness events. In witness events the agent is not an agency element of the event, that is, the agent’s actions are not directly causing the event. Witness events have type EventWitness and have an additional parameter (witnessed event). This parameter represents the event being witnessed by the agent. All events, including witness events, can elicit emotions in the agent. Events and caused emotions are stored together as memory traces.

4.2 Memory Encoding and Storage

A memory trace has only three parameters as presented in Parametrization 2. There is no emotion reaction parameter because we only implemented the recollective experience as an observer, hence the emotion reaction was not necessary.

- **Parametrization 2. Non-Retrieval Event**
  - **event** which the memory is about.
  - **emotion** caused by the event.
  - **time stamp** when the event started or when it was retrieved for the last time (details presented below).

We conceptually separate memory traces in long-term memory (LTM) from memory traces in short-term memory (STM). A memory trace is considered to be in STM if the difference between its time stamp (TS) and the current time is smaller than short term memory duration (Equation 1). Short term memory duration (stmd) can be parameterized and has as default value 20 seconds. This choice is inspired by the idea that in humans information is kept in short-term memory for up to 20, to 30 seconds, if no rehearsal takes place [4](pg. 696).

\[ \text{CurrentTime}() - \text{TS(memory trace)} < \text{stmd} \] (1)

Memory traces that do not verify this condition, are considered to be in LTM. When created, a memory trace starts by being in STM. While in STM a memory trace can not be selected for ephory. After the short term memory duration has elapsed, it is considered to be in LTM. If the memory trace is selected by Location Ecphory, its timestamp is updated to the current time, hence the trace passes again to STM. Another short term memory duration will have to pass before the memory trace is in LTM again, and can be selected once more by Location Ecphory.

4.3 Location Ecphory

At each time step, location ecphory matches all memory traces in Memory Storage against the agent’s current location. If the euclidean distance (ED) between the agent’s current location, and the memory trace’s event location, is smaller than location ecphory distance (led), parameterizable in a configuration file, there is an ecphory match.

\[ ED(L(\text{agent}), L(\text{memory trace})) < \text{led} \] (2)

Consequently, when an agent is in the close proximity of a location where an event took place, and that event is stored in the agent’s LTM (through a memory trace), memory retrieval of that event is triggered. In this process, more than one memory trace may be selected, because several memories can be linked with past events that occurred close to where the agent is. For each memory trace that was selected a retrieval event is created.
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Besides the parameters previously presented for non-retrieval events, retrieval events have an additional one: retrieved event. The retrieved event is the event parameter of the memory trace that was selected. Furthermore, the type parameter is set to “Retrieval” and the location parameter is set to the location value of the respective retrieved event parameter. Generated retrieval events are fed into the Recollective Experience (Appraisal). Additionally, matching memory traces get their timestamp updated to the current time.

Consider the following example in which the location ecphory distance was set to 2 meters and locations are defined in a two dimensional space. An agent a1 has three memory traces in Memory Storage: m1, m2 and m3. Their events are respectively e1, e2 and e3, and these events’ locations are l1, l2 and l3. The agent is currently at location la1. All locations are schematically represented in Figure 3. Additionally, we know that m2 and m3 are in LTM while m1 is STM. In this situation there would be an ecphoric match for m2 because l2 is closer than 2 meters from la1 and m2 is in LTM. There would be no ecphoric match for m3 (l3 is further than 2 meters from la1) nor for m1 (m1 is in STM). Only m2 will be selected for Recollective Experience. Hence, a retrieval event re will be generated with retrieved event parameter set to e2 and its location parameter set to l2. Retrieval event re will then be fed into Appraisal. Meanwhile, as m2 was selected, it passes to STM, and consequently will not be able to be selected again for Recollective Experience for the duration of short term memory duration.

4.4 Appraisal

As previously mentioned, the Appraisal is used to evaluate present events as well as re-experience past ones. To develop it, we started by translating from the Java programming language to C++ the reactive appraisal part of FAAtiMA’s implementation [5], adapting it when necessary. For instance, we changed it so it would treat differently retrieval events and non-retrieval events. To describe all the Appraisal’s elements, we will follow the steps defined in the model for a generic Recollective Experience process flow (see Section 3.2).

4.4.1 Recollective Experience - step 1

Appraisal receives retrieval events from Location Ecphory, and non-retrieval events generated by sensors. It starts by using these events to produce emotional reactions. An emotional reaction has the parameters presented in Parametrization 3.

Parametrization 3. Emotional Reaction Parameters
desirability for self Integer varying between -10 and 10 (except 0), or null appraisal value (integer not in this range). A negative value indicates that the event hinders the achievement of an agent’s goal, and a positive value indicates that the event enables the achievement of an agent’s goal. Null appraisal value indicates that the event has no effect on the agent’s goals.
desirability for other Same as desirability for self but in regard to other agents’ goals.
praiseworthiness Similar to desirability for self but concerning violation, or uphold, of agent’s standards.
event Event that caused the emotional reaction.

Emotional reactions are generated from events using reaction rules. A reaction rule has the same parameters as an emotional reaction, however its event does not have a defined location. Each agent has a set of reaction rules. Each received event is matched against all reaction rules of this set. Matching consists of comparing the event with the reaction rule’s event. In turn, comparison between two events is done using a function whose result values vary between 0 (no match) and 10 (total match). Two events of different types have a comparison value of 0. Two events with all parameter values equal have a comparison value of 10.

When the comparison value between an event and the reaction rule’s event is positive an emotional reaction is generated. This emotional reaction has the same parameter values as desirability for self, desirability for other, praiseworthiness as the reaction rule, and the event parameter is set to the event that was matched with the reaction rule. Ultimately, reaction rules serve to implicitly represent the agent’s goals.

There is one exception to the generic matching process described, that concerns reaction rules for retrieval events (that we will name retrieval reaction rules). The idea behind appraising retrieval events, as described in the model, is that by doing so the agent is able to relive past events, similarly to episodic memory retrieval in humans [18]. We have implemented this by creating an additional reaction rule for each reaction rule containing a non-retrieval event. The new reaction rule has the same desirability for self, desirability
for other and praiseworthiness values as the original one. However its event parameter is a retrieval event, that in turn has its retrieved event parameter set to the event of the original reaction rule.

Regarding the matching process, if a reaction rule’s event is a retrieval event (retrieval reaction rule), and the event to be matched is not of type “Retrieval”, the comparison value is 0, as described in the generic case. However, if the event to be matched is of type “Retrieval” a second comparison must take place: the retrieval event parameter of the reaction rule’s event must be compared with the retrieval event parameter of the event to be matched. The result obtained for the retrieval event parameters is used for matching the reaction rule to the original event. With this we model the agent appraising a past event according to its current appraisal structures (in this case the reaction rules).

### 4.4.2 Recollective Experience - step 2

Returning to the architecture’s description, an emotional reaction is generated when an event and a reaction rule match. Generated emotional reactions are used to create potential emotions. This process starts step 2 of the Recollective Experience model described in Section 3.2. A potential emotion has the parameters presented in Parametrization 4.

#### Parametrization 4. Potential Emotion Parameters

- **event**: Event that generated the emotional reaction.
- **base potential**: Scalar between 0 and 10 that represents the potential intensity of the emotion.
- **type**: Enumerate that represents the emotion type according to the OCC model [13]. The implementation generates potential emotions of the following types: Joy, Distress, HappyFor, Resentment, Gloating, Pity, Pride, Shame, Admiration and Reproach.
- **valence**: POSITIVE if the emotion type is Joy, HappyFor, Gloating, Pride and Admiration. NEGATIVE for all other types.

An emotional reaction can generate a maximum of three potential emotions because each emotional reaction can elicit at most one emotion of each of the following categories of the OCC model [13]: focus on consequences of events for others (HappyFor, Resentment, Gloating and Pity), focus on consequences of events for self when prospects are irrelevant (Joy and Distress) and focus on actions of agents (Pride, Shame, Admiration and Reproach). We will name these three categories focus on others, focus on self and focus on actions, respectively.

If the desirability for self of an emotional reaction is not null appraisal value, a potential emotion of the focus on self category will be generated. If desirability for self is negative the potential emotion’s type will be Distress, if it is positive the emotion type will be Joy. In both cases the base potential (bp) will be the absolute value of desirability for self (bp = |desirability for self|). In this category, as well as in the other two, the event parameter is always set to the emotional reaction’s event.

If both desirability for self (dfs) and desirability for other (dfo) of the emotional reaction are different from null appraisal value, a potential emotion of the focus on other category will be generated. The base potential in this case is given by the expression \( \frac{|dfs| + |dfo|}{2} \). The type of the potential emotion is defined according to the values of desirability for self and desirability for other:

- **HappyFor**: dfs > 0 and dfo > 0;
- **Gloating**: dfs > 0 and dfo < 0;
- **Resentment**: dfs < 0 and dfo > 0;
- **Pity**: dfs < 0 and dfo < 0;

Finally, if the praiseworthiness (pw) of the emotional reaction is different from null appraisal value, a potential emotion of the focus on actions category will be generated. The base potential will be the absolute value of praiseworthiness (bp = |pw|). The type of the potential emotion is defined according to the values of praiseworthiness and to the emotional reaction’s event type:

- **Pride**: pw > 0 and event type ≠ EventWitness;
- **Admiration**: pw > 0 and event type = EventWitness;
- **Shame**: pw < 0 and event type ≠ EventWitness;
- **Reproach**: pw < 0 and event type = EventWitness;

In witnessed events the agency element of the event is not the agent, therefore potential emotions caused by an emotional reaction to them should be directed outwards (Admiration or Reproach) and not inwards (Pride or Shame).

After a potential emotion is created, independent of which category it belongs to, its base potential is recalculated if the event parameter is a retrieval event. The new base potential is determined by Equation 3, in which memory retrieval intensity bias is a configurable positive value smaller than one and oldBP is the base potential before recalculation.

\[
oldBP \times \text{memory retrieval intensity bias} \quad (3)
\]

By using such an expression the base potential of potential emotions generated from emotional reactions to retrieval events, will be smaller in comparison to ones for which the event is a non-retrieval event. Consequently, when an agent reappraises a past event, the base potential of the corresponding potential emotion will be smaller than the base potential of the potential emotion originally generated when the past event was appraised. This formula tries to encode the idea, described in the model, that the memory retrieval’s experience is, in general, less intense than the original experience [11].

For the remaining emotional process we only did minor changes to FAI-MA’s implementation [5]. Therefore we will only describe it in brief.

Two other factors, besides the previously mentioned, contribute for emotions’ intensities: mood and emotion thresholds. If an agent is in a good mood, positive emotions will be favored and negative ones lessened in intensity. A negative mood has the opposite effect. An emotion threshold, on the other hand, defines a minimum value an emotion has to have in order to be activated. This value is subtracted to the emotion’s base potential when calculating its final intensity. Thresholds are agent specific and emotion specific.

They can be seen as the resistance an agent has to a certain emotion, and be used to model personality.
4.4.3 Recollective Experience - step 3

After the final intensities are calculated, the emotions are integrated into the emotional state, that consists of the already mentioned mood value and of a set of active emotions. All emotions are added to the set, with positive emotions increasing the mood value and negative ones decreasing it. Note that emotion intensities, as well as the mood’s absolute value, decay with time. When an emotion’s intensity reaches a value near zero, this emotion is removed from the active emotions set.

Finally, for each generated emotion a memory trace is created, apart from emotions caused by a retrieval event. Created memory traces will have their event set to the emotion’s event parameter. The memory trace’s emotion parameter will be set to a copy of the emotion so that when the emotion’s intensity changes, it will not change in the memory trace. Lastly, the time stamp is defined as the current simulation time.

4.5 Application

As the Behavior module is highly dependent on the application into which the agent architecture was integrated, we will describe them together. The application consisted of a game in which the player controls an avatar (meemo captain) and through it can issue commands to several non-player characters (meemo minions). The objective is to guide the meemo minions in each level to reach an exit point. The avatar and meemo minions should not be hurt in the level.

The meemo captain’s behavior is defined by the architecture presented and by player commands. The meemo minion’s behavior is mainly defined by the architecture described. This behavior includes: expressing facial expressions corresponding to the most intense emotion felt; color saturation variation based on mood; presentation of a thought balloon when the agent’s displayed emotion was caused by a retrieval event; and path choice avoiding locations where negative events have occurred and favoring paths where positive events have occurred.

5. EVALUATION

We used the described application to get some insight into our main hypothesis: Autonomous agents with episodic memory retrieval of emotionally relevant events, will be perceived as more believable, than similar agents without it.

5.1 Methodology

We performed a non-interactive experiment (due to timeline and resource constraints). The group of participants (a total of 96) were mainly adults (95% having ages between 14 and 48). Furthermore, the group had a relatively balanced gender distribution: 51% male and 49% female.

Participants were exposed to a simple story in which the character’s behavior was initially driven by our architecture. Two agents are shown walking in a tunnel (meemo 1 and meemo 2) with neutral expressions. One of them (meemo 2) falls in a trap and dies, with the other one reacting by showing a sadness expression (see Figure 4). This expression was caused by a reaction rule with negative values of desirability-for-self and desirability-for-other that matched the event sensed.

Afterwards the participant is explained that some time has passed, and sees a video showing meemo 1 going by the same tunnel and passing close by the trap, that is now easily avoidable. The character initially presents a neutral expression when entering the tunnel. The expression after passing the trap depended on the test condition.

The experiment had three test conditions: retrieval, no retrieval and random expression. In retrieval, the behavior of meemo 1 was driven by our agent architecture. When returning to the tunnel meemo 1 reacts emotionally, displaying a sadness expression. In no retrieval, the behavior of meemo 1 was simulated as if it was driven by an architecture with reactive appraisal but without episodic memory retrieval. Consequently, when returning to the tunnel, meemo 1 does not have any emotional reaction. Lastly, in random expression the meemo’s behavior is simulated as if it was driven by an agent architecture with reactive appraisal, without episodic memory retrieval, but with random expression of emotions. When the agent returns to the tunnel it displays a happiness facial expression. This outcome is only one of many that could possibly be generated by the architecture: the random generated emotional reaction needed not be in the tunnel; and the emotion expressed could be different. However, this architecture could only be truly tested with a longer exposure of participants to the agents’ behavior.

In an effort to do an objective analysis of believability, we indirectly measured it through believability features. Believability features are the participants’ perception of elements that are potential enhancers for believability. Among these believability features there were: behavior coherence, for in Ortony’s definition of believability [12] coherence is a crucial element; change with experience is one of Loyall’s requirements for believability [9]; awareness, that can be mapped to situated liveliness in [8]; and behavior understandability, for in Ortony’s definition [12], it is implicit that participants must be able to create a model of an agent’s behavior motivations. It is our belief that increased perception of these features translates into a greater sense of believability. Additionally, we also analyzed how participants graded meemos’ likability.

5.2 Results

When analyzing the values of behavior coherence, change with experience, awareness and behavior understandability we realized they were significantly higher ($p < 0.025$) for test condition retrieval than for test condition no retrieval. On the whole results indicate that test condition retrieval was perceived as more believable than test condition no retrieval. This conclusion is consistent with our hypothesis.

Turning to the comparative analysis with test condition random expression, for change with experience, awareness and behavior understandability, the test condition retrieval did not present significantly higher values. We believe that one of the main contributing factors for this was the sce-
nario’s description not being very detailed thus allowing a wide range of interpretations.

On the other hand, test condition retrieval presented significantly higher values ($p < 0.025$) of behavior coherence than test condition random expression (box plots for behavior coherence are presented in Figure 5). Being an important factor for an enhanced sense of believability, these results are also consistent with our hypothesis. Nonetheless participants would only get a clearer sense of agents’ coherence after being exposed to several similar situations.

Figure 5: Box plots for behavior coherence

Additionally, we identified that the likability values were significantly lower for test condition random expression. Furthermore, some participants found meemo 1, in this test condition, to be “mean” or even “sadistic”. All these perceptions conflict with the meemo’s main design decision in the scenario: a reaction rule implying agreeableness. Finally, when analyzing if participants identified meemos’ emotions we achieved recognition rates between 74% and 97%.

6. CONCLUSIONS

Summing up, we have designed a model of episodic memory retrieval for believable agents inspired in human memory research. We implemented it, integrating it in a video-game application, and evaluated its impact in perceived believability. Results are coherent with the hypothesis that agents modeled by our architecture are perceived as more believable than agents modeled in similar architectures without episodic retrieval. Nonetheless, to analyze this hypothesis properly, further testing needs to be performed. In particular with a longer scenario in which agents are faced with a wider range of emotionally relevant episodes. To conclude, we believe our work represents a small step, yet relevant, towards modeling memory retrieval in agents and analyzing its impact on agent believability.
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ABSTRACT

This paper introduces a model which connects representations of the space surrounding a virtual humanoid’s body with the space it shares with several interaction partners. This work intends to support virtual humans (or humanoid robots) in near space interaction and is inspired by studies from cognitive neurosciences on the one hand and social interaction studies on the other hand. We present our work on learning the body structure of an articulated virtual human by using data from virtual touch and proprioception sensors. The results are utilized for a representation of its reaching space, the so-called peripersonal space. In interpersonal interaction involving several partners, their peripersonal spaces may overlap and establish a shared reaching space. We define it as their interaction space, where cooperation takes place and where actions to claim or release spatial areas have to be adapted, to avoid obstructions of the other’s movements. Our model of interaction space is developed as an extension of Kendon’s F-formation system, a foundational theory of how humans orient themselves in space when communicating. Thus, interaction space allows for analyzing the spatial arrangement (i.e., body posture and orientation) between multiple interaction partners and the extent of space they share. Peripersonal and interaction space are modeled as potential fields to control the virtual human’s behavior strategy. As an example we show how the virtual human can relocate object positions toward or away from locations reachable for all partners, and thus influencing the degree of cooperation in an interaction task.
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1. INTRODUCTION

Improving articulated agents in actions carried out in the space immediately surrounding their body is a classic issue in building virtual humans. Even if they stay at one location and do not move around, near space interaction still holds lots of challenges. We will focus on two of these challenges. One issue is to improve the virtual human’s sensory-motor and perceptual abilities, which are useful for body action/motion planning and control. The space where movements are carried out, the virtual human’s workspace, is where sensory modalities have to focus on and where possible objects have to be observed or manipulated by reaching, grasping or avoiding them. Sharing parts of this space with others makes interaction only more challenging, which leads to the following, second issue. Interferences from other articulated agents or even humans also have to be considered. Not only for safety reasons, as in scenarios involving physical robots, but also in virtual environments when two or more partners are occupying or sharing parts of the same space. Work on this issue usually deals with scenarios where artificial agents move around in space, maintaining their global position. We focus on delimited near space arrangements (e.g., a table), involving mainly the virtual human’s upper part of the body, where actions to claim or release spatial areas have to be adapted to avoid obstructions of the other’s movements. Thus, the virtual human needs a representation of the shared near space in order to perform smooth, effective, and also cooperative interaction.

In this paper we connect the two issues of first, modeling the space surrounding the body with regard to an individual virtual human and second, modeling the same space with regard to interpersonal interaction. Accordingly, our goal is to develop a virtual human that is able to

- learn and adapt to its reaching space, i.e., the virtual human knows from its sensory modalities whether objects are in its reaching distance or whether it has to lean forward.
- relocate objects to facilitate its actions in its own reaching space, i.e., putting objects into its own perceptual focus where they are easy to reach and easy to perceive with the virtual human’s sensor modalities.
- relocate objects to facilitate cooperation in shared space, i.e., putting objects to locations reachable to all interaction partners.

In this paper we approve the recent work outlined by Lloyd [13] claiming that the principles underlying the individual representation of the space surrounding the human body also mediate the space between interacting human partners. This idea is also valuable to provide virtual humans with the abilities we aim to model. We present how our work on learning the reaching space of an individual articulated agent’s body - the peripersonal space, is used to model the shared reaching space of cooperative interaction partners, that we define as interaction space.
Our work on peripersonal space is motivated by research from biology and cognitive neuroscience and takes input from the virtual human’s sensor modalities to learn its reaching and lean-forward distances. Our work on interaction space is developed as a supplement to Kendon’s F-formation system, a concept describing and analyzing spatial arrangements in human interaction [9]. The system describes how humans arrange their body orientation and position to each other when cooperating in physical space. In our work, we use potential field functions to control the virtual human’s behavior strategies in peripersonal and interaction space. Depending on its own interaction goals, layout and position of the interaction space, the virtual human can plan its actions, e.g., relocating object positions toward or away from locations reachable for all partners. These actions demonstrate how the virtual human may influence the degree of cooperation in an interaction task.

The remaining paper is organized as follows. In the next Section we briefly explain the terms and concepts from other research disciplines on that we base our presented work and we describe related work in modeling artificial humanoids. In Section 3 we propose an interpretation of the concepts, suitable for a technical framework. In Section 4 the approach and results for a virtual human learning its peripersonal space are presented. Based on the learned reaching distances, we show how information from multiple sensor modalities is organized in spatial maps to help maintaining the virtual human’s attentional focus and perception in peripersonal space. In Section 5 we present our novel approach on a computational model of interaction space by supplementing Kendon’s F-Formation system using potential fields. Finally, in Section 6 we summarize the major aspects of our approach.

2. THEORETICAL FOUNDATIONS AND RELATED WORK

In this section we briefly highlight relevant definitions and valuable findings from technical as well as non-technical research areas on the space immediately surrounding a body. In the following we use the term body space when generally referring to this space, to avoid misunderstandings. It can be observed that individual body space is often analyzed in terms of sensor-motor and perceptual characteristics, and commonly termed as peripersonal space, e.g., in engineering, cognitive neurosciences or biology. In contrast, when body space co-occurs in interaction with others, it is usually analyzed as a social phenomenon and treated in terms of social relationships depending on body distances and orientations. Of particular interest is one work that aims at merging the two areas into one neurophilosophical framework.

2.1 Body Schema and Peripersonal Space

Holmes and Spence [7] presented evidence of a neural multisensory representation of peripersonal space that codes objects in body-centered reference frames and defines humans’ actions in near space: "Objects within peripersonal space can be grasped and manipulated; objects located beyond this space (in what is often termed ‘extrapersonal space’) cannot normally be reached without moving toward them […]" [7], p. 94). A comprehensive theoretical model of humans’ 3D spatial interactions containing four different realms was presented by Previc. His model is a synthesis of existing models and neuroscientific findings [16]. In addition to peripersonal space (PrP) he distinguishes three extrapersonal spaces differing in function and extent. Of particular interest is that he defines PrP’s lateral extent as being 60⁰ central in front of the body, corresponding to the extent of human stereoscopic vision. PrP together with one of the extrapersonal spaces also include movements of the upper torso, e.g., leaning forward to reach for objects, which Holmes and Spence assign to extrapersonal space. Work on using peripersonal space as a way to naturally structuring visual object recognition tasks in artificial systems has been conducted by Goerick et al. [4]. We use peripersonal space to structure the space covered by multiple sensor modalities.

In humans, the representation of peripersonal space is intimately connected to the representation of the body structure, namely the body schema. A comprehensive discussion on body schema, as a neural representation, which integrates sensor modalities, such as touch, vision, and proprioception, was provided by Gallagher [2]. This integration or mapping across the different modalities is adaptive to changes of the body, i.e., if the structure of the body changes, the representation also changes. A lot of research was inspired by this finding, offering a mechanism to save engineers from laborious work on predefining an articulated agent’s - possibly changing body structure [1]. More recently, work with different approaches on connecting body schema learning with peripersonal space for articulated agents have also been presented [6], [14]. This aspect is also covered in our work.

2.2 Interpersonal Space

In this Section we introduce how body space is defined when occurring in interpersonal interaction.

A prominent model on interpersonal space is Hall’s model of proxemics [5], which describes interpersonal distances starting from what he calls intimate distance of a few inches to large-scale distances of 25 feet and more. The range of peripersonal space falls roughly into the scope of intimate and personal distance. Hall’s theory is a taxonomy which maps interpersonal distances to human social relationships. Therefore, it does not aim at analyzing the cognitive structure of the spaces. An example of robots changing their locomotion in presence of humans, depending on social distances, has been presented by Sisbot et al. [17]. As mentioned previously, we will not focus on locomotion, but instead focus only on how a virtual human changes its motor actions depending on the space it shares with others.

Aware of the two isolated fields of neural analysis of peripersonal space and research on interpersonal behavior, Lloyd proposes a framework that aims at investigating and interpreting the "neural mechanisms of ‘social space’" ([13], p. 298). In her hypothesis she argues that the mechanism explaining how interactions with inanimate objects affect body space, can be applied to interactions with e.g., human partners. This idea is a major aspect in our framework.

Kendon [9] presented a notably relevant work on observable patterns, called formations, when humans orient and group themselves in physical space. He defines an F-formation as a pattern, which "arises whenever two or more people sustain a spatial and orientational relationship in which the space between them is one to which they have equal, direct, and exclusive access." ([9], p. 209). He describes in particular three typical F-formations, namely vis-a-vis, L- and side-by-side arrangements, depicted in Figure 1. Kendon also mentions an activity space in front of a single interactant,
which he calls *transactional segment*. This space somehow corresponds to peripersonal space, as defined previously. In arrangements, where several interactants’ transactional segments overlap, the intersection is called *o-space* (see grey regions in Figure 1). Kendon mentions, but does not elaborate on the two spaces. We will amend these aspects by focussing on the space between F-formations in Section 4.3 and 5.

Other work has been presented, using Kendon’s F-formation system for proximity control of robots which move along in space in the presence of humans ([8], [18]). Another work by [15] showed how avatars in virtual worlds can keep social distances among each other in face-to-face interaction. In contrast to these works, we will not deal with creating an F-formation, but with extending o-space and sustaining cooperation, once an F-formation is established.

3. TECHNICAL FRAMEWORK

We first present an overview of the architecture to realize a technical system which models peripersonal space and interpersonal space at the same time (see Figure 2). In the next Sections we will describe the different parts in more detail. The findings from other research fields, presented in the previous Section, are incorporated into our framework.

**Body Schema** The virtual human learns its body structure and the kinematic functions of the limbs by means of a recalibration approach involving tactile and proprioceptive sensor data. Thus, the limb lengths and joint positions of the kinematic skeleton are learned. This part is described in Section 4 and corresponds to the findings in humans, stating that body schema is learned from sensor-motor information, coding the body’s kinematic structure and is adaptive to bodily changes.

**Peripersonal Space** In the technical framework, we divide the realm of peripersonal space into different subspaces. Extracted from the learned body schema they differ in spatial range and frames of reference. The core spaces are determined by their predominant sensor modality and comprise of a touch space, a lean-forward space and a visual attention space. The subspaces are in line with the finding of a multi-sensory representation of peripersonal space. For a technical system, where sensor modalities do not necessarily cover the same spatial regions, this finding proposes a comprehensive and robust representation of peripersonal space. More details are described in Section 4.3.

**Object Space Maps** Since an object can be perceived with different sensor modalities, it can be represented in different peripersonal subspaces. Each perceived object is maintained in object space maps, corresponding to the sensor modalities it was perceived from. The advantage is that the virtual human can keep track of whether objects are within its visual or touch space. Thus, the virtual human can select its next movement, e.g., forward-leaning or reaching for an object. As an additional spatial map we define a *goal space* within the peripersonal space. This space defines a region in peripersonal space, which the virtual human should direct its attention to, for example to objects related to a task on a table in front of the torso. The extent and location of the goal space can be determined through different factors, for instance a new goal from the virtual human’s Belief-Desire-Intention framework. The maintenance of the object space maps will be described in Section 4.3.2.

**Motor System** Information about object positions from the object space maps is used to choose an appropriate motor action. For example, if an object has been touched, but not seen so far, the motor system will generate a head or eye movement in direction of the touched object. By means of this, the visual attention space is shifted to cover the new object. If the object is located outside the goal space, a motor action is generated to grasp the object and put it into the current goal space.

**Interaction space** If one or more articulated agents are entering the virtual human’s peripersonal space, it assumes that they are also surrounded by a peripersonal space. The peripersonal spaces, in a first simple approach, are simulated as large as the peripersonal space of the virtual human. The overlapping spaces form the space reachable to all participants. In cooperative interaction this space is then marked as a new *goal space*. The virtual human would now center its attention to the new space and would place objects into it, supporting the interaction. We describe this issue in Section 5.

4. A COMPUTATIONAL MODEL OF PERIPERSONAL SPACE FOR A HUMANOID

In this section we present our computational model of peripersonal space for Max, a virtual human. Multisensory abilities are a crucial factor in our framework, thus the demands we make on a virtual human’s sensor system are described in Section 4.1. On the one hand sensor data is used to learn Max’s kinematic structure using data from virtual touch and proprioception sensors, described in 4.2. On the other hand, since sensor modalities do not necessarily cover the same space, their combination accounts for establishing a comprehensive perception of Max’s peripersonal space, described in 4.3.

In our scenarios we assume that peripersonal space interaction with objects usually involves a plane, lateral in front of a virtual
human’s body, e.g., a table. In order to decrease the complexity of the model, we therefore focus on peripersonal space on a 2-D plane lateral, in front of Max’s upper torso. The range of the spaces defined in Section 4.3 is thus projected on this 2-D plane.

4.1 Sensory Requirements for a Virtual Human

Touch receptors were developed and technically realized for Max’s whole virtual body [14]. These receptors allow for differentiating between different qualities of tactile stimulation. Biological findings on the human tactile system were incorporated to build an artificial sense of touch for Max. The virtual skin consists of flat quadrangle geometries varying in size, each representing a single skin receptor. Altogether the virtual skin consists of more than 200 virtual skin receptors. Max’s tactile system provides information on which body limb a virtual skin receptor is attached to, together with the position in the limb’s frame of reference (FOR), allowing for determining where Max is being touched.

In addition to the tactile system the virtual agent’s body has an underlying anthropomorphic kinematic skeleton which consists of 57 joints with 103 Degrees of Freedom altogether [12]. Everytime Max executes a movement, the joint angle information of the involved joints is output. Synchronously with the tactile information, the proprioceptive information can be observed.

In this work, Max’s virtual visual field of view corresponds to human stereoscopic vision [16], required for effective hand-eye coordination and thus is limited to an angle of 60° lateral attached to his head. Head and torso movements are translated to the virtual visual field, changing its position. The angle of view is projected onto a 2-D Plane, when he is sitting or standing at a table. Objects perceived in its virtual view are represented in head centered coordinates.

4.2 Tactile Body Schema Learning for a Humanoid

The model for learning the body structure takes input data given by touch sensors and joint angle data given by the proprioception sensors. In a first step, Max executes random motor actions resulting in random body postures. For each posture he perceives proprioceptive data from his joints and tactile stimuli when touching himself (see Figure 3).

As described by [14] we consider the body schema as a tree of rigid transformations. In our case this kinematic tree is prescribed by the skeleton of the virtual human Max. In the initial tree the number of joints linked in their respective order with the number of limbs are known, but the joint orientation and positions are unknown. In our model the touch receptors are attached to the limbs and their position is represented in the limb’s FOR. In the kinematic tree representation, the touch receptors can therefore be represented as located along the edges.

In order to learn the real positions and orientations of the joints which also determine the limb lengths, we make use of the algorithm proposed by Hersch et al. [6]. It is a novel and general approach in online adapting joint orientations and positions in joint manipulator transformations. Our challenge in using this algorithm was to adapt it to a case different from the one it was originally applied to. In our case we did not use visual and joint angle data, but instead replaced all visual by tactile information in order to update all the rigid transformations along the generated kinematic chains.

The original idea is to observe a rigid transformation carried out by a manipulator. Knowing the rotation angles of the manipulator’s joints and a position, given in the FOR of the root segment as a vector $v'$, and that same position given in the FOR of the end-segment as a vector $v$, we can guess the parameters of the rigid transformation. A gradient descent on the squared distance between $v'$ and its guessed transform vector $\mathcal{T}(v)$ is used in order to update the parameters, consisting of the joint positions ($q_i$ at joint $i$) and the unit rotation axis ($a_i$ at joint $i$).

$\mathcal{T}(v)$ contains the transformations along the kinematic chain of a multisegment manipulator. In our case the kinematic chains can be generated by the kinematic tree representing Max’s body skeleton. Each time Max touches himself, the two skin receptors’ positions in a limb-centered FOR are used as $v'$ and $v$. Since we use this learning method as a fast way to learn peripersonal space’s boundaries, we do not elaborate on learning the unit rotation axis of the joints, but focus on learning the limb lengths. For more details on learning both parameters see [14] and [6]. Thus, we extracted the unit rotation axis from the available proprioception data, i.e., the rotation angles. The translation vectors of joint $i$ are updated by using the Equation (1) with a small positive scalar $\epsilon$, and rotation matrix $R_i$ at joint $i$.

$$\Delta l_i = \epsilon(v'_n - \mathcal{T}(v_n)) \prod_{j=1}^{n-1} R_j$$

4.2.1 Results

The results of the algorithm used with tactile and proprioception data are shown in Figure 4. Since we focused on learning the limb lengths, the number of iterations is much lower (approx. 6-10 times) than for learning all parameters. However, due to fact that the proposed approach takes knowledge from the body structure in advance and does not learn sensor-motor mapping, this learning method is in the strict sense a recalibration mechanism, which corresponds to the definition of body schema which adapts to changing body limbs. By means of this, the limb lengths of Max’s articulated skeleton were learned, which are used to calculate Max’s reaching distances. This aspect is described in the next Section.

4.3 Structuring Peripersonal Space

According to Previc, each realm surrounding a human is associated with certain predominant behavioral interactions, e.g., visuo-motor object-manipulation is predominant in peripersonal space and locomotion in action extrapersonal space. More precisely, in his model he defines a set of sensory-perceptual and motor operations and a predominant FOR to each realm. In order to technically
Table 1: Characteristics of sensory subspaces of a virtual human’s peripersonal space.

<table>
<thead>
<tr>
<th>Function</th>
<th>Visual Attention Space</th>
<th>Touch Space</th>
<th>Lean-Forward Space</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2D location, extent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertical</td>
<td>Head</td>
<td>Shoulder, Trunk</td>
<td>Shoulder, Trunk</td>
</tr>
<tr>
<td>Origin</td>
<td>Head</td>
<td>Shoulder, Trunk</td>
<td>Shoulder, Trunk</td>
</tr>
<tr>
<td>Lateral</td>
<td>Central 60°</td>
<td>360°</td>
<td>Frontal 180°</td>
</tr>
<tr>
<td>Radial</td>
<td>0-2m</td>
<td>Length: shoulder joint to hand palm</td>
<td>Length: hip to hand palm</td>
</tr>
<tr>
<td>Frames of Reference</td>
<td>Head centered</td>
<td>Limb centered</td>
<td>Limb centered</td>
</tr>
<tr>
<td>Motor Action</td>
<td>Head, eye movements</td>
<td>Arm movements</td>
<td>Upper Torso movements</td>
</tr>
</tbody>
</table>

The characteristics are listed in Table 1. Their technical counterparts are shown in Figure 2. Each subspace defined here is associated to a main function determining the predominant motor actions carried out in the specific subspace. As mentioned at the beginning of this Section, the boundaries of the subspaces are projected on an assumed 2-D plane on a table in front of Max. Hence, the vertical extent of each subspace is projected on a lower radial 180° 2-D plane. A schematic layout is depicted in Figure 5.

The visual attention space’s origin lies in the center of the head. Its lateral extent is projected to the touch and lean-forward spaces. Stimuli perceived in Max’s 60° field of view are represented in a head centered frame of reference.

The touch space’s boundary is limited to the lengths of the arm limbs which are extracted from the body schema. It radiates from the trunk’s center with the maximal distance covering the range between shoulder joints and the palms of the hands. The lateral extent covers 360° around the trunk’s center, since tactile stimuli may also affect the back of the body. (Although, in the following scenarios only the frontal 180° are examined.)

The lean-forward space’s boundary is limited to the maximal reaching realm of the upper torso, when bending forward. From the body schema we extract the maximum range achieved with the arm limbs together with the spine joints which begin above the hip joint. This space thus extends touch space. Objects and stimuli perceived in both subspaces are represented in a limb-centered frame of reference. Compared to touch space, the function of object manipulation is not predominant in lean-forward space.

In addition to the mentioned spaces, other subspaces which potentially structure Max’s peripersonal space can be established in our framework. As soon as other virtual or real human(s) enter Max’s proximity, we assume that they are also surrounded by peripersonal spaces. The intersection of their overlapping peripersonal spaces are registered as an interaction space. Depending on the sensor modality an object was perceived from, it is evaluated in which subspaces the object is located in. The classified object is then registered to the according object space maps (see Figure 2).

4.3.2 Object Space Maps

An example of objects being located in different peripersonal subspaces is shown in Figure 5. In order to keep track of the objects in Max’s peripersonal space, the sensory modalities have to cover the objects, depending on a predefined sensor hierarchy. Since not all objects need to be touched or grasped, but all need to be seen, in our framework, visual search is preferred over tactile manipulation, and tactile manipulation is preferred over leaning forward.

In the example a virtual human like Max is accidentally touching, but not seeing a virtual object, since its visual attention space at that moment is not covering the object behind its arm. In our framework, the object would be listed in the touch-, but not in the visual- or lean-forward object map. Due to the mentioned hierarchy, a motor action would be triggered to sense the object with

realize this idea, and focusing on peripersonal space only, we decomposed his definition of peripersonal space into three major sensor components, namely vision, touch, and proprioception. Each of them spans a realm with a specific extent, FOR and predominant motor actions.

In this Section the technical framework outlined in Section 3 and in Figure 2 is specified in more detail. In Table 1 characteristics of the spanned three subspaces of peripersonal space are presented. The results from the learning algorithm described in the previous Section determine the boundaries of the subspaces. In the next Section we explain the content of the table and will describe in Section 4.3.3 how the subspaces influence spatial object maps. Finally, we show how the object maps together with motor actions, delineated in Section 4.3.4, satisfy a defined goal realm, which is specified in Section 4.3.3.

4.3.1 Subspaces in Peripersonal Space

The subspaces we define within peripersonal space are deduced from Previc’s work [16] and adopted to the technical conditions determined by Max’s sensory system. The major sensory modalities assumed to be involved in peripersonal space are determining the three subspaces. Vision is mainly utilized in object search and visual manipulation control and determines a visual attention space. Touch is mainly utilized in object manipulation and grasping, determining a touch space. The function of proprioception is always utilized in peripersonal space, but plays a particular role in placing and grasping of objects at the boundaries of peripersonal space when efforts have to be made by leaning forward, therefore it determines an additional lean-forward space.
the visual modality. In this case a motor action is selected to turn
the virtual human’s head to the location where it touched the object,
which leads the visual attention space to shift to the object location.
Then the object is additionally registered to the visual map.

4.3.3 Goal Space

In order to avoid collisions with objects when interacting, the vir-
tual human may reorganize the object positions in its peripersonal
space. For this purpose an additional spatial map, a goal space is
defined, which describes his region of attention. In the example
shown in Figure 5, we assume that the goal space is set to a default
spatial region on the table, with an angle of 60° central in front of
the virtual human, so that objects are easy to see, reach and touch,
and the virtual human’s motions are less prone to hindrances. All
sensory modalities have a preference to cover the goal space as long
as no external spatial interferences or constraints are given. Each
time an object is perceived, the goal space map is compared to the
object space maps. If differences between the maps are found, a
motor action is selected to bring the virtual objects into Max’s cur-
rent goal space. In the schematic layout on the left in Figure 5
the default goal space is the space where visual attention and touch
space overlap. Due to the preferences defined for the sensor modal-
ities, the virtual human would turn its head to the location where
the touch stimulus occurred. In a next step, due to the goal space
definition, described in detail in Section 4.4, another motor action
is triggered to grasp and put the object into the goal space.

4.3.4 Motor Actions

As outlined in the previous example, motor actions are selected
depending on the subspaces. Another factor in the selection of the
appropriate motor action is the superposed potential fields, which
is the topic of the next Section. In touch space arm movements are
predominant motor actions for fulfilling the functions of grasping,
placing and manipulation. In lean-forward space, arm movements
are combined with upper torso movements, like leaning forward,
in order to grasp for or place an object. Object manipulation is
not predominant in this space, since objects are more likely to be
brought to touch space. Visual attention space relies on motor ac-
tions like eye movements to control the gaze and head movements
to shift the entire space. Furthermore, the replacement of objects
relies on the information of the potential fields defined by the goal
spaces. The information from the body schema is used to translate
object positions from one frame of reference to another, since the
subspaces code objects in different coordinate systems.

4.4 Modeling Peripersonal Space with Poten-
tial Fields

In order to trigger appropriate motor actions with regard to ob-
jects at each location in peripersonal space we used the method of
artificial potential fields. This method is very common in obstacle
avoidance and path planning for artificial agents [11]. A potential
field is an array of vectors, which defines a spatial region in which
each location of the field is exposed to a force vector, describing
the direction and the strength of the radiating force. For example
an object’s direction and velocity of a motion can be controlled
depending on the length and the direction of the force vector. Mul-
tiple potential fields can be defined for the same spatial region. By
adding the fields together, a new field with attenuated or amplified
forces is built.

Goal space and Max’s peripersonal space are modeled as artifi-
cial potential fields. The peripersonal space is described as a re-
pulsive field \( F_{\text{per}} \), defined by Equation 2 with tangential directions
covering a semicircle, defined by Equation 3. The field is visu-

\[
F_{\text{per}}(p) = \begin{cases} \xi \left( \frac{1}{\|p\|} - \frac{1}{r_{\text{per}} \|p\|} \right) & \|p\| \leq r_{\text{per}}, \\ 0 & \|p\| > r_{\text{per}}, \end{cases}
\]

\[
v_{\text{per}}(p) = \begin{cases} \left( \frac{\xi}{\|p\|} \right) \cdot F_{\text{per}}(p) & \forall p \in r_{\text{per}}(\text{mid}), \\ 0 & \text{else,} \end{cases}
\]

\[
F_{\text{goal}}(p) = -\xi \frac{p}{\|p\|},
\]

\[
v_{\text{goal}}(p) = \begin{cases} F_{\text{goal}}(p) & \forall p \in r_{\text{goal}}(\text{mid}), \\ 0 & \text{else,} \end{cases}
\]

alized in Figure 6, left. A vector between the center of peripersonal
space and any location in space is denoted by position vector \( \mathbf{p} \).
We calculate the force vector \( v_{\text{per}}(\mathbf{p}) \), that is currently affect-
ing \( \mathbf{p} \), using Equation 3. The parameter \( \xi \) denotes a positive scalar
which influences the length of the resulting force vector. The force
vectors \( v_{\text{per}}(\mathbf{p}) \) point to the frontal, sagittal midline, described by
vector \( r_{\text{per}}(\text{mid}) \). The field covers all \( \mathbf{p} \)'s within an angle of 90°
towards to both sides of this midline. The regions beyond the radius \( r_{\text{per}} \) of
peripersonal space are not affected by the potential field. Therefore
any \( \|\mathbf{p}\| \) that is greater than \( r_{\text{per}} \) results in a zero force vector.

The default goal space is modeled as a selective attractive field
\( F_{\text{goal}} \) defined by Equation 4. The field covers the angle \( \Theta_{\text{goal}} \) with
an angle bisector denoted by \( r_{\text{goal}}(\text{mid}) \), and force vectors pointing
away from the center in (see Equation 5). The default goal space
has an angle of \( \Theta_{\text{goal}} = 60° \), and is visualized in Figure 6, middle.
The sum of the two fields are shown in Figure 6, right.

Each time Max perceives an object, the current force vector \( v_{\text{res}} \)
impacting on the object is calculated using Equation 6. Objects
outside the goal space, that have to be relocated, would be affected
by force vectors, describing a path which leads in the direction of
the inside of the goal space. With decreasing distance to the center,
the strength of the potential field disappears, ending the path.

Max is not exactly following the path, but uses the force vec-
tors as a trigger to select a grasping motion. The end position of
the path is used as a target position for a placing motion. Objects
located within goal space are represented with repulsive potential
fields, which prevents new objects being placed at their location.
This example shows that potential fields are a suitable method to
associate each point in peripersonal space to a specific behavior,
in this case motor actions. By superposing several potential fields,
behaviors can be combined, allowing for more sophisticated actions.
5. A COMPUTATIONAL MODEL FOR A HUMANOID’S INTERACTION SPACE

So far, we modeled the individual peripersonal space for a virtual human with potential fields. We will now propose how to computationally model the space between a virtual human and its interaction partners. As mentioned previously, we base our work on Kendon’s F-formation system.

5.1 Extending the F-formation System

With our model we aim at supplementing the F-formation system by adding the aspect of a measurable shared space, suitable for computational applications. In Figure 7 we show how we modeled the space between interactants. Compared to Figure 1, Kendon’s o-space is now defined as the intersection of the interactants’ overlapping peripersonal spaces (Figure 7, striped regions). We define this space as their interaction space. Since our definition refers to the intersection of all interactants’ reaching realms, it is conform to Kendon’s definition of the space as being equally and exclusively reachable to all interactants, and in which they cooperate. In order for a virtual human to sustain an F-formation arrangement, once established, we incorporate interaction space into our described framework.

When Max perceives an interactant within an F-formation, he projects his own peripersonal space onto the partner, in order to model the partner’s reaching space. This process is similar to a mechanism which is usually referred to as spatial perspective taking. The fact that Max simulates the partner’s perspective by using his own body structure is commonly known as embodied simulation [3] and is a hypothesis of how humans understand others. Studies by [10] state that spatial perspective taking might still be rooted in embodied representations, which supports our approach. However, at the current stage of the framework, Max’s peripersonal boundaries are projected onto another partner’s body structure manually, since the current focus lies on modeling interaction space.

5.2 Modeling Interaction Space with Potential Fields

As soon as an interaction space is established, it is defined as the new goal space. Therefore Max directs his sensory attention to this goal. Max’s and the interactants’ peripersonal spaces are modeled as selective repulsive potential fields, as shown in Equation 3. Their interaction space is modeled as an attractive potential field $F_{inter}$, as described in Equation 4, with its center being the center of a circle, which approximates interaction space. The range of the $F_{inter}$ covers all interactants’ potential fields. Thus, each force vector within their peripersonal spaces is distracted in the direction of the interaction space, as depicted in Figure 8, right. As described in Section 4.3.3 a motor action to put objects into the new goal space is selected, i.e., Max would now put perceived objects into the interaction space, so that every interactant may reach the objects. Figure 8 (left) shows a vis-a-vis F-formation between Max and another articulated humanoid in a virtual reality scenario. In this scenario both partners are standing at a table and cooperate in an object manipulation task, e.g., building a tower with toy blocks. Their peripersonal subspaces overlap (see Figure 8, middle) and establish an interaction space. The calculated resulting potential fields are displayed in Figure 8, right. The force vectors of the peripersonal spaces lead in the direction of the interaction space. Within interaction space, the field strength disappears so that objects are placed within the space.

6. CONCLUSIONS

In the scenario described so far, Max acts in a cooperative way as soon as an F-formation with an interaction space is established. The fact that Max’s peripersonal space is modeled as a repulsive potential field, can be interpreted as his potential to share objects with others, i.e., to put objects into interaction space, where it is accessible to all involved interactants. However, Max’s cooperative behavior can be modulated or also be inverted to competitive behavior. This can be achieved by modifying the parameter $\xi$ in the peripersonal space field Equation 3. Decreasing $\xi$ makes the field less repulsive, therefore Max might not put every object into interaction space. Increasing $\xi$ makes the field more repulsive, which might lead him to be more cooperative than his partners. Finally, changing the repulsive field into an attraction field may reveal Max’s competitive behavior by taking all objects from interaction space to his peripersonal space, where only he can access them.

In this work we presented our approach to model first, the representation of the space which immediately surrounds an articulated agent’s body, second, the representation of the same space when it is shared with others and third, the articulated agent’s behavior depending on interaction in the individual and in the shared space. The approach is therefore applicable for virtual humans as well as physical robots.

In a first step we realized individual body space in terms of a multi-sensory representation, involving touch, vision and proprioception. This concept, commonly known as peripersonal space, takes its information from the body structure, known as body schema.
Figure 8: Left: Max (left) and an articulated humanoid (right) interacting in a virtual environment with visualized peripersonal subspaces. Middle: Bird-view perspective in the vis-a-vis arrangement with interaction space between the interactants. Right: The resulting potential field as a superposition of interactants’ selective repulsive fields and one attractive potential field within interaction space.

Changes in body schema also affect peripersonal space, which we realized by a recalibration algorithm. In a second step we divided peripersonal space into subspaces corresponding to each sensory modality. This approach allows for naturally structuring the behavior, i.e., motor actions, and multimodal perception of the virtual human. In a third step we modeled the behavior within peripersonal space and interaction space. The method of potential fields proves to be applicable for modeling not only the peripersonal space of a virtual human, but also for modeling the space it shares with others. This aspect goes in line with the idea of Lloyd [13], who proposes that individual and interpersonal space share the same underlying representation. Finally, we showed how our model of interaction space for virtual humans supports their cooperative behavior in shared space and also implies a broader range of social behavior.

7. ACKNOWLEDGEMENTS

This work has been kindly supported by the Collaborative Research Center 673 Alignment in Communication, funded by the German Research Foundation (DFG). We thank Kim-Anh Tran for assisting in the research project and this publication.

8. REFERENCES

Effect of time delays on agents’ interaction dynamics

Ken Prepin  
LTCI/TSI, Telecom-ParisTech/CNRS,  
37-39 rue Dareau,  
75014, Paris, France  
ken.prepin@telecom-paristech.fr

Catherine Pelachaud  
LTCI/TSI, Telecom-ParisTech/CNRS,  
37-39 rue Dareau,  
75014, Paris, France  
catherine.pelachaud@telecom-paristech.fr

ABSTRACT

While speaking about social interaction, psychology claims as crucial the temporal correlations between interactants’ behaviors: to give to their partners a feeling of natural interaction, interactants, be human, robotic or virtual, must be able to react on appropriate time. Recent approaches consider autonomous agents as dynamical systems and the interaction as a coupling between these systems. These approaches solve the issue of time handling and enable to model synchronization and turn-taking as phenomenon emerging with the coupling. When complex computations are added to their architecture, such as processing of video and audio signals, delays appear within the interaction loop and disrupt this coupling. We model here a dyad of agents where processing delays are controlled. These agents, driven by oscillators, synchronize and take turns when there is no delay. We describe the methodology enabling to evaluate the synchrony and turn-taking emergence. We test oscillators coupling properties when there is no delay: coupling occurs if coupling strength is inferior to the parameter controlling oscillators natural period and if the ratio between oscillators periods is inferior to 1/2. We quantify the maximal delays between agents which do not disrupt the interaction: the maximal delay tolerated by agents is proportional to the natural period of the coupled system and to the strength of the coupling. These results are put in perspective with the different time constraints of human-human and human-agent interactions.
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H.1.2 [Models and Principles]: User/Machine Systems ; I.6.4 [Simulation and modeling]: Model Validation and Analysis

General Terms

Theory, Measurement
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1. INTRODUCTION

Since 1966, when Condon and Ogston’s annotations of interactions have suggested that there are temporal correlations between the behaviors of two persons engaged in a discussion [9, 8], time relations between interactants’ behaviors have been investigated in both behavioral studies and cerebral activity studies [25, 27, 28, 40, 22, 37, 45, 30, 31]. These studies tend to show that when people interact together, their ability to synchronize with each other is tightly linked to the quality of their communication: smooth interaction is possible only when partners are online, not only active but reactive [28], responding to each other in a continuously changing flow. Consistently with these results, in the design of autonomous agents, be robotic or virtual, able to interact with human users or other agents, one of the major issues is the “handling of time” [18]. The agents use verbal and non-verbal means to communicate. They are endowed with perceptive capacities allowing them to detect and interpret what their interactant is saying and how. When all the agents are virtual, interacting in a virtual environment, they can have direct access to information about their partners: there is no need of complex signal processing, and time handling is facilitated (see fig.1(a) for such a setting). By contrast, when agents have to interact through the real environment, just as they would have to do with humans, acoustic and visual analysis software is needed to provide information on behaviors as well as high level information such as emotional and epistemic states: these complex processes take time and introduce delays within the interaction loop. As a consequence, agent-agent interaction (as in fig.1(b)) or agent-human interaction cannot be handled as in human-human interaction. Processing delays influence the interaction capabilities of agents dyad. Our aim is to evaluate this influence.

When we refer to the timing of an interaction between agents, be human, robotic or virtual, “real-time” may account for a wide range of time scales. “Real-time” can be defined as: “Denoting or relating to a data-processing system in which a computer receives constantly changing data,... and processes it sufficiently rapidly to be able to control the source of the data” [7]. For instance, talking about “real-time” Embodied Conversational Agents (ECA) implies to give on one hand an estimation of processing, answering and animation speed; and on the other hand an estimation of the speed of the systems, human or virtual, agents interact with. Within interactions (and given a certain culture), there is a continuum of time scales which may be focused on, depending on the phenomenon we are talking about:

- for instance in face to face interactions, gaze crossing and synchronous imitations rely on imperceptible delays (< 40msec) [10];
- concerning human-human turn-taking, over 70% of between-speaker silences are less than 500msec [46], i.e. the approximate simple vocal reaction time to variably-timed cues ([21] cited by [46]);

- for instance in face to face interactions, gaze crossing and synchronous imitations rely on imperceptible delays (< 40msec) [10];
Figure 1: Two agents setup. (a) The two agents are on the same computer, exchange of information between them is fast and coupling occurs (synchrony and turn-taking). (b) The two agents are on two different computers, information exchanged has to be processed: there are longer delays and the coupling does not occur anymore.

- up to 30% of between-speaker silences are less than 200msec long, i.e. the simple vocal reaction time over maximally favorable conditions ([17] cited by [46]);
- behaviors modifications in non-verbal interactions are exhaustively coded with 0.4sec time windows [27];
- in human-agent interactions, after 1 second delay humans hardly detect being imitated by the virtual agent and after 4 seconds they do not detect it at all [3].

These time scales are spread from 10msec to 4 seconds but we foresee two main timescales to classify agent design studies:

> 1sec time scales systems and 100msec time scales systems.

- the > 1sec timescale enables virtual agents to handle communication of the type emit/receive/answer, i.e. the telegraphist model of Shannon's theory of communication [43]. For instance, if the interaction is a question/answer scenario with only non-verbal behaviors of mean latency such as posture or attitude imitation, a one second delay will not disrupt the interaction. This timescale allows processing delay to appear within the interaction loop, between perception and reaction of agents; this is the rough estimation of timing of many present virtual agents systems, when they interact with human and have to process both video and audio signals and to compute both verbal and non-verbal behaviors to display.

- the timescale around hundreds of milliseconds comes from psychological studies of interaction. This is the time scale associated to changes of gaze direction, facial expression and acoustic prominence; these behaviors are necessary to give to human users the sense of ECA engagement; a one second delay can completely disrupt this feeling [3]. The model of fast and automatic appraisal, triggers very quick reactions (< 100msec) [23]. It claims that reactive and very rapid influence of stimuli on behavior is crucial. This model associates this quick reaction to larger time scales (nearer the second) which enables top-down modulation of the behavior.

Recent approaches in psychology [27], neuro-dynamics [10] and agent design [32, 16, 39, 33] proposes that communication is a coupling between dynamical systems and stress the issue of time handling: agents, when coupled together with their interactants, constitute a new, larger and richer, dynamical system. For instance turn-taking and synchrony can be modeled as emerging from the coupling between oscillators [46, 39, 44]. These approaches point to the fact that, during an interaction, participants are continuously active, each modifying its own actions in response to the continuously changing actions of its partners. They highlight the necessity to handle small timescales to build agent capable to interact with humans, and capable to give them a feeling of shared understanding [38].

In our paper, given a specific time scale, we study the range of delays in the interaction loop which do not disrupt the interaction. In particular we study the effect of time delay on coupling between two agents. We simulate simulate them by two oscillators using a model similar to [39].

In the remaining of the paper, we first remind the psychological and neurological background on interaction and coupling, as well as their existing robotics and virtual implementations as oscillatory systems. In Section 3 we describe our model of dyad of oscillators. Then, in Section 4, we test the coupling properties of such a dyad, i.e. we analyze the emergence of coupling depending on the difference between natural periods of oscillators and reciprocal influence between oscillators. In Section 5, we test if delay in the interaction loop has a crucial effect on the coupling capability of the dyad. Finally, in Section 6, we discuss these results and their outcomes.

2. DYNAMICAL APPROACH OF INTERACTION

The dynamical approach of interactions is sustained by psychological studies which tend to show that dyadic parameters of interaction (such as synchrony) are phenomena emerging from the coupling occurring between interactants. In mother-infant interactions via the “double-video” design (which enables a teleprompter interaction to be modified online by experimenters), synchrony is shown to emerge from the mutual engagement of mother and infant in interaction [25, 27, 28]. In adult-adult interactions mediated by a technological device which restrains perception to only tactile stimulation, coupling between partners has been shown to emerge from the mutual attempt to interact with the other [2]. Other studies focus on the “Unintentional Interpersonal Coordination”, in both behavioral studies [40, 22] and cerebral activity studies [37, 45, 30, 31]. These studies show that synchrony emerges even when people do not intentionally interact. Synchrony is shown as emerging from the coupling which takes place between people when cross-perception is enabled (cross-perception occurs when two interactants perceive each other simultaneously: eye contact or touch are cross-perceptions [2]).

These phenomena are echoed by physics and theoretical studies on oscillators coupling. Huygens discovered in 1665 that the pendulums of two clocks hung together synchronize in anti-phase after a while [15]. The model explaining the anti-phase synchronization of the pendulums was proposed three hundred years later [24]: when the two pendulums oscillate, they make the support moves. These movements of the support provide little exchanges and loss of energy between the two oscillators. The furthest from anti-phase the pendulums are, the larger the movement is and thus the highest the exchange and loss of energy is. The anti-phase synchronization is the unique stable attraction basin of this dynamical system. This explains Huygens’ observations.

The more general issue of coupling between non-periodic oscillators such as chaotic oscillators has been studied by [41, 42, 14, 19, 4] following the pioneer model of Synchronization in Chaotic Systems from Pecora and Carroll [34].
The stability of these coupling states leading to turn-taking (anti-phase) and synchrony (constant phase-shift) is a direct consequence of the reciprocal influence between agents. It has already been implemented for robotics [39] and for virtual agent coupling [33].

- In the robotic experiment, two robots controlled by neural oscillators are coupled together by their mutual influence: turn-taking and synchrony emerge [39].

- In the virtual agent experiment, Evolutionary Robotics was used to design a dyad of agents able to favor cross perception situation; the obtained result is a dyad of agents with oscillatory behaviors which share a stable state of both cross perception and synchrony [33].

**Coupling Model Principles.**

These two implementations are quite simple: both signals emitted and received by the agents are one dimension signals and very few computational processes are done on them (by contrast, when visual perception is involved such as in human-agent interaction, images of video are bi-dimensional signals which require complex computational processes). It allows for very fast processing time with time delay negligible compared to interaction timing. It enables an easy coupling with the emergence of both turn-taking and synchrony. We reproduced these experiments with a dyad of 3D humanoid virtual agents. If the two agents are on the same computer and agents have a copy of the other agent’s behavior (see fig. 1(a)) the signals are exchanged without any treatment: no time delay is introduced within the interaction loop and coupling occurs. By contrast, if each agent is on its own computer and relies on acoustic and visual analysis to get information on the other as in fig. 1(b) setting, the coupling does not occur anymore. We believe this effect is due to the complex audio-video processing which introduces time delay in the interaction loop between agents.

This last setting is equivalent to human-agent systems when human’s motion is analyzed and sent to the agent. In our work we are relying on Watson [26] that provides head motion in interactive time. The mean time to get data concerning the partner (e.g. type of head movements) is about 1 sec.

We test this model and its sensitivity to time delays by implementing a dyad of agents as a NN (Neural Network) in the NN Simulator Leto/Prometheus (developed in the ETIS lab. by Gaussier et al. [12, 13]). Leto/Prometheus simulates the dynamics of NNS by an update of the whole network at each time step; it also enables to simulate coupling between agents comparable to coupling through the real world [39]. These two oscillators control the behaviors of two virtual agent implemented with the system Greta [35]. This system enables one to generate multi-modal (verbal and non-verbal) behaviors with accurate timing.

## 3. OSCILLATOR COUPLING MODEL

In both robotic and virtual agent modeling of turn-taking, two properties must be satisfied by every agent [39]: each agent has to alternate between an active state and a receptive state; these states have to be influenced by the actions of the other agent. When agents having these two properties are placed in the same environment, turn-taking emerges [39].

To satisfy these conditions, agents are controlled by two states oscillators: one state orientates the agent to be active (the agent initiates actions in imitation games, and speaks in dialogs); the other state orientates the agent to be receptive (the agent imitates in imitation games, and listens in dialogs). This oscillator is influenced by the other agent’s behavior: it is pushed toward receptive state when the other agent is active. These two properties make a dyad of agents have one stable state, phase-opposition (in dialog systems, they speak alternately).

### 3.1 The oscillator

The oscillator is made of two neurons ($N_i$), whose activities are bounded between $-1$ and 1. $N_i$ is the state of the agent: in our case, when $N_1 = 1$ the agent speaks, and when $N_1 = -1$ the agent listens. These neurons activate and inhibit each other proportionally to the parameter $\alpha$. $\alpha$ controls the natural period of the agent’s oscillator, i.e. the speed of oscillation between speaking and listening states.

This model fits the set of equation 1 (see also fig. 2(a)):

$$\begin{cases}
N_1(t+1) = N_1(t) - \alpha \cdot N_2(t) \\
N_2(t+1) = N_2(t) + \alpha \cdot N_1(t)
\end{cases}$$

![Figure 2: (a) The oscillator is made of two neurons, $N_1$, and $N_2$, with a self-connection weighted to 1. A link with weight $+\alpha$ connects $N_2$ to $N_1$, and a link with weight $-\alpha$ connects $N_1$ to $N_2$. (b) Activation of this oscillator when it is isolated from any external influence.](image)

We can make the approximation $N_1(t+1) - N_1(t) = N_1'(t)$ if $\alpha$ is small enough, i.e. if $N_1(t)$ and $N_2(t)$ vary almost continuously: with $\alpha < 0.2$ they vary between $-1$ and $+1$ in more than 10 time steps (see fig.11 for an illustration of this issue). Making this approximation, the system of equations 1 becomes:

$$\begin{cases}
N_1'(t) = -\alpha \cdot N_2(t) \\
N_2'(t) = \alpha \cdot N_1(t)
\end{cases}$$

By deriving these equations, we obtain the following set of differential equations:

$$\begin{cases}
N_1''(t) = -\alpha^2 \cdot N_1(t) \\
N_2''(t) = -\alpha^2 \cdot N_2(t)
\end{cases}$$

Finally the general solutions of such equations, $N_i''(t) + \alpha^2 \cdot N_i(t)$, are the oscillatory functions of equation 4:

$$N(t) = A \sin(\alpha t + \phi)$$

where $A$ is the constant oscillator amplitude and $\phi$ its phase: in our case, when the oscillator is isolated, it starts with a null activation, $A = 1$ and $\phi = 0$. The implementation of this oscillator in the Leto/Prometheus simulator makes the neuron $N_1$ produces the sinusoidal signal plotted on fig.2(b).

### 3.2 The coupling

Let us consider a dyad of oscillators $N$ and $M$. To enable mutual influence between them, the main neuron ($N_1$ and $M_1$) of each oscillator should directly (weakly) inhibit the main neuron of the other, see fig. 3. The $\text{inhib}$ parameter controls the sensitivity of the agent to the other agent’s speaking turn: if $\text{inhib}$ is low, speech overlapping is tolerated by the agent, whereas if $\text{inhib}$ is high the agent will be quiet as soon as the other agent speaks.

For the oscillators, $N$ and $M$, the set of equations 2 becomes:
For a given set of parameters ($\alpha$, $\beta$, inhib), to determine if anti-phase synchronization occurs between agents, we use a procedure described by Pikovsky, Rosenblum and Kurths in their reference book “Synchronization” [36]. This procedure consists in comparing the phases of two signals to determine if they are synchronous or not.

Let us recall that “the phase of narrow-band signal such as the one produced by our oscillators (sinusoid) can be obtained by means of the analytic signal concept originally introduced by Gabor [11]” [36]. To implement this, we have to construct the complex process $\zeta(t)$ from the scalar signal $N(t)$:

$$\zeta(t) = N(t) + iN_H(t) = A(t)e^{i\phi(t)} \quad (7)$$

where $N_H(t)$ is the Hilbert transform of $N(t)$ [36].

The instantaneous phase $\phi(t)$ and amplitude $A(t)$ of the signal are thus uniquely determined from equation 7.

**4. COUPLING ANALYSIS**

Each dyad of agents is characterized by a set of three parameters: $\alpha$, the speaking/listening period of agent$N$, $\beta$ the speaking/listening period of agent$M$, and inhib, the reciprocal influence between these agents. Coupling occurs between agents if they manage to reach a shared stable state, even when $\alpha$ and $\beta$ are different. Here coupling occurs if agents speak alternately, i.e. if their internal oscillators synchronize in anti-phase.

### 4.1 Evaluation methodology

For each 5000 time steps simulation, we define that phase-lock occurs if the two following properties are satisfied:

- First, the phase-shift $\Delta \phi_{N,M}(t)$ becomes almost constant at time $t_{\text{phaseLock}}$ (time defined in time steps), smaller than 4000 time steps (1000 time steps before the end of the simulation), and remains constant until the end.

- Second, if $t_{\text{phaseLock}}$ exists, the DNP (Dyad’s Natural Period) after $t_{\text{phaseLock}}$ is equal to 1. $\pi$.

When agents synchronize in anti-phase, their phase-shift remains near $1 \cdot \pi$.
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ished DNP, \( \text{PhaseLockSpeed} = 1 \); if phase-lock occurs at \( t = 4000 \), \( \text{PhaseLockSpeed} = 0 \); and if there is no finished DNP, \( \text{PhaseLockSpeed} < 0 \). For instance, with the previous parameters, \( \alpha = \beta = 0.05 \) and \( \text{inhib} = 0.01 \), the phase-lock occurs with a speed near 0.8 and for a phase shift equal to \( \pi \) (i.e. anti-phase locking).

These automatic calculus of \( \text{PhaseLockSpeed} \), \( \text{PhaseShift} \) and \( \text{Period} \) enable us to test the ability of a given dyad of agents (characterized by \( \alpha, \beta \) and \( \text{inhib} \)) to take turns (synchronize in anti-phase).

4.2 Test of Parameters

The parameters usually tested in such a coupling between oscillators are they natural periods ratio \( \alpha/\beta \) and their mutual inhibition – \( \text{inhib} \) [36]. We briefly test here these properties of the dyad of oscillators.

Reciprocal influence.

For given \( \alpha = \beta = 0.05 \), we test the influence of reciprocal inhibition on the coupling: if inhibition is too low, no coupling is possible (or after a very long time if the two oscillators have the exact same period), and if inhibition is too high, the two oscillators do not oscillate anymore, one stays high and the other stays low, the dynamic of the dyad is disrupted (see fig.7).

![Figure 7: The plain line represents the phase shift when phase-lock occurs (a phase shift equal to \( \pi \) is for anti-phase, \( \Delta \phi_{N,M} = \pi \), and the dotted line represents the locking speed. For inhib > 0.050, a phase lock equal to \( \pi \) is shown but oscillators do not oscillate, one remains high and the other remains low (see fig. 8, b)).](image)

Coupling occurs when phase-lock occurs, phase-shift is equal to \( \pi \) and periods of oscillators are finite. For the oscillator parameters \( \alpha = \beta = 0.05 \), the highest reciprocal inhibition between oscillators which enables coupling without killing oscillations is \( \text{inhib}_{\text{limit}} = 0.05 \) (see fig. 8, b) and (c)). Actually, \( \text{inhib}_{\text{limit}} \approx \alpha, \beta \), i.e. inhibition should not be higher than the internal weights of oscillators.

Ratio between natural periods of oscillators.

Let us test the influence of \( \alpha/\beta \) variation on the coupling. The reciprocal inhibition is fixed to \( \text{inhib} = 0.05 \), the oscillator\( N \)'s parameter is fixed to \( \alpha = 0.05 \) and the oscillator\( M \)'s parameter varies between \( \beta = 0 \) and \( \beta = 0.3 \) with a 0.002 step (see fig. 8).

For reciprocal inhibition \( \text{inhib} = 0.05 \), if \( \alpha/\beta \) differs from 1 too much, oscillators do not lock in anti-phase: when \( \alpha/\beta \) decreases (\( \beta \) increases), the DNP increases until the second oscillator oscillates several times during one oscillation of the first (for \( \beta = 1.3 \)); conversely, when \( \alpha/\beta \) increases (\( \beta \) decreases), DNP decreases until there is not anymore oscillation (for \( \beta = 0.03 \)) (see fig. 8, a).

5. TEST OF DELAY EFFECT

In order to test how a delay in the processing of signals affect the ability of an agent to couple with another, we introduce in our dyad of agents a delay in the reciprocal inhibition (see fig. 9). This delay will account for exactly what happens when we go from agents interacting altogether in the same virtual environment to agents interacting via the real world with other agents or with humans. Processing of audio and video signal introduces delays between the perception and the availability of the information within the system.

A null delay means that the signal is immediately transmitted, a delay \( d \) means that the signal transmitted is the signal which occurred \( d \) time steps before (see sets of equations 8 and 9). The "delay box", records \( d \) signals in a FIFO queue.

![Figure 9: Architecture of the two agents influencing each other. Each agent is driven by an internal oscillator and influences the other depending on this oscillator. The signals exchanged between agents are delayed by \( d \) time steps.](image)

With the delay \( d \), the two sets of equations 5 and 6 become:

\[
\begin{align*}
N_1(t) &= -\alpha \cdot N_2(t) - \text{inhib} \cdot M_1(t - 1 - d) \\
N_2(t) &= \alpha \cdot N_1(t)
\end{align*}
\]

and

\[
\begin{align*}
M_1'(t) &= -\alpha \cdot M_2(t) - \text{inhib} \cdot N_1(t - 1 - d) \\
M_2'(t) &= \alpha \cdot M_1(t)
\end{align*}
\]

Test of the delay for \( \alpha = \beta = 0.05 \).

To evaluate the effect of the delay, we test the coupling capability of the dyad for different values of \( d \). We make \( d \) vary from 0 to 100 time steps and calculate for each experiment the speed of anti-phase locking between the agents as well as the DNP (see fig. 10).

![Figure 10: \( \alpha = \beta = 0.05 \) and the transmission delay \( d \) varies between 0 and 100 time steps (\( \text{inhib} = 0.01 \)). The plain line represents the phase lock when it occurs (a phase lock equal to \( \pi \) is for anti-phase, \( \Delta \phi_{N,M} = \pi \), and the dotted line represents the locking speed.](image)

Figure 10 shows that, with \( \alpha = \beta = 0.05 \) and \( \text{inhib} = 0.05 \), as soon as the delay \( d \) is above 18 time steps, the coupling is disrupted: locking speed is null and the phase shift is around \( 0/2\pi \). Agents have the same natural period (\( \alpha = \beta = 0.05 \)) and start with the same phase (\( \Delta \phi_{\text{ini}} = 0 \)), by consequence their phase shift is naturally near 0 or \( 2\pi \) when no coupling is possible.

To test how this Maximal Tolerated-Delay (MTD) depends on the three parameters of the dyad, we first test if it is proportional DNP.

Test of the delay for \( 0.00 < \alpha = \beta < 0.30 \).

For \( \text{inhib} = 0.03 \) and \( 0.01 < \alpha = \beta < 0.3 \) the DNP of the coupled system obtained are displayed on fig. 11.
At this point, we can notice two things:
- Under $\alpha = \beta = 0.03 = \text{inhib}$ no coupling occurs: $\alpha$ and $\beta$ are lower than the reciprocal inhibition $\text{inhib}$; The internal dynamics of oscillators are disrupted as soon as agents are put together (we observe the same phenomenon for $\text{inhib} = 0.05$).
- Above $\alpha = \beta = 0.2$ coupling appears chaotic: $N(t)$ and $M(t)$ cannot be considered as varying continuously (see Section 3.1); they switch unpredictably between positive and negative values, constant phase-opposition is not a stable state of the system. These phenomena are independent from the study of the delay but they will influence our results.

In the same conditions ($\text{inhib} = 0.03$ and $0.01 < \alpha = \beta < 0.3$) we test the effect of delay, $0 < d < 50$. Figure 12 shows the phase-lock speed obtained for every couple ($\alpha = \beta, d$).

We can notice here that above a certain delay, the Maximal Tolerated Delay (MTD), coupling is disrupted. But when the delay is a multiple of the DNP, coupling is enabled again.

For $\text{inhib} = 0.03$, coupling occurs between $\alpha = \beta = 0.03$ and $\alpha = \beta = 0.2$. Between these values, the curves of the DNP and the MTD are almost proportional: $\text{MTD} = 0.15 \times \text{DNP}$, with a correlation coefficient equal to 0.99.

Doing the same simulations, extraction of phases, and calculations of phase-locking, for different coupling strength $\text{inhib} = 0.01$ and $\text{inhib} = 0.03$, the DNP and MTD also appeared proportional. For $\text{inhib} = 0.01$, $\text{MTD} = 0.18 \times \text{DNP}$ with a correlation coefficient equal to 0.99, and for $\text{inhib} = 0.05$, $\text{MTD} = 0.12 \times \text{DNP}$ with a correlation coefficient equal to 0.97.

The MTD appeared to be proportional to both the DNP and to the coupling strength: $\text{MTD} = (0.195 - 1.5 \times \text{inhib}) \times \text{DNP}$ with a correlation coefficient equal to 0.99.

6. DISCUSSION AND CONCLUSION

We have described the implementation of a dyad of agents controlled by oscillators and influencing each other: this dyad enables synchrony and turn-taking to emerge when coupling occurs. We have then described the methodology used to evaluate coupling between these agents and tested the parameters of this dyad: the ratio between the natural periods of agents behaviors; the reciprocal inhibition between agents. Our results show two main facts concerning oscillators modeled by neurons:
- First, that the internal variables of the oscillators ($\alpha$ for AgentN and $\beta$ for AgentM) fix the maximal external influence the oscillator tolerates without the death of their oscillations.
- Second, given the step by step update of the NN by the NN Simulator, when the weight of the connection is over 0.20, the activation of the neuron does not vary continuously anymore and becomes chaotic.

Considering these results, we tested how a delay in the transmission of signal between agents impacts the capacity of the agents to couple. We tested the set $\{0 < \alpha < 0.3, 0 < \beta < 0.3, \text{inhib} \in \{0.01, 0.03, 0.05\}\}$ for $0 < d < 100$.

The first result concerning delay is that it has an effect: a too long delay...
delay disrupts coupling. As conjectured in the introduction, when agents interact in the wild world (e.g. Human-Agent interaction, see fig.13), the complex computation of video signals they have to perform introduces delays in agents communication which may disrupt their coupling capabilities.

Figure 13: Experimental design for evaluation Human-Agent interaction [5].

Second, delays appeared as having an all or none effect: coupling occurred rapidly or did not occur at all.

The third result is that the Maximal Tolerated Delay (MTD, the maximal delay enabling coupling of the dyad), depends proportionally on both the Dyad’s Natural-Period (DNP, which depends on $\alpha$ and $\beta$) and the coupling strength (i.e. the reciprocal inhibition inhibit):
- For a given coupling strength, the MTD increases when the DNP increases: If the coupling concerns long period phenomena such as posture imitations, the MTD will be longer than if the coupling involves fast phenomena such as smiles or gaze direction imitations.
- For a given DNP, the MTD increases when the coupling strength decreases: If the DNP is fixed, when the mutual influence between agents decreases, the effect of the delay decreases too (the MTD is higher).

These results do not only concern interactions between agents but they are also relevant for human-agent interactions and human-human interactions. As we have seen in Section 2, both psychological and neurofunctional models of human-human interactions [25, 27, 28, 37, 45, 40, 22, 30, 31, 2] claim that dynamical coupling between humans is an essential aspect of their communication: it enables non-verbal interaction but it can also be seen as a complementary part of the verbal exchange [38] which leads to feelings such as rapport and mutual engagement.

Based on the facts just listed, the design of agents dedicated to interact with humans needs to integrate coupling dimension. As we know, time constraints have to be satisfied when we speak about interaction. The present paper gives a rough estimation of the MTD according to the timescales of the considered coupled behavior. For instance, during dialog between a speaker and a listener, if the mean time between successive backchannels (listener’s acknowledgments [47]) is about 3sec [1], the signals which may enable to regulate this timescale cannot be delayed more than 18% of this time scale (see Section 5); i.e. the timing of backchannels must be accurate at more or less 500msec (i.e. more accurate than the verbal reaction time to unpredictable signal [46]).

Considering these results obtained for agents interacting within the same virtual environment and with an artificial delay, our future work involves two directions:
- A theoretical way. The MTD should be quantified by adding delay in mathematical models, such as the Kuramoto model of coupling between oscillators [20].
- An experimental way. We propose to test the effect of a controlled delay on the coupling between our agent and a human interacting in a cooperative task, for instance the maze task of [6]. This task involves two humans; A character is lost in a maze; One of the subjects sees the maze and the character; the other has the commands to control the character; Both have to cooperate to find a way out the maze. This task induces rhythmic patterns of interaction in which delays can be controlled. By replacing one of the two humans by our virtual agent, the MTD can be estimated regarding the task timescale. The significance of delay can be addressed: the delay can be intentionally added in order to transmit information concerning understanding [38] or in order to disrupt interaction in case of disagreement.

In conclusion, we have seen in this paper that “handling of time” is a matter of timescales when dealing with human-agent or agent-agent interactions. It is crucial to take into account delays (appearing with computational time) in the coupling capacities of the agents.
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ABSTRACT
Computational models of motivation are tools that artificial agents can use to autonomously identify, prioritize, and select the goals they will pursue. Previous research has focused on developing computational models of arousal-based theories of motivation, including novelty, curiosity and interest. However, arousal-based theories represent only one aspect of motivation. In humans, for example, curiosity is tempered by other motivations such as the need for health, safety, competence, a sense of belonging, esteem from others or influence over others. To create artificial agents that can identify and prioritize their goals according to this broader range of needs, new kinds of computational models of motivation are required. This paper expands our ‘motivation toolbox’ with a new computational model of achievement motivation for artificial agents. The model uses sigmoid curves to model approach of success and avoidance of failure. An experiment from human psychology is simulated to test the new model in virtual agents. The results are compared to human results and existing theoretical and computational models. Results show that virtual agents using our model exhibit statistically similar goal-selection characteristics to humans with corresponding motive profiles. In addition, our model outperforms existing models of achievement motivation in this respect.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: I.2.0 [General]: Cognitive simulation; I.2.11 [Distributed Artificial Intelligence]: Intelligent agents.

General Terms
Algorithms, Experimentation, Human Factors.
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Computational models of motivation, achievement motivation, cognitive agents, virtual agents, autonomous mental development.

1. ACHIEVEMENT MOTIVATION
Achievement motivation drives humans to strive for excellence by improving on personal and societal standards of excellence [1]. In artificial agents, achievement motivation has potential roles in driving the acquisition of skills and competencies in a domain-independent manner. Some existing work has been done with competence-based computational models of motivation [2, 3], but this work has focused on modeling competence in terms of learning error and identifying situations where there is an optimal potential for learning. In contrast, achievement motivation is based on estimations of success probabilities and task difficulty. This suggests an approach to goal-selection that is independent of learning. Other work has developed competence-based models specifically concerned with achievement motivation, but experimental results have indicated that these models cannot accurately reproduce the characteristic achievement-related responses seen in humans [4]. This paper takes a different approach to developing such a model, with more accurate results. The foremost psychological model of achievement motivation is Atkinson’s Risk-Taking Model (RTM) [5]. The RTM was designed to predict individual preferences for task difficulty. It defines achievement motivation in terms of conflicting person-specific desires to approach success $M_s$ or avoid failure $M_f$ and a situation-specific component for probability of success $P_s$:

$$T_r = (M_s - M_f)(P_s - P_s^*)$$

The RTM has been an influential and successful aid to understanding achievement motivation in humans. However, to capture the subtleties of human behavior in an artificial system a more sensitive model is required. Thus, this paper draws on the ideas of probability of success and approach-avoidance motivation proposed by Atkinson, but uses sigmoid rather than quadratic functions to model the resultant tendency $T_r$ for achieving a goal with a given probability of success $P_s$. Using sigmoid representations, approach motivation grows stronger as the probability of success increases, until a certain threshold probability is reached and approach motivation plateaus. Conversely, avoidance motivation is initially zero, and becomes a large negative number as probability for success increases. This means that failure at a very easy task is punished the most. The resultant tendency for achievement motivation is the sum of these hypothetical curves as follows:

$$T_r = \frac{1}{1 + e^{\rho^+ (M^+ - P_s)}} - \frac{1}{1 + e^{\rho^- (M^- - P_s)}}$$

The model has five parameters $M^+$, $M^-$, $\rho^+$, $\rho^-$ and $P_s$. $M^+$ and $M^-$ are the turning points of the sigmoid for approach and avoidance motivation respectively, $\rho^+ > 0$ is the gradient of approach to success and $\rho^- > 0$ is the gradient of avoidance of failure.
2. THE RING-TOSS EXPERIMENT

The ring-toss game involves throwing a ring over a set distance to land over a spike. In psychology, the ring-toss experiment was originally designed to verify theories of achievement motivation in humans [6]. Because a player can stand different distances from the spike, the game defines a series of goals of different difficulty (and thus different probability of success). Psychologists hypothesize that individuals with different levels of achievement motivation will choose different distances from which to toss their ring. Atkinson and Litwin [6] conducted an investigation of the effects of achievement motivation in a ring-toss experiment. Individuals’ tendency to approach success or avoid failure was gauged using the projective test of need achievement and Mandler-Saran test. Individuals were then broken into four groups corresponding to four motivation types as follows:

- **H-L**: high approach motivation and low avoidance motivation,
- **H-H**: high motivation to approach success and avoid failure,
- **L-L**: low motivation to approach success and avoid failure,
- **L-H**: low approach motivation and high avoidance motivation.

Atkinson and Litwin [6] had forty-five human participants in their experiment and each was allowed ten opportunities to toss a ring at a peg from a distance of their choice in the range of 0 to 15 feet (approx 4.57 meters). Results were collated for each motivation type in three range-brackets for ‘easy’, ‘moderate’ and ‘hard’ goals. These brackets are shown in the first row of Table 3. When multiplied by the four motivation types, this gives a total of twelve experimental categories. Atkinson and Litwin’s human experimental results are shown in the next four rows of Table 3.

Ring-toss experiments can also be designed for artificial agents that use a computational model of achievement motivation to compute a resultant tendency for each available goal, assuming that the probability of success of the goal is known. This paper compares the results of three such experiments to human results:

- **EXPT 1**: Agents using the RTM in Equation 1;
- **EXPT 2**: Agents using the Simkins et al. [4] model;
- **EXPT 3**: Agents using the new model in Equation 2.

By creating multiple agents of each model and randomizing their parameter values within limited ranges, agents with the four motivation types can be created. We used the parameter ranges in Tables 1 and 2 for EXPTs 1 and 3 respectively. Further details of the experimental setup for EXPT 3 are reported in [7]. Details of the experimental setup for EXPT 2 are reported in [4].

<table>
<thead>
<tr>
<th>Table 1. Parameters and their value ranges for EXPT 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Param</strong></td>
</tr>
<tr>
<td>$M$</td>
</tr>
<tr>
<td>$M'$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Parameters and their value ranges for EXPT 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Param</strong></td>
</tr>
<tr>
<td>$M$</td>
</tr>
<tr>
<td>$M'$</td>
</tr>
<tr>
<td>$\rho'$</td>
</tr>
<tr>
<td>$\rho''$</td>
</tr>
</tbody>
</table>

Table 3 reports the percentage of each type of agent to assign a maximal resultant tendency to goals in each bracket, and shows the z-value for all agent-human comparisons at the 95% confidence interval. The critical z-value for a two-tailed z-test of two proportions at the 95% confidence level is ±1.96. Results for EXPT 1 show that agents using the RTM have a maximum motivational tendency at $P = 0.5$ regardless of the values of other parameters. Thus all these agents choose ‘moderate’ goals. This experiment confirms that the RTM is inappropriate for use in artificial agents. Results for EXPT 2 summarize those reported by Simkins et al. [4] using z-values rather than confidence intervals. Using confidence intervals, their agents have statistically different performance to humans in eight of the twelve experimental categories. However, z-values still indicate a statistical difference in five of the twelve categories. This result also supports the need for a more accurate model of achievement motivation, such as the one proposed in this paper. Finally, Table 3 shows that agents using the new sigmoid model in EXPT 3 produce statistically similar results to human studies in all twelve categories.

<table>
<thead>
<tr>
<th>Table 3. Comparison of humans to agents using the RTM, Simkins’ model and the new sigmoid model of achievement motivation. * indicates a statistically significant difference in results between humans and agents.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
</tr>
<tr>
<td><strong>EXPT 1</strong></td>
</tr>
<tr>
<td>H-L</td>
</tr>
<tr>
<td>H-H</td>
</tr>
<tr>
<td>L-L</td>
</tr>
<tr>
<td>L-H</td>
</tr>
<tr>
<td><strong>EXPT 2</strong></td>
</tr>
<tr>
<td>H-L (Z)</td>
</tr>
<tr>
<td>H-H (Z)</td>
</tr>
<tr>
<td>L-L (Z)</td>
</tr>
<tr>
<td>L-H (Z)</td>
</tr>
<tr>
<td><strong>EXPT 3</strong></td>
</tr>
<tr>
<td>H-L (Z)</td>
</tr>
<tr>
<td>H-H (Z)</td>
</tr>
<tr>
<td>L-L (Z)</td>
</tr>
<tr>
<td>L-H (Z)</td>
</tr>
<tr>
<td><strong>EXPT 4</strong></td>
</tr>
<tr>
<td>H-L (Z)</td>
</tr>
<tr>
<td>H-H (Z)</td>
</tr>
<tr>
<td>L-L (Z)</td>
</tr>
<tr>
<td>L-H (Z)</td>
</tr>
</tbody>
</table>
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ABSTRACT
Distributed constraint optimization problems (DCOPs) are well-suited for modeling multi-agent coordination problems. However, most research has focused on developing algorithms for solving static DCOPs. In this paper, we model dynamic DCOPs as sequences of (static) DCOPs with changes from one DCOP to the next one in the sequence. We introduce the ReuseBounds procedure, which can be used by any-space ADOPT and any-space BnB-ADOPT to find cost-minimal solutions for all DCOPs in the sequence faster than by solving each DCOP individually. This procedure allows those agents that are guaranteed to remain unaffected by a change to reuse their lower and upper bounds from the previous DCOP when solving the next one in the sequence. Our experimental results show that the speedup gained from this procedure increases with the amount of memory the agents have available.
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1. INTRODUCTION
Distributed constraint optimization problems (DCOPs) are problems where agents need to coordinate their value assignments to minimize the sum of the resulting constraint costs. DCOPs are well-suited for modeling multi-agent coordination problems where the interactions are primarily between subsets of agents. Most research has focused on developing algorithms for solving static DCOPs, that is, DCOPs that do not change over time. In this paper, we model dynamic DCOPs as sequences of (static) DCOPs with changes from one DCOP to the next one in the sequence. The objective is to determine cost-minimal solutions for all DCOPs in the sequence, which could be done with existing DCOP algorithms by solving each DCOP individually. Such a brute-force approach can be sped up because it repeatedly solves DCOP subproblems that remain unaffected by the changes. We therefore introduce the ReuseBounds procedure, which allows any-space ADOPT and any-space BnB-ADOPT to reuse information gained from solving the previous DCOP when solving the next one in the sequence.

2. BACKGROUND
DCOPs: A DCOP is a tuple \( \langle A, D, F \rangle \). \( A = \{a_i\}_{i=0}^n \) is the finite set of agents. \( D = \{d_i\}_{i=0}^n \) is the set of finite domains, where domain \( d_i \) is the set of possible values for agent \( a_i \). \( F = \{f_i\}_{i=0}^m \) is the set of binary constraints, where each constraint \( f_i : d_{i_1} \times d_{i_2} \rightarrow \mathbb{R}^+ \cup \infty \) specifies its non-negative constraint cost as a function of the values of two different agents \( a_{i_1} \) and \( a_{i_2} \) that share the constraint. An solution is an agent-value assignment for all agents. Its cost is the sum of the constraint costs of all constraints. Solving a DCOP optimally means finding a cost-minimal solution. DCOPs are commonly visualized as constraint graphs, whose vertices are the agents and whose edges are the constraints. Most DCOP algorithms operate on pseudo-trees, which are spanning trees of fully connected constraint graphs such that no two vertices in different subtrees of the spanning tree are connected by edges in the constraint graph.

DDCOPs: We define a DDCOP to be a sequence of (static) DCOPs with changes from one DCOP to the next one in the sequence. Solving a DDCOP optimally means finding a cost-minimal solution for all DCOPs in the sequence. This approach is a reactive approach since it does not consider future changes. The advantage of this approach is that solving DDCOPs is no harder than solving multiple DCOPs.

DCOP Algorithms: ADOPT [2] and BnB-ADOPT [3] transform the constraint graph to a pseudo-tree and then
search for a cost-minimal solution. ADOPT uses best-first search while BnB-ADOPT uses depth-first branch-and-bound search. For ADOPT and BnB-ADOPT, each agent $a_i$ maintains at all times one context $X^{a_i}$ and lower bounds $LB_{X^{a_i}}(d)$ and upper bounds $UB_{X^{a_i}}(d)$ for all values $d \in d_i$ and the context $X^{a_i}$. For any-space ADOPT and any-space BnB-ADOPT, each agent maintains multiple contexts and the bounds for these contexts [4]. A context is the assumption of agent $a_i$ on the agent-value assignments of all of its ancestors in the pseudo-tree. The bounds $LB_{X^{a_i}}(d)$ and $UB_{X^{a_i}}(d)$ are bounds on the optimal cost $OPT_{X^{a_i}}^a(d)$, which is the cost of a cost-minimal solution in case agent $a_i$ takes on value $d$ and each of its ancestors takes on its respective value in $X^{a_i}$. The optimal cost $OPT_{X^{a_i}}^a(d)$ is defined by

$$
OPT_{X^{a_i}}^a(d) = \delta_{X^{a_i}}^a + \sum_{c \in C(a_i)} OPT_{X^{a_i,1\cup}(a_i,d)}^a
$$

where $\delta_{X^{a_i}}^a$ is the sum of the costs of all constraints between agents whose values are defined in context $X^{a_i}$, and $C(a_i)$ is the set of children of agent $a_i$ in the pseudo-tree.

3. REUSEBOUNDS PROCEDURE

When solving the next DCOP in the sequence, one constructs the pseudo-tree for the next DCOP, uses the ReuseBounds procedure to identify the lower and upper bounds that were cached by any-space ADOPT or any-space BnB-ADOPT when solving the previous DCOP and can be reused for the next DCOP, initializes the other bounds and finally uses any-space ADOPT or any-space BnB-ADOPT to solve the next DCOP optimally. The ReuseBounds procedure identifies affected agents, which are those agents whose optimal costs can be different for the previous and next DCOPs. They have one or more of the following properties:

- **Property 1:** Agent $a_i$ shares an added constraint, deleted constraint or constraint with changed constraint costs with another agent. If the agent shares the constraint with a descendant, then it is an affected agent (see Property 3). If the agent shares the constraint with an ancestor, then the cost $\delta_{X^{a_i}}^a(d)$ for some value $d$ and context $X^{a_i}$ can change, which in turn can change its optimal cost $OPT_{X^{a_i}}^a(d)$ (see Equation 1).

- **Property 2:** Agent $a_i$ has a different set of children $C(a_i)$ in the previous and next DCOPs, which can change its optimal cost $OPT_{X^{a_i}}^a(d)$ (see Equation 1).

- **Property 3:** Agent $a_i$ has a descendant $a_j$ that is an affected agent, which means that the optimal cost $OPT_{X^{a_i}}^a(d)$ for some value $d$ and context $X^{a_i}$ can change, which in turn can change the optimal cost $OPT_{X^{a_i}}^a(d')$ (see Equation 2) and thus also the optimal cost $OPT_{X^{a_i}}^a(d')$ of its parent $a_k$ (see Equation 1), and so on. Therefore, the optimal costs of all ancestors of agent $a_j$ (including the one of agent $a_k$) can change.

The affected agents cannot reuse their lower and upper bounds for the next DCOP because the optimal costs can be different for the previous and next DCOPs and the bounds on the optimal costs of the previous DCOP might thus no longer be bounds on the optimal costs of the next DCOP.

4. EXPERIMENTAL RESULTS

We now compare the runtimes of any-space ADOPT and any-space BnB-ADOPT with and without the ReuseBounds procedure. We use the distributed DFS algorithm with the max-degree heuristic [1] to construct the pseudo-trees. We measure the runtimes in cycles [2], vary the amount of memory of each agent with the cache factor metric [4] and use the MaxEffort and MaxPriority caching schemes [4] for any-space ADOPT and any-space BnB-ADOPT, respectively. We consider the following changes: (1) change in the costs of a random constraint, (2) removal of a random constraint, (3) addition of a random constraint, (4) removal of a random agent and (5) addition of a random agent. We averaged our experimental results over 50 DDCOP instances with the above five changes in random order and used a randomly generated graph coloring problem of density 2, domain cardinality 5 and constraint costs in the range of 0 to 10,000 as the initial DCOP for each DDCOP.

Table 1 shows our experimental results. The runtimes of both DCOP algorithms decrease as the cache factor increases. The reason for this behavior is that they reduce the amount of duplicated search effort when they cache more information [4]. The runtimes of both DCOP algorithms are smaller with the ReuseBounds procedure than without it, and the speedup increases as the cache factor increases. The reason for this behavior is that the unaffected agents can cache and reuse more lower and upper bounds from the previous DCOPs as the cache factor increases.

<table>
<thead>
<tr>
<th>Cache Factor</th>
<th>Any-space ADOPT</th>
<th>Any-space BnB-ADOPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>8630</td>
<td>1.0</td>
</tr>
<tr>
<td>0.2</td>
<td>213.93</td>
<td>12.4</td>
</tr>
<tr>
<td>0.4</td>
<td>929.77</td>
<td>51.17</td>
</tr>
<tr>
<td>0.6</td>
<td>511.76</td>
<td>338.6</td>
</tr>
<tr>
<td>0.8</td>
<td>1573</td>
<td>2615</td>
</tr>
<tr>
<td>1.0</td>
<td>1573</td>
<td>1573</td>
</tr>
</tbody>
</table>

Table 1: Experimental Results
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ABSTRACT

A traditional approach to reasoning about the trustworthiness of a transaction is to determine the trustworthiness of the specific agent involved, based on its past behavior. As a departure from such traditional trust models, we propose a transaction centered trust model (MetaTrust) where an agent uses its previous transactions to assess the trustworthiness of a potential transaction based on associated meta-information, which is capable of distinguishing successful transactions from unsuccessful ones. This meta information is harnessed using a machine learning algorithm (namely, discriminant analysis) to extract relationships between the potential transaction and previous transactions.
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1. INTRODUCTION

Traditional trust approaches [2, 4], while effective when the necessary information is available, often rely upon knowledge that may not actually be available locally to the assessor. For instance, they require to find a trust path between trustor and the target agent, which is not trivial in large systems, and suffers the “weakest link phenomenon” [1]. We thus explore a new trust model (MetaTrust), which is capable of harnessing meta-information which is generally not considered in existing trust models, and may be available locally. This new model, given its use of different kind of information, is meant to complement traditional models.

MetaTrust relies on discriminant analysis (DA) [3] to exploit the agent’s local knowledge. DA is a well known family of methods for dimensionality reduction and classification. DA methods take as input a set of events belonging to k (≥ 2) different classes and characterized by various features, and find a combination of the features (a classifier) that separates these k classes of events.

In MetaTrust, a user’s past transactions are described by a set of meta-information and classified according to their outcome: successful or unsuccessful (without loss of generality, we consider linear DA over two classes). Each transaction information is stored locally by the user. The user then performs a linear DA on this data to obtain a linear classifier that allows him to estimate whether a potential transaction is likely to be successful or not.

2. OUR APPROACH

Consider a scenario where a customer a_x encounters a potential service provider a_y and a_x has no prior experience with a_y. We assume that a_x can obtain meta information about this potential transaction \Theta_{a_x,a_y}. We denote such meta information of \Theta_{a_x,a_y} by M\Theta_{a_x,a_y} = \{m_1^{a_x,a_y}, m_2^{a_x,a_y}, \ldots, m_d^{a_x,a_y}\}. So the potential transaction is represented by vector p = (m_1 m_2 m_3 \ldots m_d).

We assume that a_x has recorded n historical transactions with other agents. To estimate reliability of this potential transaction, based on transaction outcome, a_x classifies its historical transactions into two disjoint groups, the successful (G_s) and the unsuccessful transaction group (G_u), which are represented as:

\[ G_{s/u} = \begin{pmatrix}
    m_{\Theta_{a_x,a_1}}(s/u) & \ldots & m_{\Theta_{a_x,a_1}}(s/u) \\
    \vdots & \ddots & \vdots \\
    m_{\Theta_{a_x,a_n}}(s/u) & \ldots & m_{\Theta_{a_x,a_n}}(s/u)
\end{pmatrix} \] (1)

The two transaction groups contain respectively n_s and n_u transactions (n = n_s + n_u).

Agent a_x performs linear discriminant analysis to classify the potential transaction as belonging to successful or unsuccessful transaction group to decide whether or not to transact with the corresponding service provider. Let h_x be a x 1 (column) vector of ones.

This work was funded by A-STAR grant 072 134 0055.

Agent \( a_x \) first calculates the centroid of each group: 
\[
c_s = \frac{1}{n_s} \cdot h_s^T \cdot G_s \quad \text{and} \quad c_u = \frac{1}{n_u} \cdot h_u^T \cdot G_u.
\]
Similarly, the global centroid is calculated by averaging each type of meta information across all past transactions:
\[
c = \frac{1}{n} \cdot h^T \begin{bmatrix} G_s \\ G_u \end{bmatrix}
\] (2)

In LDA, the internal variance (within-class scatter matrix) and external variance (between-class scatter matrix) are used to indicate the degree of class separability, i.e., to what extent can the successful transactions be distinguished from the unsuccessful transactions. The internal variance, which is the expected covariance of each group is obtained by 
\[
S_w = \frac{1}{n_s} (G_s - h_u c_u) (G_s - h_u c_u)^T
\]
and 
\[
S_b = \frac{1}{n_u} (G_u - h_s c_s) (G_u - h_s c_s)^T
\]
So the overall within-class scatter matrix is calculated as the weighted sum of each group’s internal variance, where the weight is fraction of transactions regarding the corresponding group: 
\[
S_w = \frac{n_s}{n} (n_s S_w + n_u S_b)
\]
Then \( a_x \) calculates external variance, which is actually the covariance of the two groups, each of which is represented by its mean vector: 
\[
S_b = \frac{1}{n} (n_s (c_s - c)^T (c_s - c) + n_u (c_u - c)^T (c_u - c))
\]
LDA aims to find a projection direction (a transformation vector) \( v \) that maximizes the inter class variance and minimizes the intra class variance. Formally, the criterion function \( J(v) = \frac{v^T S_w v}{v^T S_b v} \) is to be maximized.

The projection direction \( v \) is found as the eigenvector associated with the largest eigenvalue of \( S_w^{-1} S_b \). We then transform the two groups of transactions using \( v \). Similarly, the potential transaction \( p = (m^1, m^2, m^3, \ldots, m^d) \) is also transformed and classified by measuring the distances between transformed potential transaction and the two groups (i.e., centroid), which are calculated as 
\[
D_v = v^T p - v^T c_s \quad \text{and} \quad D_u = v^T p - v^T c_u.
\]
If \( D_v > D_u \), then the transaction \( p \) is predicted as successful, otherwise it is predicted as unsuccessful.

Note that we try to collect as much meta information as possible, and the MetaTrust model filters out the not-so-relevant variables for us. That is to say, the meta information which is more capable of distinguishing successful transactions from unsuccessful ones will have more impact on the final classification result.

3. EVALUATION

We use real dataset collected from an Internet auction site Allegro to conduct experiments. The Allegro dataset contains 10,000 sellers, 10,000 buyers, more than 200,000 transactions and over 1.7 million comments. In the experiments, a transaction is considered successful if its feedback is positive, otherwise, it is considered unsuccessful. We extract three kinds of meta information from Allegro data: \( M_1 \): category of the item; \( M_2 \): price of the item and \( M_3 \): number of items already sold by the seller when the transaction occurs. We evaluate performance of MetaTrust by studying its capability of detecting Internet auction fraud. When a buyer encounters a potential transaction, which is conducted by an unknown seller, it will gather meta information regarding the item (i.e., \( M_1 \), \( M_2 \) and \( M_3 \)) and then perform MetaTrust to estimate the trustworthiness of this transaction with respect to the buyer’s past transactions that belong to the same category \( M_1 \).

4. CONCLUSION

Unlike many existing trust models [2, 4], which rely on specific agent’s historical information to predict its future behavior, MetaTrust only uses trustor’s local knowledge. Using DA, MetaTrust analyzes characteristics of interactions’ meta information to obtain a classifier that helps estimate whether the potential interaction is likely to get classified in the successful group or not. Evaluation using real dataset demonstrates efficacy of MetaTrust in detecting Internet auction fraud.
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ABSTRACT
This paper studies the problem of collective decision-making in a combinatorial domain where the agents’ preferences are represented by qualitative models with TCP-nets (Tradeoffs-enhanced Conditional Preference Network). The features of TCP-nets enable us to easily encode human preferences and the relative importance between the decision variables; however, many group decision-making methods require numerical measures of degrees of desirability of alternative outcomes. To permit a natural way for preference elicitation while providing quantitative comparisons between outcomes, we present a computationally efficient approach that compiles individual TCP-nets into ordinal penalty scoring functions.

1. INTRODUCTION

In many real world scenarios, we need to represent and reason about the simultaneous preferences of multiple agents [4]. In this paper, we investigate the theory of TCP-nets (Tradeoffs-enhanced Conditional Preference Network) [2], a variant of CP-net (Conditional Preference Network) [1], as a formal model for representing and reasoning about the agents’ preferences. We present an approach that compiles an individual TCP-net into an ordinal penalty scoring function.

2. TCP-NETS

A TCP-net (Tradeoffs-enhanced Conditional Preference Network) $\mathcal{N}$ [2] is a preference-representation structure that extends the CP-net [1] by incorporating the relative importance between variables. The nodes of a TCP-net are the domain variables. There are three sets of arcs between variables: $\text{cp}$, $i$ and $ci$. $\text{cp}$ denotes a set of directed $\text{cp}$-arcs ($\text{cp}$ stands for conditional preference). A $\text{cp}$-arc $(X, Y)$ is in $\mathcal{N}$ iff the preferences over the values of $Y$ depend on the actual value of $X$; we called $X$ is a parent variable of $Y$. Each variable $Y$ is then annotated with a conditional preference table $\text{CPT}(Y)$, which associates a total order $\succ^{\text{Y}}_{\text{u}}$ with each instantiation $\text{u}$ of $Y$’s parents $\text{Pa}(Y)$, i.e. $\text{u} \in \text{D}(\text{Pa}(Y))$. $i$ is a set of directed $i$-arcs (where $i$ stands for importance). An $i$-arc $(X, Y)$ is in $\mathcal{N}$ iff $X$ is unconditionally more important than $Y$, i.e., $X \succ Y$. $ci$ is a set of undirected $ci$-arcs (where $ci$ stands for conditional importance). A $ci$-arc $(X, Y)$ is in $\mathcal{N}$ iff we have $\text{RF}(X, Y|Z)$ for some $Z \subseteq V \setminus \{X, Y\}$ and $Z$ is called the selector set of $(X, Y)$. We denote the selector set of a $ci$-arc $\gamma = (X, Y)$ by $\text{S(}\gamma\text{)}$ and the union of the selector set in a TCP-net $\mathcal{N}$ by $\text{S(}\mathcal{N}\text{)}$. Each $ci$-arc $\gamma = (X, Y)$ is associated with a conditional importance table $\text{CIT(}\gamma\text{)}$ from every instantiation of $s \in \text{D}(\text{S(}\gamma\text{)})$ to the orders over the set $\{X, Y\}$. A TCP-net in which the sets $i$ and $ci$ (and therefore, the conditional importance tables) are empty, is also a CP-net.

3. INDIVIDUAL PREFERENCE

Our work of individual preference approximation is based on the work of Domshlak et al. [3], which provides a numerical approximation for acyclic CP-nets using weighted soft constraints. In this paper, we go one step further by incorporating the relative importance information among pairs of variables and introduce an ordinal penalty scoring function as a numerical approximation not only for acyclic CP-nets, but also for conditionally acyclic TCP-nets. In broad terms, given a conditionally acyclic TCP-net, we generate a penalty scoring function representing that TCP-net in the following steps. First, we assign an importance weight to each variable based on the structure of the given TCP-net. Next, a penalty scoring function is defined based on penalty analysis. As to examine the structure induced by a TCP-net, we recall the following notion of the dependency graph of a TCP-net [2]:

DEFINITION 1 (DEPENDENCY GRAPH). The dependency graph $\mathcal{N}^*$ of a TCP-net $\mathcal{N}$ contains all the nodes and arcs of $\mathcal{N}$, and for every $ci$-arc $\gamma = (X, Y)$ in $\mathcal{N}$ and every variable $Z \in \text{S(}\gamma\text{)}$, $\mathcal{N}^*$.

1We refer to [2] for the formal definition of conditionally acyclic TCP-nets.
contains a directed sci-arc \((Z, X)\) (resp. \((Z, Y)\)), if there is no arc between \(Z\) and \(X\) (resp. \(Z\) and \(Y\)) in \(\mathcal{N}\). We denote sci as the set of sci-arcs in \(\mathcal{N}^*\).

Figure 1(b) shows the dependency graph of the CP-net in Figure 1(a). For a variable \(X\) in \(\mathcal{N}^*\), we call the variables \(Y\) s.t. \((X, Y)\) ∈ \(\text{cp} \cup \text{sci}\) as the dependants of \(X\). For a variable \(X\), let \(|D(X)|\) be the domain size of \(X\) and thus there are \(|D(X)|\) degrees of penalties. Without loss of generality, we assume the degree of penalties of a variable \(X\) range between 0 and \(|D(X)| - 1\), that is, \(d_1 = 0, \ldots, d_{|D(X)|} = |D(X)| - 1\). For the TCP-nets in Figure 1(a), since all variables are binary, there are only two degrees of penalties, i.e., \(d_1 = 0\) and \(d_2 = 1\). For a variable \(X\), consider a preference ordering over the value of \(X\) given an instantiation of \(X\)’s parents, let the rank of the most preferred value of \(X\) be 0 and the rank of the least preferred value of \(X\) be \(|D(X)| - 1\).

Consequently, given an outcome \(o\), the degree of penalty of a variable \(X\) in \(o\) is the rank of the value \(o[X]\) in the preference ordering over \(X\) given the parent context \(u = o[Pa(X)]\). We denote by \(d^X_o\) (\(d^X_o \in \{d_1, \ldots, d_{|D(X)|}\}\)) the degree of penalty of \(X\) with respect to \(o\). For instance, consider a variable \(X\) such that \(|D(X)| = 3\). Assume that, under a parent context \(u = o[Pa(X)]\) assigned by an outcome \(o\), \(x \succ x' \succ x''\). Hence, if \(o[X] = x\), then \(d^X_o = d_1 = 0\); if \(o[X] = x'\), then \(d^X_o = d_2 = 1\); if \(o[X] = x''\), then \(d^X_o = d_3 = 2\).

Then we analyse the importance weights of variables in a TCP-net. We first assign the value to each arc in the dependency graph of the given TCP-net, then, we analyse the importance weight of a variable \(X\) in a particular outcome \(o\), denoted by \(w^o(X)\), by considering (i) the values of the directed cp-, i- and sci-arcs \((X, Y)\) that originate at \(X\); and (ii) the values of the ci-arcs \(\gamma = (X, Y)\) ∈ \(\sigma\) s.t. \(X \triangleright Y\) given \(z = o[S(\gamma)]\). We denote the value of an arc \(\gamma\) where \(\gamma \in \text{cp} \cup \text{sci} \cup i \cup v(\gamma)\); and the value of an arc \(\gamma = (X, Y)\) ∈ \(\sigma\) under the condition that \(X \triangleright Y\) (resp. \(Y \triangleright Z\)) by \(v^X_{\triangleright Y}(\gamma)\) (resp. \(v^Y_{\triangleright X}(\gamma)\)). Moreover, as the importance weight of a variable \(X\) is context-dependent, when we assign the weight to an arc \(\gamma\), we consider the upper bound weight of \(X\) that \(\gamma\) points to. The upper bound weight of a variable \(X\), denoted by \(w^{ub}(X)\), is computed under the assumption that for all ci-arc \((X, Y)\) ∈ \(\sigma\), \(X\) is contextually more important than \(Y\). Figure 1(c) shows an example of assignments to the arc values and upper bound weights of variables for the given dependency graph in Figure 1(b).

Given a TCP-net \(\mathcal{N}\) and an outcome \(o\), the penalty of a variable \(X\) in \(o\) is the degree of penalty of \(X\) in \(o\), i.e. \(d^X_o\), multiplied by the importance weight of \(X\) in \(o\), i.e. \(w^o(X)\). Then we can analyse the penalty score of an outcome by considering the sum of the penalties of variables in that outcome: \(\forall o \in O, \text{pen}(o) = \sum_{X \in V} w^o(X) \cdot d^X_o\).

4. COLLECTIVE PREFERENCE

After the individual penalty scores are computed independently, these penalty scores are aggregated into a normalized collective penalty scoring function that best conveys the preferences of the group of the agents.

**Definition 2** (Collective penalty scoring function). Given a set of conditionally acyclic TCP-nets \(\mathcal{N} = \{N_1, \ldots, N_n\}\), the collective penalty scoring function \(P\) mapping from \(O\) to \(\{0, +\infty\}\) is defined by:

\[
\forall o \in O, P(o) = \bigcup \{\text{pen}_i(o) \mid i = 1, \ldots, n\}
\]

where \(\bigcup\) is a function that satisfies non-decreasingness for each of its argument and commutativity.

As discussed in [4], the most natural choices for \(\bigcup\) are sum and max. sum is a utilitarian aggregation operator, stating that the collective penalty score of an outcome is the sum of the penalty scores of the agents in the group. On the other hand, max states that the maximum penalty score among all the agents should be considered. Thus, the max aggregation operator corresponds to the egalitarian social welfare.

5. FUTURE WORK

In this paper, we have studied the problem of group decision-making with TCP-nets (Tradeoffs-enhanced Conditional Preference Network). Based on the previous work, we have gone one step further by incorporating the relative importance relation among pairs of variables and introduced an individual penalty scoring function as a numerical approximation not only for acyclic CP-nets, but also for conditionally acyclic TCP-nets.

Nonetheless, the present work is only applicable for conditionally acyclic TCP-nets. The investigation of techniques to deal with cyclic preferences need to be further explored.
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ABSTRACT
This paper presents a novel approach to intrusion detection using curious agents to detect anomalies in network data. Curious agents use computational models of novelty-seeking behavior and interest, based on human curiosity, to reason about their experiences in their environment. They are online, single-pass agents that respond to the similarity, frequency and recentness of their experiences. As such, they combine a number of important characteristics required for intrusion detection. This paper presents a generic, curious reflex agent model for network intrusion detection and the results of experiments with a number of variants of this model. Specifically, five different models of curiosity are compared for their ability to detect first instances of attacks in the KDD Cup data set. Results show that our curious agents can achieve high detection rates for intrusions, with moderate false-positive rates.
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1. CURIOUS REFLEX AGENTS FOR NETWORK INTRUSION DETECTION
Our curious agent model uses three reasoning processes to monitor the network: sensation, curiosity and activation. These processes are discussed in detail in the following sections.

1.1 Sensation
An agent monitors its environment, in this case a network, using its sensors. In the experiments in this paper, the agent’s sensors read simulated network data (connection records) from a comma-separated value file. This raw data is converted into two structures to assist further reasoning. The first is an observation vector and the second an event. An observation vector \( O(t) = (o_1(t), o_2(t), \ldots, o_j(t)) \) represents the network data packet at the time \( t \). An event \( E(t) \) represents the change in observed network data between time \( t \) and time \( t - 1 \).

1.2 Curiosity
The curiosity process models the behavior of a network and uses this model to compute a curiosity value \( C(o) \) for each observation or event. The curiosity process has up to three layers. The first layer is the clustering layer. In this layer, an unsupervised learning algorithm is used to cluster observations or events. Each time an observation or event is presented to the clustering layer a winning cluster-center \( K(o) = (k_1(o), k_2(o), \ldots, k_j(o)) \) is chosen or created to best match the observation or event.

The second layer is the habituating layer [1]. The habituating layer comprises of one neuron for each cluster-center in the clustering layer. The activity of the winning cluster-center (and its neighbors in the case of the SOM) are propagated along the synapse to the habituating layer as a synaptic value \( \varsigma(o) = 1 \). Losing cluster-centers give an input of \( \varsigma(o) = 0 \) to the habituating layer. Synaptic efficacy, or novelty, \( N(o) \), is then calculated as a stepwise solution to Stanley’s model [3] by approximating \( N(o) \) as follows:

$$\tau \frac{dN(o)}{dt} = \alpha [N(o) - N(t)] - \varsigma(o)$$

$$N(t) = N(t-1) + \frac{dN(t-1)}{dt}$$

The habituation function controls the rate of change in novelty values, which permits tuning of the alarm load on the human security supervisor.

The third layer is the interest layer. In this layer, a single interest value is computed using the Wundt curve [4] with the novelty value from the winning habituating neuron as input. The interest function moderates novelty values over time and frequency, providing finer control over the detection versus false-alarm trade-off. Curiosity can thus be considered as a function of the similarity of an observation to previous observations (computed using the clustering layer), its recentness (which impacts its novelty) and the frequency with which it occurs (which impacts its interest). A compar-
Comparison of two broad variants of this model is shown in Figure 1. The first models curiosity $C(t)$ as novelty (i.e. $C(t) = N(t)$), while the second models curiosity as interest (i.e. $C(t) = I(t)$).

![Figure 1: Novelty and interest in response to time and a changing stimulus observation or event.](image)

### 1.3 Activation

The activation process reflexively raises an alarm when a highly curious, and thus potentially anomalous, observation or event is sensed. The notion of high and low curiosity implies a curiosity threshold $\Psi$ below which network data is ignored and above which an alarm is raised.

## 2. EXPERIMENTS

This section details an experiment with four variations of the general curious agent model described above. We use the benchmark KDD Cup data set, as the network environment to be inhabited by the agents. We analyze the following variants of curious agents:

- **SOM-I**: A three layer approach reasoning about observations using a SOM clustering layer, a habituating layer to compute novelty and an interest layer. Curiosity is equal to interest using this model.
- **SOM-N**: A two layer approach reasoning about observations using a SOM clustering layer and a habituating layer to compute novelty. There is no interest layer in this model. Curiosity is equal to novelty.
- **KMEANS-N**: A two layer approach reasoning about observations using a K-means clustering layer and a habituating layer to compute novelty.
- **SART-N**: A two layer approach reasoning about observations using a SART clustering layer and a habituating layer to compute novelty.

### 2.1 Measurement Approach

In this paper we use a weighted measure to identify true-positives. In particular, we are interested in only the first $i$ (for the experiments in this paper, we used $i = 1$) instances of any attack sequence, where an attack sequence may consist of one or more back-to-back connection records belonging to a particular attack type which are disjointed by normal or other types of attack connections. It implies that in a production network an alarm is raised only $i$ times for the network administrator. It is assumed that, for an IDS operating in real-time, the network administrator would take some action to prevent further instances in the attack sequence from occurring at all.

### 2.2 Results and Discussion

Tables 1 and 2 summarize the category-wise results for the four agents at $t = 500,000$ (training data set only) and $t = 800,000$ (training and test data sets). We can conclude that the KMEANS-novelty agent has the best trade-off between true-positive and false-positive rate when the nature of the data being sensed is unchanged.

Almost all of the agents tested in this paper achieved high detection rates on the two rare classes (U2R and R2L) in the KDD Cup data sets. This is in contrast to most published results using traditional machine learning algorithms. For example, the winner the KDD Cup achieved a test accuracy of just 13.16% and 8.40%, on U2R and R2L attacks. Likewise, the runner up achieved a test accuracy of 11.84% and 7.32% on U2R and R2L attacks. Our approaches achieved up to 95% accuracy for detecting first instances of these attack types. This is very encouraging given that the agents are single pass and completely unsupervised.

In summary, the results presented in this paper do show promise for curious agent based anomaly detection approaches to real-time intrusion detection. However, further testing is required to better understand their performance on real traffic data.
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ABSTRACT
Some agent-based models use digital analogs of insect pheromones for coordination. Such models are intermediate between classical agent-based models and equation-based “mean field” models. Their position in this range can be adjusted by pheromone parameters (notably, the propagation factor).
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1. INTRODUCTION
Agent-based models (ABMs) and mean-field models (MFMs) have complementary strengths and weaknesses. One approach to ABMs imitates insect pheromones to facilitate coordination. This paper claims that pheromone-based coordination is intermediate between classical ABMs and mean-field models. We confirm this hypothesis with a simple model of population dynamics [4].

2. AGENTS AND MEAN FIELDS
Agent-based models (ABMs) focus on individual entities, while equation-based models (EBMs) focus on variables [3]. EBMs favor global variables, permitting parsimonious closed-form equations. ABMs can use variables accessible to the individual agent, allowing a local viewpoint.

As in statistical physics, a model (EBM or ABM) that replaces individual interactions with system-level averages is a mean-field model (MFM). MFMs accept an unrealistic assumption of independence among key variables for improved tractability. In both physics and multi-agent systems, MFMs have limited accuracy [4, 5], but often give more concise insight than discrete models, and researchers often compare both forms of model [1, 2].

The pheromone field in a stigmatic ABM is generated by deposits by individual agents, and is proportional to the probability of encountering an agent at a given location. When an agent makes decisions based on the field, rather than on explicit interaction with other agents, it is reasoning about a weighted average influence of the other agents—weighted because the field is generated by those agents and is concentrated near their locations.

This weighting improves accuracy. Consider five robots in a 20x20 grid. One robot’s naive mean-field estimate of the probability of encountering another robot in any given cell is 4/400 = 0.01. Alternatively, each robot could communicate directly with the others and determine exactly which cells contain other robots. The pheromone approach is intermediate. Each agent contributes to the field locally. The field is an average over agents, localized over limited regions. It is, not a mean-field, but a “lumpy-field.”

3. AN EXPERIMENT
A toroidal arena holds two species of agents [4]. Species I is immortal, uniformly distributed with average density \( n_I \), and moves randomly with diffusion coefficient \( D_I \). Species M is mortal, with initial uniform density \( n_M \). Mortals move randomly with coefficient \( D_M \). Mortals die at a constant rate \( \mu \), and divide with rate \( \lambda \) when they encounter an immortal. Continuity and symmetry predict that mortals will continue to be homogeneously distributed, \( n_M(x) = n_M \). The time evolution of \( n_M \) follows

\[
\frac{\partial n_M}{\partial t} = D_M \nabla^2 n_M + (\lambda n_I - \mu) n_M
\]

For initially uniform spatial distributions of both species, this equation has the time exponential solution,

\[
n_M(t) = n_M(0) e^{-t(\lambda n_I - \mu)}
\]

\( \lambda n_I < \mu \), mortals become extinct. An ABM without pheromones shows very different behavior. Even for positive values of \( \mu - \lambda n_I \) (e.g., 0.3), the mortal population can explode. The difference is due to a mean-field assumption in \( n_I \). As sampled by mortals, immortals are highly non-homogeneous. Mortals are born next to an immortal. A newly-born mortal sees a local density of immortals far greater than \( n_I \). Some immortals form the core of breeding clusters that generate mortals faster than they can die off.

Whether or not a run with \( \lambda n_I < \mu \) explodes depends on stochasticity and location in parameter space. The system parameters \( \lambda, \mu, D_I, \text{ and } D_M \) guide stochastic choices by each agent. E.g., a mortal meeting an immortal decides whether to reproduce by uniformly sampling [0, 1] and gives birth only if the result is less than or equal to \( \lambda \). Different random seeds yield different outcomes. In addition, different parameters (population size, birth and death rate, and mortal diffusion rate) affect the persistence of breeding clusters. We observe the effects of these parameters by repeated runs, executing execute a given configuration until mortals either die out or exceed 1000. We repeat each configuration 25 times with different random seeds, and record the percentage of trials in which the mortal population goes to zero.
We also add pheromones, with propagation in space and evaporation in time. In all models, the probability that a mortal gives birth is the product of birth rate \( \lambda \), and the probability \( p(parent) \) that an immortal parent is present. The models differ in how they estimate \( p(parent) \). The MFM estimates \( p(parent) = \eta \). In the ABM without pheromones, for each immortal in a cell,

\[
p(parent) = \begin{cases} 
1 & \text{if immortal is in cell} \\
0 & \text{otherwise} 
\end{cases}
\]

Pheromones use a “lumpy-field” with a single computation and better accuracy than an MFM. Each immortal deposits one unit of pheromone at its location in each time step. The total deposit at each step equals the immortal population. Each mortal samples the field \( \phi \) at its location, uses it to estimate \( p(parent) \), and computes the probability of birth. If \( \phi > 1 \), the mortal behaves as though it encountered \( [\phi] \) immortals, plus one more with probability \( \phi - [\phi] \). This computation is much more efficient than interacting individually with each immortal as in (3). With a single deposit, evaporation = propagation = 0, and stationary immortals, we recover the discrete model. By setting the deposit rate to 1 per immortal and evaporation to 0.5, the total pheromone over the arena is constant, and equal to the immortal population. If immortals do not move and propagation = 0, this configuration also mimics the discrete model. When immortals move, or propagation > 0, the field extends beyond the immortal’s cell. This spreading allows invalid births: a mortal may think it is in the presence of an immortal when in fact it is not, the price one pays for a simpler computation.

We model propagation with NetLogo’s `diffuse` function, which takes an argument \( \rho \in [0,1] \). Each cycle the environment subtracts \( \rho \phi \) from each cell, and distributes it evenly among the cell’s eight neighbors, updating all cells at once.

As \( \rho \) increases, a pheromone model should behave less like a discrete model and more like an MFM. However, because the field is stronger near immortals, the error will be less. Figure 1 show this behavior. As \( \rho \) increases, probability of survival approaches 0 except when \( \mu = 0 \), as in the mean-field case.

Each scenario (mean-field and pheromone with various diffusion rates) yields survival rates as a function of birth and death rates that differ from an ABM without pheromones. We weight these differences by the differences from the mean-field case, and normalize by the sum of these weights. On this scale, the MFM scores 1, and the discrete agent system scores 0. Figure 2 shows the variation in this score as a function of propagation. As anticipated, the error grows with propagation rate, and asymptotes before reaching the mean-field level. Unexpectedly, error increases when \( \rho = 0 \), compared with \( \rho = 0.01 \). \( \rho = 0 \) corresponds to the discrete model only if the depositing agent is stationary. Our immortals move, leaving a deposit that can mislead mortals. Both propagation and evaporation reduce this obsolete information.

4. CONCLUSION

MFMs avoid the cost of computing individual interactions by replacing them with averages. Conventional ABMs compute each interaction, achieving higher accuracy than a MFM, but the computational burden precludes thorough sampling of the space of possible behaviors.
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1. OVERVIEW

Markov Decision Processes (MDPs) are a powerful framework for modeling sequential decision making for agents in stochastic environments. They are one of the important challenges facing such agents in practical applications and finding a suitable way to represent the state space, so that a good way of behaving can be learned efficiently. In this paper, we focus on learning a good policy when function approximation must be used to represent the value function. In this case, states are mapped into feature vectors, and a set of parameters is learned, which allows us to approximate the value of any given state. Theoretically, the quality of the approximation that can be obtained depends on the set of states. In practice, the feature set affects not only the quality of the solution obtained, but also the speed of learning.

We focus on learning feature vectors in fully specified MDPs by a set of states $S$, a set of actions $A$, a transition model $P: S \times A \times S \rightarrow [0,1]$, and a reward function $R: S \times A \rightarrow [0,1]$. Also, $\gamma$ is a discount factor and $\gamma \in (0,1)$. A policy $\pi: S \times A \rightarrow [0,1]$ specifies a way of behaving for the agent, and we would like to evaluate the long term behavior it generates. We do this using the value function, which is defined (using matrix notation) as $V = \sum_{t=0}^{\infty} (\gamma \pi P)^t (\pi R) = \pi (R + \gamma PV)^\infty$. The last equality is known as the Bellman equation, and is at the heart of most incremental sampling algorithms to find $V$. Our goal is to linearly approximate intermediate computations.


of $V \approx \Phi \theta$, where $\Phi$ maps every state to feature vectors of dimension much smaller than $|S|$, and attempt to minimize $||V - \Phi \theta||_2$. Two types of methods have been proposed in recent years to tackle this problem. The first category of methods aims to construct basis functions that reduce the error in value function estimation [3, 5]. In this case, features are reward-oriented, and are formed with the goal of reducing value function estimation errors. The second approach, exemplified by the work of Mahadevan and Maggioni [4] (and their colleagues) relies on using data to construct a state connectivity graph. Spectral clustering methods are then used to construct state features. The resulting features capture interesting transition properties of the environment (e.g. different spatial resolution) and are reward-independent. That is, the features generated are eigenvectors of the Normalized Laplacian [1]: $L = D^{-\frac{1}{2}} (D W_1 - W) D^{-\frac{1}{2}}$, where $D_x$ is a diagonal matrix with entries $x$, and $W \in M(|S|, |S|)$ is a symmetric matrix representing diffusion models of transitions in the underlying MDP using exploratory policies.

Our goal is to show how one can incorporate rewards in feature discovery, while still using a spectral clustering approach. We use bisimulation metrics [2], as opposed to transition information, in combination with spectral clustering.

Bisimulation Metrics are used to quantify the similarity between states in an MDP. Intuitively, states are close if their immediate rewards are close, and they transition with similar probabilities to close states. These metrics can be iteratively computed, and the number of iterations determines the accuracy of the metric. The main result of [2], and which we extend for function approximation, has usage in clustering neighboring states:

THEOREM 1: Given a clustering map $C$, if $V_{agg}$ is the value function of the aggregate MDP, then $||V_{agg} - V^*||_\infty \leq \frac{1}{1 - \gamma^2} ||\text{diag}(M^*CD_1^{-1}C^T)||_\infty$, where $M^*$ is the exact bisimulation metric on the original MDP.

The above states that the approximation error is bounded above by the maximum bisimulation error between a state and the states included in the same cluster.

Eigenfunctions that incorporate reward information are desired mainly because spectral methods provide an important tool in reducing the size of representation: real positive eigenvalues corresponding to each eigenfunction. If one would have a fixed policy $\pi$, under mild conditions $\pi P = \Phi^T D \lambda (\Phi^T)^T$ for some orthogonal $\Phi^T$ and eigenvalues $\lambda$ of $\pi P$. Then $V^* = \Phi^T D \lambda (1 - \gamma \lambda)^T 1$, where $\pi R = \Phi \theta$. 


Normalized Laplacian methods use an exploratory policy ˆπ, compute an efficient alternative of Φ ˆπ based on W, then use as representation the eigenvectors in Φ ˆπ with high-order 1/(1 − γλ). As noticed, Dα, the representation of the reward using the proposed features, is completely ignored, and bisimulation metrics are going to provide alternatives to Φ ˆπ Dα, by combining reward and transition information to generate measures of similarity.

Extending bisimulation bounds for general feature maps: The main extension that allows one to use bisimulation as a heuristic for feature generation is that feature sets that are faithful to the bisimulation metric provide better bounds on the approximation error.

Given a feature extractor with the property Q1 = 1, we compute the optimal value function V ∗ of the induced MDP with on the feature set: Pφ = D−1 φ ΦT PΦ and Rφ = D−1 φ ΦT R. This can than be used to obtain the largest representable value function as φV ∗ φ. The following theorem generalizes previous results on clustering:

THEOREM 2: Given an MDP, let Φ be a set of feature vectors with the property Φ1 = 1. Then the following holds:

\[ |\|\Phi V^∗_φ - V^∗|\|_{∞} \leq |\|\text{diag}(M^T \Phi D^{-1}_φ \Phi^T)\|_{∞}/(1 - γ)^2 \]

2. EMPIRICAL RESULTS

One is free to use any kind of feature selections, but if these impose a relationship faithful to the bisimulation metric, then one has theoretical guarantees that the error in approximation is bounded. To illustrate this, we modify the spectral decomposition methods presented in [4] to use the bisimulation metric. In this end, we use a similarity matrix W K, which is the inverse exponential of M∗, normalized in [0, 1]. We compare it to previous methods based solely on state-topology (i.e. WT(s, s') = 1 if and only if one can transition s → s' or s' → s).

We first compute the eigenvectors of \( D_{W1}^{-\frac{1}{2}} (D_{W1} - W) D_{W1}^{-\frac{1}{2}} \), where W is either of W K or WT. We select the first k eigenvectors of F, based on the corresponding eigenvalues. The exact value of V ∗ is then computed as \( (I - γτ P)^{-1}τ R \), and then compared to ΦV ∗. The later is simply V ∗'s projection on an orthonormal basis of Φ, which in turn is an application of the Gram-Schmidt procedure.

7x7 and 9x11 grid worlds (Figure 1) are controlled by 4 actions representing the four movement directions in a grid. Upon using any action, the corresponding movement is performed with probability 0.9, and the state does not change with probability 0.1. If the corresponding action results in collision with wall, the state does not change. Rewards of 10 are obtained upon entering goal states (labelled by dots).

Empirical Results are shown in Figure 2 as comparisons between the best approximations possible using variable number of features. For a number of 300 randomly generated policies, the presented method was used to compute the best approximation to the value function using both bisimulation and the accessibility matrix for state similarity (as previously presented in Mahadevan and Maggioni [4]). The graphs represent average L∞ error in approximation. The last two graphs were generated by running the same algorithm at different numerical precision of the bisimulation metric.

3. CONCLUSION AND FUTURE WORK

We presented an approach to automatic feature construction in MDPs based on using bisimulation metrics and spectral clustering. The main aspect of this work is that we obtain features that are reward-sensitive, which proves quite important in practice, according to our experiments. Even when the precision of the metric is reduced, to make computation faster, the features we obtain still allow for a very good approximation. The use of bisimulation allows us to obtain solid theoretical guarantees on the approximation error. These are obtained by extending previous results on clustering using bisimulation to more general function approximation settings. However, the cost of computing or even approximate bisimulation metrics may be prohibitive for some domains. The results presented here are meant as a proof-of-concept to illustrate the utility of bisimulation metrics for feature construction. We are currently exploring more efficient reward-based feature construction methods.

Acknowledgements: This work was founded in part by FQRNT and ONR. We also want to thank the anonymous reviewers for their useful comments.
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ABSTRACT

Information diffusion and influence maximization are important and extensively studied problems in social networks. Various models and algorithms have been proposed in the literature in the context of the influence maximization problem. A crucial assumption in all these studies is that the influence probabilities are known to the social planner. This assumption is unrealistic since the influence probabilities are usually private information of the individual agents and strategic agents may not reveal them truthfully. Moreover, the influence probabilities could vary significantly with the type of the information flowing in the network and the time at which the information is propagating in the network. In this paper, we use a mechanism design approach to elicit influence probabilities truthfully from the agents. We contribute is to design a scoring rule based mechanism in the context of the influencer-influencee model. In particular, we show the incentive compatibility of the mechanisms and propose a reverse weighted scoring rule based mechanism as an appropriate mechanism to use.
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1. RELEVANT WORK

Kempe, Kleinberg, and Tardos in [5] considered the problem of influence maximization proposed by Domingos and Richardson in [3]. In [5] they proved that this problem is NP-hard even for simple models of information diffusion.


There are a number of algorithms proposed in the context of influence maximization in the recent years [1].

In the work by Goyal, Bonchi, and Lakshmanan in [4], the approach is to use a machine learning for building the models to predict the influence probabilities in social networks. They validate the models they build on a real world data set.

A mechanism design based framework to extract the information from the agents has been proposed for query incentive networks [2].

2. INFLUENCER - INFLUENCEE MODEL

In a real world social network, given a social connection between two individuals, both the individuals will have information about different aspects and properties of the connection. We now present the influencer-influencee model which tries to model this scenario.

2.1 The Model

• Given a directed edge \((i, j)\) in the social network, the social planner will ask:
  
  \(\bullet\) agent \(i\) (the influencer) to report her influence probability \(\theta_{ij}\) on \(j\) and
  
  \(\bullet\) agent \(j\) (the influencee) to report agent \(i\)'s influence on her.

• Consider an agent \(i\). Let \(\text{out}(i) = \{j | (i, j) \in E\}\) and \(\text{in}(i) = \{j | (j, i) \in E\}\). Thus agent \(i\) acts as influencer to nodes in the set \(\text{out}(i)\) and acts as the influencee for the nodes in set \(\text{in}(i)\). In this model an assumption is that agent \(i\) knows the influence probabilities on the edges that are incident on \(i\) and that are emanating from \(i\). Thus agent only knows about the influence probabilities in its neighborhood and nothing beyond that.

• Also no agent knows what influence probability is reported by the agents in its neighborhood. The only way an agent can predict the reported probability by its neighbor is by her own assessment of it. Thus we assume that for any given pair of nodes \(i\) and \(j\) having edge \((i, j)\) between them, the conditional probability distribution function \(P(\theta_{ij} | \theta_{ij}')\) which has all the probability mass concentrated at \(\theta_{ij} = \theta_{ij}'\).

• Here we discretize the continuous interval \([0,1]\) into \(\frac{1}{1+\epsilon}\) equally spaced numbers and agents will have to report
the influence probability by quoting one of the \( \frac{1}{1 + \epsilon} \) numbers. More concretely, given set \( T = \{1, 2, \ldots, t\} \) we define \( z \in \{0, \epsilon, 2\epsilon, \ldots, 1\}^t \) such that \( \sum_{i=1}^t z_i = 1 \). For the case of our problem, \( T = \{\text{active}, \text{inactive}\} \), thus agents will only have to report one number \( \theta_{ij} \in \{0, \epsilon, 2\epsilon, \ldots, 1\} \).

Based on this model we will now design a scoring rule based payment schemes.

2.2 A Scoring Rule Based Mechanism

In this mechanism, the payment to an agent \( i \) depends on the truthfulness of the distribution she reveals on edges incident on \( i \) as well as on the edges emanating from \( i \).

First we state a lemma without proof. The proof appears in the full version of the paper [6]

**LEMMA 1.** If \( w, z \in \{0, \epsilon, 2\epsilon, \ldots, 1\}^t \), \( 0 < \epsilon \leq 1 \) such that \( \sum_{i=1}^t w_i = 1 \) and \( \sum_{i=1}^t z_i = 1 \), and \( z_i = w_i \pm \epsilon \) for at least one integer \( 1 \leq i \leq t \), then

- For quadratic scoring rule
  \[
  V(z|w) \leq V(w|w) - 2\epsilon^2
  \]

We can derive similar result for the spherical and weighted scoring rule. We develop the mechanism assuming the quadratic scoring rule. A similar development will follow for other proper scoring rules. In the proposed mechanism, the payment received by an agent \( i \) is given by

\[
\left( v_i(A, \theta) + \frac{d_i^2}{2\epsilon^2} \right) \left( \sum_{j \in in(i)} V_{ij}(\theta_{ij}|\theta_{ij}^0) + \sum_{j \in out(i)} V_{ij}(\theta_{ij}^0|\theta_{ij}) \right)
\]

where \( d_i \) is the degree of agent \( i \), \( V_{ij}(\cdot) \) is the expected score that agent \( i \) gets for reporting the distribution \( \theta_{ij} \) on the edge \((i, j)\). We are now in a position to state the main result of this paper. The theorem specifically mentions quadratic scoring rule for the sake of convenience but will hold for any proper scoring rule except the logarithmic scoring rule. Here we only state the result, the full proof appears in [6]

**THEOREM 1.** Given the influencer-influencee model, reporting true probability distributions is a Nash equilibrium in a scoring rule based mechanism with quadratic scoring rule.

2.3 The Reverse Weighted Scoring Rule

Standard proper scoring rules such as quadratic, logarithmic, spherical, and weighted scoring rules have a serious limitation in the current context. If the influence probability on an edge is zero, all these scoring rules will give an expected score of 1. Thus, if the social network is the empty graph in which all the edges are inactive, these standard payment schemes will give maximum possible expected score. We now propose the following **reverse weighted scoring rule** to overcome the above limitation:

\[
S_i(z) = 2z_i(t - i) - \sum_{j=1}^t z_j^2(t - j)
\]

It can also be shown that the reverse weighted scoring rule also satisfies the following desirable properties:

1. The expected score is proportional to the influence probability.

### 3. SUMMARY AND FUTURE WORK

In this paper, we have proposed mechanisms for eliciting influence probabilities truthfully in a social network. Influence maximization in general and viral marketing in particular are the immediate applications. The work opens up several interesting questions:

- In this model we assumed that the influence probability is known exactly to the agents. We can relax this assumption and assume that agents know the belief probability rather than exact influence probability.

- In the influencer-influencee model, the payments depend on \( \epsilon \) which decides the accuracy of the probability distribution. The higher the accuracy is required, the higher is the payment to be made to the user. An interesting direction of future research would be to design incentive compatible mechanisms that are independent of this factor.
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ABSTRACT

This paper analyzes bilateral multi-issue negotiation where the issues are indivisible, there are time constraints in the form of deadlines and discount factors. The issues are negotiated using the package deal procedure. The set of issues to be negotiated is called the negotiation agenda. The agenda is crucial since the outcome of negotiation depends on the agenda. This paper therefore looks at the decision making involved in choosing a negotiation agenda. The scenario we look at is as follows. There are n > m issues available for negotiation. But from these, an agent must choose g < m issues and negotiate on them. Thus the problem for an agent is to choose an agenda (i.e., a subset of issues and negotiate on them). Hence a utility maximizing agent will want to know what possible agendas (i.e., all possible combinations of issues), an agent must choose the one that maximizes its expected utility and is therefore its optimal agenda. To this end, this paper presents polynomial time methods for choosing an agent’s optimal agenda.
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1. INTRODUCTION

The package deal procedure (PDP) is one of the key procedures for negotiating multiple issues [3]. The main advantage of this procedure is that it allows the negotiators to make tradeoffs across issues and thereby reach Pareto optimal agreements. Now, in many contexts, the agents need to make a key decision before they use this procedure. They must decide what issues to include for negotiation. The set of issues included for negotiation is called the negotiation agenda [1, 2]. The agenda is important because the negotiation outcome critically depends on it.

In more detail, different agendas give different utilities to the agents. Hence a utility maximizing agent will want to know what agenda maximizes its individual utility and is therefore its optimal agenda. In order to find an agent’s optimal agenda, it is necessary to know the equilibrium utilities from the possible agendas. For m issues, there are C(m, g) possible agendas of size g, one (or more) of which is the optimal one. A naive approach to find an optimal agenda would be to exhaustively search the entire space of C(m, g) possible agendas. This approach may not be computationally feasible because of its combinatorial time complexity. However, we prove that such exhaustive search is, in fact, not always necessary. We identify those scenarios where an optimal agenda can be computed in polynomial time and provide methods for computing it.

2. THE NEGOTIATION SETTING

Two agents (a and b) negotiate over a set I = {1, 2, . . . , m} of m issues. Each issue is a ‘pie’ of size 1. Since the pie cannot be split, the agents want to determine who will get which pie. Let n ∈ N+ be the deadline and 0 < δ ≤ 1 the discount factor for both agents. The issues are negotiated using the PDP. This procedure is an alternating offers protocol [4] where an offer specifies an allocation for all the issues. Also, an agent is allowed to either accept a complete offer (i.e., the allocations for all the issues) or reject a complete offer. If we let xa denote a’s shares for the m issues, then its cumulative utility at time t ≤ n is defined as follows:

\[ U^a(I, x^a, t) = \delta^{t-1} \sum_{i=1}^{m} w_i^a x_i^a \]

where w_i^a denote the weight for issue i and is a positive real number. For b, U^b(I, x^b, t) is analogous. An agent’s utility for t > n is zero. Agent a has different weights for different issues while b has the same weight for all of them.

Here, the agents are uncertain about the discount factor. This uncertainty is represented as follows. There are β possible values for the discount factor. These are denoted δ_i for 1 ≤ i ≤ β. The discount factor δ_i occurs with probability γ_i. The two agents have common knowledge of β, γ_i, and δ_i for 1 ≤ i ≤ β. Given this uncertainty, let δ be defined as:

\[ \delta^\beta = \sum_{j=1}^{\beta} \gamma_j \delta_j \]  \hspace{1cm} (1)

Then agent a’s expected utility at time t from an offer x^a is:

\[ EU^a(I, x^a, t) = \delta^t \sum_{j=1}^{\beta} \left( \gamma_j \delta^{t-1} \sum_{i=1}^{m} w_i^a x_i^a \right) \]

\[ = \delta^{t-1} \sum_{i=1}^{m} w_i^a x_i^a \]  \hspace{1cm} (2)
For agent \( b \), \( EU^b(I, x^b, t) \) is analogous.

**Definition 1.** **Negotiation game:** For the complete information setting, a negotiation game \( G \) is defined as a six tuple

\[
G = (I, n, m, \delta, w^a, w^b).
\]

For the incomplete information setting, it is defined as a six tuple

\[
\overline{G} = (I, n, m, \delta, w^a, w^b).
\]

Given this, the equilibrium strategies for \( t \) denoted \( \text{SA}-1(t) \) (\( \text{SB}-1(t) \)) for \( a \) (\( b \)) are as follows.

**Theorem 1.** For a given negotiation game \( \overline{G} \), the following strategies form a Bayes’ Nash equilibrium. For \( t = n \) they are:

\[
\text{SA}-1(n) = \begin{cases} 
\text{OFFER} & \text{[1, 0]} \quad \text{if } a \text{’s turn to offer} \\
\text{ACCEPT} & \text{if } b \text{’s turn to offer}
\end{cases}
\]

\[
\text{SB}-1(n) = \begin{cases} 
\text{OFFER} & \text{[0, 1]} \quad \text{if } b \text{’s turn to offer} \\
\text{ACCEPT} & \text{if } a \text{’s turn to offer}
\end{cases}
\]

For \( t < n \), the equilibrium strategies are defined as follows:

\[
\text{SA}-1(t) = \begin{cases} 
\text{OFFER} & \text{TA-1} \quad \text{if } a \text{’s turn to offer} \\
\text{ACCEPT} & \text{if } a \text{ receives } (x^a, x^b) \\
\text{REJECT} & \text{if } a \text{ receives } (x^a, x^b)
\end{cases}
\]

\[
\text{SB}-1(t) = \begin{cases} 
\text{OFFER} & \text{TB-1} \quad \text{if } b \text{’s turn to offer} \\
\text{ACCEPT} & \text{if } b \text{ receives } (x^a, x^b) \\
\text{REJECT} & \text{if } b \text{ receives } (x^a, x^b)
\end{cases}
\]

where \( EQ^a_t \) (\( EQ^b_t \)) denotes \( a \text{’s} (b \text{’s}) \) expected equilibrium utility for time \( t \). An agreement takes place at \( t = 1 \).

### 2.1 The Negotiation Agenda

The terms agenda and optimal agenda are defined as follows:

**Definition 2.** **Agenda:** For a given negotiation game \( (G \text{ or } \overline{G}) \), an agenda \( A^g \) of size \( g \leq m \) is a set of \( g \) issues, i.e., \( A^g \subseteq I \) where \( |A^g| = g \).

Let \( AG^g \) denote the set of all possible agendas of size \( g \).

**Definition 3.** **Optimal agenda:** Given a game \( \overline{G} = (I, n, m, \delta, w^a, w^b) \) and an integer \( g < m \), an agenda \( A^g \) of size \( g \) is agent \( a \text{’s} \) optimal agenda if

\[
AA^g = \arg \max_{X \in AG^g} EU^a(X, x^a, 1)
\]

where \( x^a \) denotes \( a \text{’s} \) equilibrium allocation (for agenda \( X \) and \( t = 1 \)). For the complete information setting, \( EU^a \) is replaced with \( U^a \). Agent \( b \text{’s} \) optimal agenda \( AB^g \) is defined analogously.

For the set \( I \) containing \( m \) issues, Theorem 1 showed how to find equilibrium outcomes. Given this equilibrium, we show how to find each agent’s optimal agenda: \( AA^g \) and \( AB^g \) for \( 1 < g < m \). The issues in all sets and agendas we will refer to in the subsequent sections will be in ascending order of \( a \text{’s} \) weights.

### 3. Optimal Agendas

Theorem 2 shows how to find \( a \text{’s} \) optimal agenda and Theorem 3 that for \( b \).

**Theorem 2.** For a given negotiation game \( G \) and a \( g < m \), agent \( a \text{’s} \) optimal agenda of size \( g \) is a set of \( g \) issues associated with the \( g \) highest weights for \( a \), i.e.,

\[
AA^g = \{m - g + 1, \ldots, m\}
\]

<table>
<thead>
<tr>
<th>Agenda</th>
<th>( U^a )</th>
<th>( U^b )</th>
<th>( a \text{’s Opt Agenda} )</th>
<th>( b \text{’s Opt Agenda} )</th>
<th>( U^a )</th>
<th>( U^b )</th>
<th>( a \text{’s Opt Agenda} )</th>
<th>( b \text{’s Opt Agenda} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1, 2, 3}</td>
<td>45</td>
<td>10</td>
<td>No</td>
<td>No</td>
<td>25</td>
<td>20</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>{1, 2, 4}</td>
<td>40</td>
<td>20</td>
<td>No</td>
<td>Yes</td>
<td>40</td>
<td>20</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>{1, 3, 4}</td>
<td>40</td>
<td>20</td>
<td>No</td>
<td>Yes</td>
<td>40</td>
<td>20</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>{2, 3, 4}</td>
<td>65</td>
<td>10</td>
<td>Yes</td>
<td>No</td>
<td>40</td>
<td>20</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1: The agents’ utilities for Example 1 (for \( t = 1 \)) for all possible agendas of size \( g = 3 \).

Example 1 illustrates the use of Theorem 2.

**Example 1.** Let \( m = 4 \), \( I = \{1, 2, 3, 4\} \), \( g = 3 \), \( \delta = 0.5 \), \( n = 2 \), \( w^a = \{10, 20, 25, 40\} \), and \( w^b = \{10, 10, 10, 10\} \). There are four possible agendas of size \( g = 3 \): \{1, 2, 3\}, \{1, 2, 4\}, \{1, 3, 4\}, and \{2, 3, 4\}. For each of them, the agents’ equilibrium utilities for \( t = 1 \) (i.e., \( U^a \) and \( U^b \)) are as given in Table 1. Agent \( a \text{’s} \) utility \( U^a \) is highest for the agenda \{2, 3, 4\}, so \( AA^3 = \{2, 3, 4\} \) is \( a \text{’s} \) optimal agenda. This is true when \( b \) is the first mover and also when \( a \) is.

**Theorem 3.** For a given negotiation game \( G \) and a \( g < m \), let \( AG^g \) denote the set of agendas (each of size \( g \)) such that \( \{I_1, \ldots, I_{g-1}, I_z, I_{m-1-z}, \ldots, I_m\} \in AG^g \) for \( g - i + 1 \leq z \leq m - i + 1 \), and \( 1 \leq i \leq g \). Then \( AG^g \) contains at most \((m - g + 1)g\) elements and \( AB^g \in AG^g \).

The advantage of Theorem 3 is that it reduces the size of search space from \( C(m, g) \) to \((m - g + 1)g\). This is because, for exhaustive search, the search space is \( AG^g \) which contains \( C(m, g) \) agendas where

\[
C(m, g) = \frac{m!}{(m - g)!g!}
\]

So one must search these \( C(m, g) \) agendas to find an optimal one. In contrast, Theorem 3 reduces the search space to \((m - g + 1)g\).

### 4. Conclusions and Future Work

This paper analyzed bilateral multi-issue negotiation where the issues are indivisible, there are time constraints in the form of deadlines and discount factors, and the agents have different preferences over the issues. The issues are negotiated using the package deal procedure. Polynomial time methods for finding an agent’s optimal agenda were presented.
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ABSTRACT

We present an abstract framework that allows agents to form coalitions with agents that they believe to be trustworthy. In contrast to many other models, we take the notion of distrust to be our key social concept. We use a graph theoretic model to capture the distrust relations within a society, and use this model to formulate several notions of mutually trusting coalitions. We then investigate principled techniques for how the information present in our distrust model can be aggregated to produce individual measures of how trustworthy an agent is considered to be by a society.
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1. INTRODUCTION

The goal of coalition formation is typically to form robust, cohesive groups that can cooperate to the mutual benefit of all the coalition members. With a relatively small number of exceptions, existing models of coalition formation do not generally consider trust [1, 3]. In more general models [6, 4], individual agents use information about reputation and trust to rank agents according to their level of trustworthiness. Therefore, if an agent decides to form a coalition, it can select those agents he reckons to be trustworthy. Or, alternatively, if an agent is asked to join a coalition, he can assess his trust in the requesting agent and decide whether or not to run the risk of joining a coalition with him.

However, we argue that these models lack a global view. They only consider the trust binding the agent starting the coalition and the agents receiving the request to join the coalition. In this paper, we address this limitation. We propose an abstract framework through which autonomous, self-interested agents can form coalitions based on information relating to trust. In fact, we use distrust as the key social concept in our work. We focus on how distrust can be used as a mechanism for modelling and reasoning about the reliability of others, and, more importantly, about how to form coalitions that satisfy some stability criteria. We present several notions of mutually trusting coalitions and define different measures to aggregate the information presented in a distrust model.

2. A FRAMEWORK BASED ON DISTRUST

Our approach is inspired by the abstract argumentation frameworks of Dung [2]. Essentially, Dung was interested in trying to provide a framework that would make it possible to make sense of a domain of discourse on which there were potentially conflicting views. He considered the various conflicting views to be represented in arguments, with an attack relation between arguments defining which arguments were considered to be inconsistent with each other. In our work, we use similar graph like models, but rather than arguments our graph is made up of agents, and the binary relation (which is used in determining which coalitions are acceptable), is a distrust relation.

A distrust relation between agent i and agent j is intended as agent i having none or little trust in agent j. More precisely, when saying that agent i distrusts agent j we mean that, in the context at hand, agent i has insufficient confidence in agent j to share membership with j in one and the same coalition.

The follow definitions characterize our formal model.

DEFINITION 1. An Abstract Trust Framework (ATF), S, is a pair: S = ⟨Ag, ∼⟩ where: Ag is a finite, non-empty set of agents; and ∼ ⊆ Ag × Ag is a binary distrust relation on Ag.

When i ∼ j we say that agent i distrusts agent j. We assume ∼ to be irreflexive, i.e., no agent i distrusts itself. Whenever i does not distrust j, we write i /∼ j. So, we assume ∀i ∈ Ag, i /∼ i. Call an agent i fully trustworthy if for all j ∈ Ag, we have j /∼ i. Also, i is trustworthy if for some j ∈ Ag, j /∼ i holds. Conversely, call i fully trusting if for no j, i ∼ j. And i is trusting if for some j /∼ i.

In what follows, when we refer to a “coalition” it should be understood that we mean nothing other than a subset C of Ag. When forming a coalition, there are several ways to measure how much distrust there is among them, or how trustable the coalition is with respect to the overall set of agent Ag.

DEFINITION 2. Given an ATF S = ⟨Ag, ∼⟩, a coalition C ⊆ Ag is distrust-free if no member of C distrusts any other member of C. Note that the empty coalition and singleton coalitions {i} are distrust-free: we call them trivial coalitions.

Distrust freeness can be thought of as the most basic requirement for a trusted coalition of agents. It means that a set of agents has
no internal distrust relationships between them. Since we assume \( \sim \) to be irreflexive, we know that for any \( i \in Ag \), the coalition \( \{i\} \) is distrust-free, as is the empty coalition. A distrust-free coalition for \( S_1 \) in Figure 1 is, for example, \( \{a, c, d\} \). Consider ATF \( S_2 \) from Figure 1. The coalition \( C_1 = \{c, d\} \) is distrust-free, but still, they are not angelic: one of their members is being distrusted by some agent in \( Ag \), and they do not have any justification to ignore that. With this in mind, we define the following concepts.

Definition 3. Let ATF \( S = \langle Ag, \sim \rangle \) be given. An agent \( i \in Ag \) is called trustable with respect to a coalition \( C \subseteq Ag \) if\( \forall y \in Ag ((y \sim i) \Rightarrow \exists x \in C (x \sim y)) \). A coalition \( C \subseteq Ag \) is a trusted extension of \( S \) if \( C \) is distrust-free and every agent \( i \in C \) is trustable with respect to \( C \). A coalition \( C \subseteq Ag \) is a maximal trusted extension of \( S \) if \( C \) is a trusted extension, and no superset of \( C \) is one.

The concept of a trusted extension represents a basic and important notion for agents who want to rationally decide who to form a coalition with, basing their decisions on trust. In particular: a trusted extension is composed of agents that have a rational basis to trust each other.

It is possible that a particular ATF has more than one maximal trusted extension. One could assume that all the agents in the maximal trusted extensions are equally trustworthy. One way to address this is to consider how many times a particular agent occurs in the maximal trusted extensions. If one agent occurs in more than one maximal trusted extension, then we can take this as an evidence it is somehow more “trustworthy” than another agent occurring in just one.

With this in mind, we define the following concepts.

Definition 4. Let ATF \( S = \langle Ag, \sim \rangle \) be given. An agent \( i \in Ag \) is Strongly Trustable if it is a member of every maximal trusted extension. An agent \( i \in Ag \) is Weakly Trustable if it is a member of at least one maximal trusted extension.

The notion of strongly and weakly trusted can help agents decide in those situation where there are large maximal trusted extensions but not all the agents are required for forming a stable coalition.

3. AGGREGATE TRUST MEASURES

Abstract trust frameworks provide a social model of (dis)trust. An obvious question, however, is how the information presented in abstract trust frameworks can be aggregated to provide a single measure of how trustworthy (or otherwise) an individual within the society is. We present two aggregate measures of trust, which are given relative to an abstract trust framework \( S = \langle Ag, \sim \rangle \) and an agent \( i \in Ag \). Both of these trust values attempt to provide a principled way of measuring the overall trustworthiness of agent \( i \), taking into account the information presented in \( S \):

- **Expected trustworthiness:**
  This value is the ratio of the number of maximal trusted extensions of \( i \) that is a member to the overall number of maximal trusted extensions in the system \( S \). To put it another way, this value is the probability that agent \( i \) would appear in a maximal trusted extension, if we picked such an extension uniformly at random from the set of all maximal trusted extensions. Formally, letting \( mte(S) \) denote the set of maximal trusted extensions in \( S = \langle Ag, \sim \rangle \), the expected trustworthiness of agent \( i \in Ag \) is denoted \( \mu_i(S) \), defined as:

\[
\mu_i(S) = \frac{|\{C \in mte(S) \mid i \in C\}|}{|mte(S)|}.
\]

- **Coalition expected trustworthiness:**
  This value attempts to measure the probability that an agent \( i \in Ag \) would be trusted by an arbitrary coalition, picked from the overall set of possible coalitions in the system. To define this value, we need a little more notation. Where \( R \subseteq X \times X \) is a binary relation on some set \( X \) and \( C \subseteq X \), then we denote by \( restr(R, C) \) the relation obtained from \( R \) by restricting it to \( C \):

\[
restr(R, C) = \{(s, s') \in R \mid \{s, s'\} \subseteq C\}.
\]

Then, where \( S = \langle Ag, \sim \rangle \) is an abstract trust framework, and \( C \subseteq Ag \), we denote by \( S \downarrow C \) the abstract trust framework obtained by restricting the distrust relation \( \sim \) to \( C \):

\[
S \downarrow C = \langle C, restr(\sim, C) \rangle.
\]

Given this, we can define the coalition expected trustworthiness, \( \varepsilon_i(S) \), of an agent \( i \) in given an abstract trust framework \( S = \langle Ag, \sim \rangle \) to be:

\[
\varepsilon_i(S) = \frac{1}{|Ag|-1} \sum_{C \subseteq Ag \setminus \{i\}} \mu_i(S \downarrow C \cup \{i\}).
\]

Thus, \( \varepsilon_i(S) \) measures the expected value of \( \mu_i \) for a coalition \( C \cup \{i\} \) where \( C \subseteq Ag \setminus \{i\} \) is picked uniformly at random from the set of all such possible coalitions. There are \( 2^{|Ag|-1} \) coalitions not containing \( i \), hence the first term in the definition.

These two values are related to solution concepts such as the Banzhaf index, developed in the theory of cooperative games and voting power, and indeed they are inspired by these measures [3].
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ABSTRACT

Decentralized POMDPs provide a rigorous framework for multi-agent decision-theoretic planning. However, their high complexity has limited scalability. In this work, we present a promising new class of algorithms based on probabilistic inference for infinite-horizon ND-POMDPs—a restricted Dec-POMDP model. We first transform the policy optimization problem to that of likelihood maximization in a mixture of dynamic Bayes nets (DBNs). We then develop the Expectation-Maximization (EM) algorithm for maximizing the likelihood in this representation. The EM algorithm for ND-POMDPs lends itself naturally to a simple message-passing paradigm guided by the agent interaction graph. It is thus highly scalable w.r.t. the number of agents, can be easily parallelized, and produces good quality solutions.
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1. INTRODUCTION

Decentralized partially observable MDPs (Dec-POMDPs) have emerged in recent years as an important framework for sequential multi-agent planning under uncertainty [2]. Their expressive power allows them to capture situations when agents must act based on different partial information about the environment and about each other to maximize a global objective function. Many problems such as multirobot coordination [1], broadcast channel protocols [2] and target tracking by a team of sensor agents [7] can be modeled as a Dec-POMDP. However, their NEXP-Complexity even for two agents has limited their scalability.

To counter such scalability issues, an emerging paradigm is to consider restricted forms of interaction among agents that arise frequently in practice [1, 7]. In particular, we target the Network-Distributed POMDP (ND-POMDP) model that is inspired by the realistic problem of coordinating target tracking sensors [6, 7]. The key assumptions in this model are that of conditional transition independence and conditional observation independence along with factored immediate rewards. We aim to solve infinite-horizon ND-POMDPs using stochastic, finite-state controllers to represent policies. To the best of our knowledge, our work is the first approach to tackle infinite-horizon ND-POMDPs, and the first to solve such problems with 20 agents. We present a promising new class of algorithms, which combines decentralized planning with probabilistic inference. Our work is based on recently developed techniques for planning under uncertainty using probabilistic inference [8, 5].

The expectation-maximization algorithm we develop for ND-POMDPs lends itself naturally to a simple message passing implementation based on the agent interaction graph. In each iteration of EM, an agent only needs to exchange messages with its immediate neighbors. The complexity of computing and propagating such messages is linear in the number of links in the agent interaction graph. Thus EM is highly scalable w.r.t. the number of agents allowing us to solve a 20-agent problem. Furthermore, using the DBN representation, we efficiently exploit the highly factored state and action spaces of the ND-POMDP model, allowing us to solve large problems which are highly intractable when using a flat representation. To test the scalability of the EM, we also design new benchmarks that are much larger than the existing ND-POMDP instances. Empirically, EM provides good solution quality when compared against random controllers and a loose upper bound.

2. THE ND-POMDP MODEL

The ND-POMDP model is motivated by target tracking applications such as the one illustrated in Fig. 1. This example includes a sensor network with 5 camera sensors (or agents). For details, we refer to [3]. In our work, sensors also have an internal state, which indicates battery level. Each action consumed some power. Sensors could recharge at some cost and save battery power by being idle.

2.1 Policy evaluation in ND-POMDPs

We present two new results regarding policy evaluation in infinite-horizon ND-POMDPs. The stationary policy of each agent is represented using a fixed size, stochastic finite-state controller (FSC). An FSC for agent $i$ is described by a
the configuration $\nu$ in the joint-state $s$ is factored and additive along the links $l$, that is, $V(q, s) = \sum_i \sum_{a|q_i} \pi_{a|q_i}s_i$:

$$R_l(s_u, s_{i1}, a_i) + \gamma \sum_{s_{i1}'} \sum_{y_{i1}} \lambda_{q_iq_{i1}} q_{i1} V_q(q_{i1}', s_{i1}', s_u')$$

We can further use the fact that the external state-space $S_u$ is factored; in the sensor network each factor corresponds to a location of a target.

**Theorem 2.** Let the external state-space $S_u$ be factored as $S_1 \times \ldots \times S_m$ with each state-factor having its own independent transition function. Let the immediate reward $R_l$ and the transition and observation probabilities of all the agents on a link $l$ involve at most the state factors $S_i \subseteq S_u$, then the policy value along a link $l$ satisfies:

$$V_l(q_l, s_l, s_u) = V_l(q_l, s_l, s_u) \quad \text{s.t.} \quad s_u \in S_u, s_{i1} \in S_l$$

3. **EM ALGORITHM FOR ND-POMDPs**

Algorithm 1 shows the message-passing implementation of EM. Messages are exchanged locally among immediate neighbors in the interaction graph. The function $f_{ij}([aqjs])$ is defined for each edge $(i, j)$ of the interaction graph and both the agents $i$ and $j$ of this edge. The argument of this function, $[aqjs]$, represents a specific action $a$, controller node $q$, and internal state $s$ of the agent $j$. The function is given by the following probabilistic inference in the DBN mixture corresponding to the edge $(i, j)$:

$$f(a, q, s) = \sum_{T=0}^{\infty} \sum_{P(T)} P(T) \sum_{s=0}^{T} \sum_{\hat{r}=1} f(\hat{r}=1, a, q, s | L, T; \theta)$$

where $\hat{r}$ is the auxiliary reward variable as introduced in [5]. This inference can be implemented using a message-passing paradigm as in [8, 5], which makes EM highly scalable with the number of agents. EM also offers a great potential for parallelization. All the messages in EM for each link can be computed in parallel leading to a significant speedup when using massively parallel computing platforms, such as Google’s MapReduce. This further highlights the scalability of EM for large multiagent planning benchmarks.

We experimented on several sensor network benchmarks from [7, 3]. In addition, we also used a 20-agent benchmark from [4]. For all these problem, EM converged quickly, often within 200 iterations. When compared against random controllers, EM provided significantly better solution quality. Against a loosely computed upper bound, EM provide a solution within 45% of the bound.

4. **CONCLUSION**

We developed a new approach for solving infinite-horizon ND-POMDPs using probabilistic inference in a mixture of dynamic Bayes nets. We then derived the EM algorithm for iteratively improving the policy. The resulting algorithm can be easily implemented using local message passing among the agents. Each message can be computed efficiently and involves only the parameters of agents connected to a single interaction link, making this message passing scheme particularly scalable w.r.t. the number of agents and links in the interaction graph. Another practical advantage of EM is that it naturally lends itself to parallelization; our experiments on a multi-core machine showed linear speedup.
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ABSTRACT

We describe research on principles of context-sensitive reminding that show promise for serving in systems that work to jog peoples’ memories about information that they may forget. The methods center on the construction and use of a set of distinct probabilistic models that predict (1) items that may be forgotten, (2) the expected relevance of the items in a situation, and (3) the cost of interruption associated with alerting about a reminder. We describe the use of this set of models in the Jogger prototype that employs predictions and decision-theoretic optimization to compute the value of reminders about meetings.
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1. INTRODUCTION

In the course of daily life, people often forget information that would be valuable to them if they had remembered it at the right time. We present a study of methods for context-sensitive reminding that hold promise for effective personal reminder systems. The approach employs a set of probabilistic models learned from labeled data that predict a set of outcomes required for effective reminding. These outcomes include (1) the probability that information will not be remembered, (2) the relevance of the forgotten information in a current or forthcoming setting, and (3) the cost of transmission of the reminder to a user within a current context. We shall review the set of models and describe how we combine them into a working prototype named Jogger.


Jogger follows a decision-theoretic approach to distinguish reminders that are beneficial for a user’s performance from the ones that are not. We highlight key ideas in the context of reminders about meetings.

Several reminder systems have been proposed in previous work [3, 4, 2, 8]. None of these systems employ a principled methodology for identifying the value, relevance, and timing of a reminder—key ingredients for generating effective reminders. Jogger follows the line of research on using decision-theoretic approaches to manage notifications [6].

A more detailed presentation of the ideas investigated in this work, including an evaluation of the Jogger prototype on real-world calendar data, and the extensions of the prototype that reasons about reminder timing and real-time traffic and location information can be found in [7].

2. EXPECTED VALUE OF A REMINDER

Reminders are useful in helping users to recall tasks that need to be accomplished or providing users with other enabling information (e.g., names of people met before in a social setting). An ideal reminder system should consider both the potential benefit of a reminder and the cost of interruption associated with transmitting the reminder. This section discusses how we compute the cost and benefits of a reminder based on predictions about a user’s context.

The utility of a reminder for task \( m \) depends on the cognitive state of a user: has the user forgotten all or some information that might be included in a reminder? Jogger considers three mental states with respect to recall of information useful for completing tasks under consideration: (1) \( F_m \) represents the state in which a user has forgotten all about \( m \), (2) \( D_m \) represents the state in which the user has forgotten or is unsure about a subset of details regarding the task, such as its location, start time (or deadline), and other participants, and (3) \( R_m \) represents the state in which the user remembers that task \( m \) exists and also remembers all of the details regarding the task. Given evidence \( E \) that comprises observations about a user’s state, \( p(F_m|E) \), \( p(D_m|E) \), \( p(R_m|E) \) are the probabilities of the user being in states \( F_m \), \( D_m \), \( R_m \) respectively. \( F_m \), \( D_m \) and \( R_m \) are mutually exclusive and collectively exhaustive.

The benefit of a reminder depends on the cognitive state of a user. As an example, if a user completely forgets about a meeting, she will not be able to participate nor contribute to a task. If a user forgets some details about a forthcoming meeting (e.g., the location of a meeting), the utility of the outcome may decrease because of tardy arrival. \( U_F^m(E) \) and \( U_D^m(E) \) represent user’s utilities for receiving a reminder for \( m \) in states \( F_m \) and \( D_m \) respectively.
The benefit of a reminder about task \( m \) to a user depends on whether \( m \) is relevant to the user’s plans. \( p(A^m|E) \) is the likelihood that the user would engage in task \( m \) if she remembers about \( m \). In the meeting reminder context, \( p(A^m|E) \) represents the probability of attending meeting \( m \) given \( E \), evidence about the meeting. \( COI(m, E) \) represents the cost of interrupting the user by delivering a reminder about \( m \), given evidence \( E \) about the user’s state. We compute the expected value of reminding (EVR) as given below:

\[
EV R(m) = p(A^m|E) \left( p(F^m|E) U_F^m(E) + p(D^m|E) U_D^m(E) \right) - COI(m, E)
\]

Next, we formalize \( U_F^m(E) \) and \( U_D^m(E) \) for the context of meeting reminders. We make the assumption that if a user is in state \( F^m \), the user fails to attend meeting \( m \); if the user is in state \( D^m \), she misses the first \( t \) minutes of the meeting because of problems with recalling the details about the meeting; and if the user is in state \( R^m \), the user is on time for the start of a meeting. Jogger system has the priority predictor for inferring for any meeting \( m \) the probability that \( m \) has high priority \( p(m^H|E) \), medium priority \( p(m^M|E) \) and low priority \( p(m^L|E) \). We ask the user to evaluate the value of time for three possible cases; the minute cost for being late, \( c^H \) for high, \( c^M \) for medium, \( c^L \) for low priority meetings; the total cost for not attending to a meetings, \( c_{na}^H \) for a high, \( c_{na}^M \) for a medium, \( c_{na}^L \) for a low priority meeting, and the minute cost for being early, \( c \).

\[
U_F^m(E) = (p(m^H|E) c_{na}^H) + (p(m^M|E) c_{na}^M) + (p(m^L|E) c_{na}^L)
\]

\[
U_D^m(E) = t \left( (p(m^H|E) c^H) + (p(m^M|E) c^M) + (p(m^L|E) c^L) \right)
\]

A schematic view of the Jogger prototype is displayed in Figure 1. Jogger gathers relevant information about a user’s context by accessing the user’s calendar, by monitoring computer activity, and detecting video and audio signals. The information collected from the data collection component is used for inferences needed to compute the net expected value of reminders. For each reminder opportunity, the system infers the expected value of reminding the user given the inferred cost of interruption, and reminds the user only if the associated value is positive.

3. Predictive Models

Jogger has access to appointments drawn from Microsoft Exchange, along with a constellation of atomic and derived meeting properties that serve as evidential features about the meetings. A set of appointments drawn from several months of an online calendar are composed into a case library of training set of meeting instances. We asked participants to tag meetings with several labels via a tagging tool. Two labels encode a user’s assessment about attending a meeting and priority of a meeting. A third label represents whether users would forget about the meeting or about important meeting details. The system generates a training set by combining each meeting instance tagged by a user with a set of attributes acquired from the user’s personal Outlook profile. These attributes include the day and time of the meeting, its location and organizer, the response status of the user, and whether the meeting is recurrent.

We perform Bayesian structure learning to build probabilistic models that can be used to predict whether a user has forgotten that a meeting exists, whether a user has forgotten about some details of a meeting, and the relevance and the importance of a meeting [1]. Similar models for predicting meeting importance and relevance have been previously used in the Coordinate system [6].

Jogger uses a two-layer approach to estimate the cost of interrupting a user: activity-based predictions of the cost of interruption inferred by BusyBody [5] and the meeting-based interruptability prediction model of the Coordinate system [6]. By doing so, we can infer the cost of interrupting a user when the user performs office activities, and when the user is in a meeting based on the importance of the meeting.

4. Future Work

We are exploring several extensions of Jogger, which include (1) deploying the prototype in the open world, (2) improving the predictive models via active learning to focus evidence gathering, and (3) applying the principles of context-sensitive reminding to complex task domains. We believe that the development of personalized reminder systems that come to understand the nuances of users’ memories and needs for memory jogging may one day provide great value to people in the course of daily life.
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ABSTRACT
This paper presents an offline collision-free path planning algorithm for multiple mobile robots using a 2D spatial-time map. In this decoupled approach, a centralized planner uses a Spatio-Temporal A* algorithm to find the lowest time cost path for each robot in a sequentially order based on its assigned priority. Improvements in viable path solutions using wait time insertion and adaptive priority reassignment strategies are discussed.
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1. INTRODUCTION
This paper focuses on solving the problem of path planning in multiple robots. During past years, many methods have been proposed to solve the path planning problem of multiple robots. They can be generally divided into coupled or decoupled. In a coupled approach [1], all robots plan their path simultaneously using a centralized planner to avoid colliding into one another. The advantage of a coupled approach is that its solution is complete. However, the dimension of this approach is the sum of degree of freedom of all robots. This means its computational time increases exponentially with the robot count.

An alternative approach is a decoupled approach [2] that reduces the dimension of path planning by making each robot plan its path individually. Associated with the decoupled approach are the issues related to prioritized planning and path coordination. In prioritized planning, each robot is given a priority. The robot with the highest priority plans its path first and its resulting path influences the way the next highest priority robot plan its path and so on. In path coordination, each robot searches its path independently and then adopts some strategy such as speed modification or stop-and-wait delays to avoid collisions. However, this approach does not guarantee viable solutions even they exist.

In this paper, we introduce a variant of the A* algorithm called the Spatio-Temporal (S-T) A* algorithm for path planning of multiple mobile robots. We have adopted a decoupled approach, where a centralized planner uses the proposed S-T A* algorithm to find the lowest cost path for each robot in a sequentially order based on its assigned priority. Computational time is reduced by searching the path solution in a 2D spatial time map compared to the exhaustive search in a 3D spatial time map [3].

2. SPATIO-TEMPORAL A*
The A* algorithm is a popular path planning algorithm whose solution is complete in a static environment. A dynamic environment could be considered a static one by adding an additional time dimension into the search map. However, long computational time and huge memory resource requirements in large search spaces reduce its usefulness. The proposed S-T A* algorithm solves this problem by searching in a 2D spatial map.

In our decoupled approach, searching order is an important factor that affects the optimality of paths for multiple robots. Our goal is to find a viable solution that will allow all $n$ robots to reach their respective target positions without incurring any collision and to achieve a time-based objective function given by

$$T = \arg\min(max(t_i)) = \max(T_i) \quad \text{where } i = 1, 2, \ldots, n$$

(1)

Here $t_i$ represents the cooperative time cost of robot $R_i$, $T_i$ is the individual time cost for robot $R_i$ to reach its destination if there is no other robots. In order to make $T$ as close to $\max(T_i)$ as possible, we adopted a fixed priority that is ordered by the individual time cost $T_i$. Each robot searches its path sequentially using S-T A* algorithm under fixed priority assignment (S-T-FP A*). As a result of the collision in a crowd environment, a viable solution for all robots using the S-T A* algorithm with fixed priority assignment is difficult to obtain. Two strategies were adopted to improve the performance of our algorithm. The first is a flexible wait time insertion strategy. Our goal is to wait as close to the node where collision has been detected. We insert wait time at the closest possible antecedent node near the collision node. In this way, wait time insertion is not limited to only the starting node [4] but any node in the current path that has already been planned. Preference is given to the node closest to where collision would
have happened if the robot did not stop. Under the fixed priority assignment, we call this S-T A* algorithm with wait time strategy the (S-T-W-FP A*) algorithm for short.

The second strategy is a novel adaptive priority re-assignment strategy. In this strategy, given an initial fixed priority assignment above, if the current path searching robot $R_i$ fails to find a viable path to its destination, its priority is raised by one level and is allowed to re-plan its path again. It continues to escalate its priority until it finds a viable path. Combining these two strategies, centralized planner searches the path solutions for all robots using an algorithm named S-T A* with wait time and adaptive priority (S-T-W-AP A*) algorithm. When the number of robots is large, using the adaptive priority strategy can be very time consuming. In addition, since this strategy generates new priority order, a failed priority assignment may be revisited over and over again. We address this by setting an upper bound on the number of new priority assignments and failed priority assignments are noted in order to avoid new priority assignments that will result in failure.

Since a higher priority robot $R_1$ will not take into account the path planned by a lower priority robot $R_2$, a collision may happen when $R_2$ reaches its destination and remain at rest while $R_1$ has to pass through $R_2$’s destination point. To address this, a lower priority robot will not terminate its search if it has reached its destination until all higher priority robots have got to their destinations. After the lower priority robot $R_n$ reaches its destination, it will check collision at its destination continuously until all higher priority robots $R_1$ to $R_n$ has reached their respective destinations. If there is collision, $R_n$ will wait at appropriate node or find an alternative path before reaching its destination.

3. EXPERIMENT RESULT

The simulation results presented were obtained using an Intel(R) core™ 2 quad (2.83 GHz) with 3.25 GB of memory. The simulation program is written in the Java language on the Eclipse development environment. We first compared the ability of each of the three variants of the S-T A* algorithm to find viable paths for all $n$ robots (i.e. success rate) as the number of robots $n$ is increased. The wait time insertion strategy can increase the number of available nodes in the path search map which is not occupied by other robots while search is being performed. In Figure 1, the better success rate of the S-T-W-FP A* algorithm compared to the S-T-FP A* algorithm shows that the increase in available nodes in the map does improve success rates. However, the S-T-W-FP A* algorithm still performs poorly in a crowded environment. A rigid fixed priority scheme means that when a lower priority robot’s path becomes blocked by higher priority ones, no recourse is available but to declare this to be an unsuccessful run. However, when adaptive priority reordering is used in the S-T-W-AP A* algorithm (see Figure 1), significant improvement in success rate is obtained.

Figure 2 show the percentages of runs from all simulation that satisfy the time-based objective function $T$ defined in (1). Under fixed priority assignment, the S-T-W-FP A* algorithm met the objective function better than the S-T-FP A* algorithm. The wait time strategy not only increased success rate but also the number of simulation runs that satisfies objective function $T$. Unfortunately, the fixed priority strategy falters as the number of robots increased. Under these circumstances, the novel adaptive priority strategy in the S-T-W-FAP A* algorithm is much better in producing higher percentage of runs that can meet the objective function $T$, besides producing more successful runs.

Figure 1. Success rate of S-T-FP A*, S-T-W-FP A*, and S-T-W-AP A* algorithm.

Figure 2. The percentage of runs from all simulation runs that satisfy the objective function $T$, for all three algorithms.
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ABSTRACT
The aim of this research is to explore the influence of static visual cues on the perception of a character’s personality traits: extraversion, agreeableness and emotional stability. To measure how users perceived personality, we conducted a web-based study with 133 subjects who rated 54 images of a virtual character with varying head orientations and gaze.
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H.4 [Information Systems Applications]: Miscellaneous
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1. INTRODUCTION
The motivation for this work can be stated as: “is it possible to recognize someone’s personality on his or her face?”. Our premise is that personality can affect facial actions directly and independently of the mood [1], or the emotions. Therefore, we performed a study to explore how the personality traits of extraversion, agreeableness, and emotional stability [3] can be perceived when using two visual cues: head orientation and eye gaze. In the following, we present the experiment’s methodology and results. We expect that: (1) the perception of each trait is influenced by the head orientation (e.g., there is a difference between facing upper-right or downwards-middle); (2) dependent on the personality trait, direction plays a role in how these traits are perceived (e.g., we expect a difference in how Extraversion is perceived in contrast to Agreeableness when the character is facing upwards); (3) variations of eye gaze further influence how the personality traits are perceived.


2. EXPERIMENTAL STUDY
For this study we used a naturalistic head-only virtual character appearing as an elderly butler, named Alfred [2].
As for the stimuli we combined vertical (up, center, down) and horizontal (up, center, down) orientations for head and gaze, obtaining 9 targets for each cue, and a total of 81 images of both head orientation and gaze. However, a two-tailed independent t-test to the overall values for Extraversion, Agreeableness and Emotional Stability, dependent on the side the character is facing, led us to the conclusion that the direction of sideward head positions would not cause much of a difference. Thus we merged left and right oriented images into one “side” category. The associated eye gaze targets were mirrored to keep the proper relation between head and eye movements. In the end, we worked with a reduced set of 54 images (6 head directions × 9 eye gaze) of Alfred, where each image was judged at least 10 times. Combinations of orientations were written: <vertical>–<horizontal>, e.g. “upper-center”.

For the experiment 133 subjects (47 female and 86 male) participated through an online questionnaire. The mean age was 26.6 (SD = 8.8). The questions were provided in English, German or Spanish, depending on the subject’s mother tongue. The experimental stimuli consisted of 15 images per user presented one at a time, in random order. For each stimulus the participant had to answer to six items of the Ten-Item Personality Inventory (TIPI) [4] presented in a 7-item Likert Scale, where 1 corresponded to “Disagree Strongly” and 7 to “Agree Strongly”.

3. RESULTS
Over all ratings, Alfred was perceived neither as extraverted nor as introverted (M = 3.7, SD = 1.2). Further, he was perceived as neutral regarding agreeableness (M = 3.8, SD = 1.4). However, the subjects observed Alfred as slightly emotional stable (M = 4.3, SD = 1.4).
In the case of Extraversion, the one-way ANOVA showed a significant effect, F(5, 663) = 15.4, p < .001, η² = .10, while Tukey post hoc tests revealed several significant differences. Alfred with his head facing upper-side (M = 4.3, SD = 1.2) and upper-center (M = 3.9, SD = 1.2) was perceived significantly more extraverted than when pointing center-side, center-center, downwards-side and to downwards-center. The lowest values were obtained with the head facing
downwards-center ($M = 3.5, SD = 1.2, p < .001$) (see Fig. 1). As we applied a two-tailed post hoc test, the significant results are also valid vice versa. Concerning eye gaze, we could not find any significant differences among the six head orientations combined with the nine gaze directions.

Figure 1: The head orientation downwards-center with the lowest rating (left) and center-side with the highest (right) for Emotional Stability.

For the trait Agreeableness, there was a significant effect on its perception on levels of the different head orientations, $F(5,663) = 14.4, p < .001, \omega^2 = .09$, while Tukey post hoc tests revealed several significant differences. The upper-side ($M = 3.3, SD = 1.3$) and center-side ($M = 3.1, SD = 1.3$) head orientations were perceived as less agreeable than a head directed to the center-side, center-center, downwards-side and downwards-center. The highest values for Agreeableness were obtained when Alfred’s head was pointing downwards-center ($M = 4.3, SD = 1.2, p < .001$) (see Fig. 2). Also for this trait, we could not find any significant differences for the varying eye gaze directions dependent on the six head orientations.

Figure 2: The head orientation upper-center with the lowest rating (left) and center-side with the highest (right) for Agreeableness.

In Emotional Stability the ANOVA test showed a significant effect, $F(5,663) = 3.6, p < .01, \omega^2 = .02$, while Tukey post hoc tests revealed only one significant difference. The character directing its head to the center-side ($M = 4.7, SD = 1.2$) was perceived as significantly more Emotional Stable than when directing it upper-center ($M = 4.0, SD = 1.3, p < .001$) or downwards-center ($M = 4.2, SD = 1.5, p < .1$) (see Fig. 3). Again, eye gaze did not affect this trait’s perception.

4. DISCUSSION AND CONCLUSION

The results of this exploratory experiment provided us with data that could be used to improve the modelling of personality in virtual agents, and therefore, the communication between real users and these agents. An important aspect was the study of visual cues for certain personality traits that have been not studied before, as emotional stability and agreeableness.

With the experiment we concluded that, for the Alfred character the “upper-side” head orientation is related to extraversion, “downwards-center” head orientation to agreeableness, and “center-side” head orientation to emotional stability. We also found that the side to where the character is facing (left or right) and eye gaze do not influence the perception of personality traits.

We could also observe that people take into consideration other characteristics to infer personality. In this sense, and because of the nature of the study, it is necessary to perform more experiments related to these visual cues as well as other cues (physical characteristics of the face, gender, or facial expressions) in order to obtain a generalizable model.

The next step will be to create short animations using the data extracted in in this work, and verify whether characters with animated gaze and head behavior will elicit the same perceptions in the user.
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ABSTRACT

Conflicts exist in multi-agent systems for a number of reasons: agents have different interests and desires; agents hold different beliefs; agents make different assumptions. To resolve conflicts, agents need to better convey information to each other and facilitate fair negotiations yielding jointly agreeable outcomes. We present a two-agent, dialogical conflict resolution scheme developed with the Assumption-Based Argumentation (ABA) framework.
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1. INTRODUCTION

In this paper, we study conflict resolution in multi-agent systems [3]. We use ABA [2] to represent agents’ beliefs and desires. ABA is a general-purpose argumentation framework where arguments are built from rules and supported by assumptions, and attacks against arguments are directed at the assumptions supporting the arguments, and are provided by arguments for contraries of assumptions. Sentences in rules, assumptions and contraries form the underlying language. A claim is admissible if it is supported by an argument that is in a set of arguments which does not attack itself and counter-attacks all attacks against the set.

In our approach, conflicts are given by different desires, seen as realizations of the same goal. To resolve conflicts between two agents is to have dialogues. Through dialogues, agents eliminate misunderstandings by acquiring information from each other. Sequences of) Successful dialogues allow to identify shared desires and resolve conflicts.

2. MOTIVATING EXAMPLE

Two agents, Jenny (J) and Amy (A), are planning a film night together. They want to agree on the movie to watch. Lord of the Rings (LoR) and Terminator (Ter) are both screening. J wants to pick a fun movie. She finds action movies fun. J believes Ter is an action movie. She does not know much about LoR. J wants to watch Ter. A also wants to watch a fun movie. However, A thinks fantasy movies are fun. A has watched the trailer of LoR and believes it is both an action and a fantasy movie. A concludes she wants to watch LoR. After exchanging information, J agrees.

This example can be modelled in terms of two dialogue processes, each consisting of two phases. The first dialogue process is about Ter. Here, Phase I amounts to the following:

J: Let’s see if Ter is a good movie to watch.
A: OK.
J: I’ll watch Ter if it is fun and there is no objection to it.
A: OK.
J: Ter would be fun if it is an action movie.
A: OK.
J: Yes, Ter is an action movie.
A: OK.
J: I propose we watch Ter then.
A: We can watch it unless it has been watched before.
J: OK, it has not.
A: OK.

Since Ter satisfies J, we move to Phase II in which Ter’s acceptability with respect to A is examined. Now, A starts the dialogue and the two agents proceed similarly to the previous dialogue, except this time A believes fantasy movies are fun and Ter is not a fantasy movie. Hence the dialogue fails.

Since Ter is rejected by A, the two agents move to the next realization, LoR. Using a similar two-phase dialogue process, they find that LoR satisfies them both and thus is a conflict resolution.

3. METHODOLOGY

We define agents as equipped with ABA frameworks whose rules are of one of two types: concession rules and non-concession rules. Non-concession rules (\(R^NC\)) describe agents’ desires, which are strictly firm. Concession rules (\(R^C\)) describe factual information about the agents’ environment, agents’ beliefs and agents’ desires which can be conceded. Both types of rules may be defeasible or not. However, non-concession rules may be defeasible solely based on an agent’s own will. A conflict resolution satisfies all non-concession desires of agents, under the condition that both agents are aware of the other agent’s relevant beliefs.

The ABA frameworks of J and A are in Table 1\(^1\). The argument in Figure 1 (Left) can be built from the ABA framework of J. The claim of this argument is wM(Ter). The support of this argument

\(^1\)wM, sM, aM, and fM stand for watchMovie, selectMovie, action-Movie and fantasyMovie, respectively. X and Y are (universally quantified) variables.
The assumption $sM(Ter)$, and corresponds to selecting the movie $Ter$. Attacks against this argument are arguments for a contrary of this assumption, namely for an element of $C(sM(Ter))$ (no such argument is found in the example). In this example agents have different rules but the same assumptions and contraries. In general, agents may hold different rules, assumptions, and contraries, but will always share the same underlying language $\mathcal{L}$.

We define a **conflict** between two agents $a_1$ and $a_2$ (equipped with ABA frameworks $AF_1$ and $AF_2$ respectively) with respect to a goal $\mathcal{G}$, as a pair of realizations $(\mathcal{G}_1, \mathcal{G}_2)$ such that $\mathcal{G}_1$ and $\mathcal{G}_2$ are admissible claims with respect to $AF_1$ and $AF_2$, respectively. In our example, the goal is $wM(X)$, where $X$ is an (implicitly) existentially quantified variable, and the realizations are $wM(Ter)$ (for $a_1 = J$), and $wM(Ter)$ (for $a_2 = A$). In general, the goal $\mathcal{G}$ is of the form $p(X)$, where $X$ is a vector of (implicitly) existentially quantified variables, and a realization is of the form $\mathcal{G}_0$ such that $\delta = \{X/t\}$, for a vector of terms $t$, and $\mathcal{G}_0 = p(t)$ is in $\mathcal{L}$.

We define a **conflict resolution** as a realization, $\mathcal{G}_0$, such that $\mathcal{G}_0$ is an admissible claim with respect to $AF_1$ and $AF_2$, where $AF_2$ is $AF_1$ with all concession rules from $AF_2$, for $x, y = 1, 2$ and $x \neq y$. In our example, $wM(Ter)$ is a conflict resolution.

We define a dialogue, $D^n_{a_j}(s)$, between agents $a_i$ and $a_j$ (where $i, j = 1, 2, i \neq j$) for a claim $s$ as a finite sequence of utterances of the form $(a_i, a_j, TID, C, ID)$ (where $x, y = 1, 2, x \neq y$, and $\delta$ is an admissible claim with respect to $AF_1$ and $AF_2$, where $AF_2$ is $AF_1$ with all concession rules from $AF_2$, for $x, y = 1, 2$ and $x \neq y$). In our example, $wM(Ter)$ is a successful dialogue as a sequence $(a_1 = J, a_2 = A)$. The dialogue in Table 2 is successful. The dialectical tree for this dialogue is in Figure 1(Right). The ABA framework drawn from this dialogue consists of $wM(X) \leftarrow \text{fun}(X), sM(X)$ (J, A).

### Table 1: ABA frameworks for J and A in the example.

| $R^X$: $wM(X) \leftarrow \text{fun}(X), sM(X)$ (J, A) |
| $\text{fun}(X) \leftarrow aM(X)$ (J) |
| $\text{fun}(X) \leftarrow fM(X)$ (A) |
| $R^C$: $aM(Ter)$ (J, A) |
| $fM(LoR)$ (A) |
| Assumptions: $sM(X)$ (J, A) |
| Contraries: $C(sM(X)) = \{\neg sM(X), sM(Y) | Y \neq X \}$ (J, A) |

Figure 1: Argument, by J, for watching Ter (Left). Dialectical tree for the dialogue in our example (Right).

### Table 2: Dialogue in our example.

| $\langle J, A, 0, \text{clm}(wM(Ter)), 1 \rangle$ |
| $\langle A, J, 0, \pi, 2 \rangle$ |
| $\langle J, A, 1, rl(wM(Ter) \leftarrow \text{fun}(Ter), sM(Ter)), 3 \rangle$ |
| $\langle A, J, 0, \pi, 4 \rangle$ |
| $\langle J, A, 5, rl(\text{fun}(Ter) \leftarrow aM(Ter)), 5 \rangle$ |
| $\langle A, J, 0, \pi, 6 \rangle$ |
| $\langle J, A, 7, rl(aM(Ter)), 7 \rangle$ |
| $\langle A, J, 0, \pi, 8 \rangle$ |
| $\langle J, A, 3, asm(sM(Ter)), 9 \rangle$ |
| $\langle A, J, 5, ctr(sM(Ter)), \neg sM(Ter)), 10 \rangle$ |
| $\langle J, A, 0, \pi, 11 \rangle$ |
| $\langle A, J, 0, \pi, 12 \rangle$ |

These functions are defined in such a way that the dialectical tree underlying a successful dialogue corresponds to a concrete dispute tree, as given in [1], with respect to the ABA framework drawn from the dialogue. These consists of the rules, assumptions and contraries uttered in the dialogue. The dialogue in Table 2 is successful. The dialectical tree for this dialogue is in Figure 1(Right). The ABA framework drawn from this dialogue consists of $wM(X) \leftarrow \text{fun}(X), sM(X)$.

**Assumptions:** $sM(X)$

**Contraries:** $C(sM(X)) = \{\neg sM(X)\}$

The correspondence between dialectical trees and concrete dispute trees gives, directly from corollary 6.1 in [1], that the claim of a successful dialogue is admissible with respect to the ABA framework drawn from the dialogue.

We define a **conflict resolution dialogue** between $a_i$ and $a_j$ for a realization $\mathcal{G}_0$ as a dialogue $D^n_{a_j}(\mathcal{G}_0)$. Here, the agent starting the dialogue, $a_i$, is the **nominator**, whereas the other agent is the **challenger**. Through the dialogue, the nominator is allowed to utter any rules from its ABA framework, whereas the challenger is only allowed to utter its concession rules.

We define a successful sequence between $a_i$ and $a_j$ with respect to a goal $\mathcal{G}$ as a sequence $(d_1 = D^n_{a_j}(\mathcal{G}_0), d_2 = D^n_{a_j}(\mathcal{G}_0), \ldots, d_{2k-1} = D^n_{a_j}(\mathcal{G}_0), d_{2k} = D^n_{a_j}(\mathcal{G}_0))$, for $n \geq 2$, such that both $d_{2k-1}$ and $d_{2k}$ are successful and for all for all $k < n$ either $d_{2k-1}$ or $d_{2k}$ is not successful. Then the following result holds:

**Theorem 3.1.** Given a conflict $(\mathcal{G}_0, \mathcal{G}_1, \mathcal{G}_2)$ between $a_1$ and $a_2$ with respect to some goal $\mathcal{G}$, a conflict resolution $\mathcal{G}_3$ exists if there is a successful sequence between $a_1$ and $a_2$ with respect to $\mathcal{G}$.

The successful sequence in our example consists of four conflict resolution dialogues, $d_1 = D^n_{a_j}(wM(Ter))$, $d_2 = D^n_{a_j}(wM(Ter))$, $d_3 = D^n_{a_j}(wM(LoR))$, $d_4 = D^n_{a_j}(wM(LoR))$. All except $d_2$ are successful. $d_1$ is in Table 2. The other dialogues are omitted for lack of space.
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ABSTRACT

Bayesian games have been traditionally employed to describe and analyze situations in which players have private information or are uncertain about the game being played. However, computing Bayes-Nash equilibria can be costly, and becomes even more so if the common prior assumption (CPA) has to be abandoned, which is sometimes necessary for a faithful representation of real-world systems. We propose using the theory of reasoning patterns in Bayesian games to circumvent some of these difficulties. The theory has been used successfully in common knowledge (non-Bayesian) games, both to reduce the computational cost of finding an equilibrium and to aid human decision-makers in complex decisions. In this paper, we first show that reasoning patterns exist for every decision of every Bayesian game. Second, we illustrate practical applications of reasoning patterns in Bayesian games, which allow us to answer questions that would otherwise not be easy in traditional analyses, or would be extremely costly. We thus show that the reasoning patterns can be a useful framework in analyzing complex social interactions.
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1. INTRODUCTION

The real world is a complex place, plagued with uncertainty. Designing agents to reason, make decisions and interact with other agents in such an environment is therefore a challenging problem. The number of states that the agent needs to consider is prohibitively large even in "small" games like poker; moreover, the agent often needs to interact with others who have radically different beliefs about the situation unfolding. Common in real-world situations are private information, inaccurate beliefs about other agents or their strategies, or bounded rationality. In those cases, heuristics or limited reasoning might be employed to reach decisions faster. Furthermore, agents need to be adaptive and perform well even if the situation changes unpredictably, hence they cannot be employed with pre-computed optimal solutions.

Traditional game-theoretic approaches of modeling these systems are often unsatisfactory. If players disagree about the game being played, the situation is usually represented as a Bayesian game, in which the common prior assumption (CPA) is invoked, a requirement that the joint vector of types, describing the private information and beliefs of all the agents, is drawn according to a probability distribution that is common knowledge. The CPA usually serves to simplify the game’s representation and can be justified in some situations. However, the CPA is not always an appropriate modeling choice, especially in diverse populations of agents with different backgrounds in which agreement on a prior through repeated exposure is not warranted (see [10]). In a Bayesian game, agents are usually expected to adopt strategies comprising a Bayes-Nash equilibrium of the game.

This approach overlooks several issues. First, equilibrium solutions are hard to compute. Second, a game usually has a multitude (or even an infinity) of equilibria, and there is no principled way to select one of them. Third, in Bayesian games without a common prior there are technical difficulties (e.g., infinite belief hierarchies) that make optimal solutions very expensive to compute. Also, equilibrium strategies might not be followed by human players, as experiments have demonstrated [8]. And finally, equilibria are mathematical solutions of an optimization problem, and hence leave the actual decision-maker “out of the loop.”

Related Work

Our work aims at extending the ability for analyzing strategic situations beyond traditional game-theoretic analyses. In [7] authors explore “cognitive hierarchies,” a theory that suggests people engage in limited reasoning when analyzing a situation. Their method can be used to circumvent computational issues with equilibrium calculation, although it usually assumes a distribution of the various hierarchy depths (steps of reasoning) people are expected to engage in. Team reasoning (see [12], [13]) seeks to replace individuals as
the simplest reasoning unit with groups. The reasoning patterns, similarly, relate agents whose decisions influence one another. Finally, the field of epistemic game theory seeks to understand the relationship between rationality, players’ belief in rationality, limited reasoning or knowledge, and game-theoretic outcomes. The reasoning patterns aim at modeling reasoning at a coarser level than game-theoretic analyses, relaxing the assumptions made by traditional game theory, yet circumventing the complexity or the paradoxes (e.g., see [6]) that rigorous epistemic game theory has revealed.

2. THE REASONING PATTERNS

The original paper [11] defines four reasoning patterns, which are sets of features that capture the possible effects of an action on the acting agent’s utility. A proof is provided that these patterns are “complete,” in the sense that, if a decision of an agent cannot be associated with one of these four reasoning patterns, then the agent’s choice of action bears no effect on her utility. This was used to simplify games for the purpose of computing Nash equilibria in [2]. Reasoning patterns (RPs) are shown to correspond to graphical properties of the Multi-Agent Influence Diagram (MAID) [9] representation of the game, hence making their detection computationally easy [1]. Experimentally, when humans are shown advice generated by looking at the reasoning patterns in a complex game, they make better decisions [3]. In this paper we are extending the theory of reasoning patterns to Bayesian games, with or without a common prior. Moreover, we show that these extended reasoning patterns can be used to capture interesting social interactions, and help answer questions that might otherwise be less obvious or very costly.

To develop the theory of reasoning patterns for Bayesian games, we rely on the graphical representation developed in [4], in which a game is represented as a set of blocks. Each block contains a model of the world and a set of beliefs, while directed edges represent dependencies among blocks according to these beliefs. Depending on whether the CPA holds or not, the graph of blocks may be fully or sparsely connected. The reasoning patterns developed for Bayesian games can be explained in detail in the full version of the paper [5].

3. USING REASONING PATTERNS TO ANALYZE SOCIAL INTERACTIONS

We illustrate the usefulness of reasoning patterns in the analysis of Bayesian games by means of an example, presented in the full version of this paper. In short, we examine the case an intelligence agency consisting of some agents. These agents collect information in the world, then summarize and interpret it, passing it on to their superiors, who then aggregate all the information and make decisions. However, some of the agents might be “confederates.” Such agents are trying to subvert the operation of the agency. The agency is aware of the possibility of confederates among its members, and in particular that there are either zero or exactly two confederates in the agency. Suppose that we are now interested in answering the following question, set forth by agent i, who is not a confederate: “Which pairs of agents should be more feared to be confederates?” and “Which pairs of agents are more likely to be the confederates, given that misreported information has been observed in node, say, G?”

In a traditional analysis, we would have to compute all the Bayes-Nash equilibria of the game and then answer these questions by trying to compare the expected behavior of the players under the various equilibria with their observed behavior. On the contrary, reasoning patterns allow us to claim that the agents that have reasoning patterns such as manipulation, signaling and revealing-denying (see full version for a definition of these patterns) are more susceptible to being confederates than other agents. Moreover, the reasoning patterns do not just tell us that there might be an effect. They tell us “what the effect is,” e.g., which variable might contain fabricated information. Notice that the reasoning patterns analysis does not require knowledge of the exact utility function, or all the probabilistic dependencies. But if such knowledge is available, we may further quantify the reasoning patterns, and calculate, for instance, the expected utility of misrepresenting a variable by a particular confederate. Moreover, reasoning patterns would enable us to limit this search within the variables that the alleged confederate would have a reason to maliciously influence through his reasoning patterns.

This work was supported by the Air Force Office of Sponsored Research under Multi-University Research Initiative contract FA9550-05-1-0321.
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ABSTRACT
Wind power is becoming a significant source of electricity in many countries. However, the inherent uncertainty of wind generators does not allow them to participate in the forward electricity markets. In this paper, we foster a tighter integration of wind power into electricity markets by using a multi-agent coalition formation approach to form virtual power plants of wind generators and electric vehicles. We identify the four different phases in the life-cycle of a VPP, each characterised by its own challenges that need to be addressed.
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1. INTRODUCTION
Installed wind power capacity has been constantly growing in the last decade. However, due to the inherent uncertainty of wind power generation, this kind of energy is usually accommodated in day-ahead markets without imbalance penalties. Wind generators are not allowed to place bids in the electricity market, as they are taken into the system as

and when their power is available. This means wind generators are not able to gain the advantage of participating in an open market to maximise their revenue.

To achieve better integration of wind power into electricity markets, we propose using the concept of virtual power plant [4]. A virtual power plant (VPP) is here viewed as a cluster of wind farms and electric vehicles collectively acting as a single virtual entity. Though any means of storage would satisfy our requirements of a VPP, in this work we consider electric vehicles because they present a readily available resource that is expected to grow considerably in the near future. Since any conventional privately-owned vehicle is usually parked for 96% of the time [2], and given that for an electric vehicle “parked” eventually means “plugged”, the electric vehicle pool represents a set of batteries whose capacity can be made available for electricity storage.

The idea of using electric vehicles to stabilise the grid and support renewable energy is a quite recent concept that has been envisioned, under the name vehicle-to-grid (V2G), by [2]. In their work, the authors demonstrate that the economic motivation for V2G power is compelling, making V2G another driver for the penetration of these cleaner vehicles in our society.

Although the benefits of V2G and VPP have been extensively assessed, the application of agent-based techniques as the means of realising these concepts is still in its infancy. However, given that VPPs involve several distinct players with their own capabilities and preferences, multi-agent system techniques provide a convenient method to develop such systems.

Approaching from an agent perspective, we contend that wind generators and electric vehicles could profitably form a coalition of agents that acts as a single entity in the market. The main benefit of this approach is that the available storage will help reduce the variability and uncertainty of wind power, as well as increase its revenue potential, thereby facilitating the integration of this kind of energy into the existing electricity market. Furthermore, joining such a virtual power plant should also be profitable for electric vehicle owners as they will earn money for the energy storage service they offer. This could then help compensate for the investment in this type of vehicle which is usually more expensive than a conventional one, thereby promoting
the adaptation of these more environmentally-friendly vehicles. Now, given that these wind generators and electric vehicles will be owned by separate actors with their own individual interests (seeking to maximise their own revenues), the problem of forming VPPs reduces to a coalition formation problem between self-interested agents of different types (either production or storage) with varying capabilities (the amount of production/storage).

2. VIRTUAL POWER PLANTS

In our context a virtual power plant is composed of some wind generators that produce electricity and some electric vehicles that store it and supply to the grid later. Simply stated, the main purpose for the creation of a VPP is to be able to participate in the electricity market and maximise profits by delivering wind energy reliably. Now, since the actors that would come together to form a VPP are heterogeneous and self-interested, an agent-based approach is a natural way of addressing this problem. Being owned by different players, each of the wind generators and electric vehicles are represented as self-interested autonomous agents, that coalesce to form a virtual organisation (as a VPP) to participate in the market.

We look at the VPP being formed to participate in the day-ahead electricity market for the next day. Therefore, designing such a VPP will involve modelling both the members (wind generators and electric vehicles) and the workings of the VPP like scheduling storage and bidding in the market. In this section, we identify the four different phases in the life-cycle of a VPP, each characterised by its own challenges that need to be addressed (see Fig 1):

1) Formation

On day \( n \), wind generators join with electric vehicles to form a VPP, that is, a coalition of agents that cooperate to accomplish a volatile goal [3]. The coalition formation process will require modelling agents to represent the individual wind generators and electric vehicles participating in the coalition. These agent-based models will then enable the definition of the **value of the coalition**. Given this notional coalition value, distributed and dynamic algorithms are needed to efficiently create and maintain coalitions [3] as the conditions change day-to-day and there is no obvious centralised coordinator. Moreover, the issue of trust on potential coalition members will also be fundamental to the creation of effective coalitions as the members need to believe in the others’ truthfulness and capabilities [1]. Finally, the formation phase needs mechanisms for the discovery of potential coalition members and the election of the VPP representative agent or VPP leader.

2) Bidding

Once the VPP has been formed, the VPP leader is in charge of bidding in the day-ahead market, which takes place on the day \( n \), in order to deliver the electrical energy on day \( n+1 \). The VPP leader must submit a ‘supply curve’ that defines the price that the VPP is willing to demand for a specific quantity of delivered electricity. The bidding strategy must take into consideration several aspects of the VPP including the the electricity production forecasts of the member wind generators and the expected available storage provided by the member electric vehicles. Applying an operational model based on linear programming, electricity generation and storage can be optimally scheduled.

3) Delivery

At the time of market closure on day \( n \), the VPP will have committed to deliver a certain quantity of electricity on day \( n+1 \) adhering a certain schedule. On day \( n+1 \), to actually deliver the electricity as per the contract, the VPP must be efficiently operated at run-time, scheduling electricity generation and storage as per the plan, maintaining the structure of the VPP and coping with any unpredictable events (say, if several electric vehicles are unexpectedly unplugged).

4) Dissolution

At the end of day \( n+1 \), the VPP, having accomplished its purpose, would dissolve or at least cease its activities for the day. In either case, this involves distribution of the revenues among the VPP members, according to a clear, pre-determined, and possibly fair, payment scheme.
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ABSTRACT

We consider the role of negotiation in deciding decommitment penalties. In our model, agents simultaneously negotiate over both the contract price and decommitment penalty in the contracting game and then decide whether to decommit from contracts in the decommitment game. Experimental results show that setting penalties through negotiation achieved higher social welfare than other exogenous penalty setting mechanisms.
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1. INTRODUCTION

In leveled-commitment contracting, both contract parties strategically choose their level of commitment based on the contract price and decommitment penalty which are determined prior to the start of the decommitting game. The efficiency of leveled-commitment contracting depends on how the contract price and decommitment penalty are set. In Sandholm et al.’s model of leveled-commitment contracts [4, 3], both the contract prices and decommitment penalties are assumed to be known to the contract parties before the decommitting game. This paper discusses how to set the contract price and decommitment penalty through negotiation. In our model, agents negotiate over both the contract and the amount of decommitment penalty in the contracting game and then decide whether to decommit from contracts in the decommitting game. Experimental results show that when decommitment penalties are decided through negotiation, agents achieved higher social welfare than other approaches of setting decommitment penalties, which corresponds to the observations in another study [1].

2. NEGOTIATING OVER PENALTY

We consider a contracting setting with agents: contractor $b$ who pays to get a task done, and contractee $s$ who gets paid for handling the task. In our model, $b$ and $s$ negotiate over contract price and decommitment penalty before additional offers (outside offers) from other agents become available. Then they strategically choose to decommit or not when their outside offers are available. The contractor’s best (lowest) outside offer $v$ is characterized by a probability density function $f(v)$. The contractee’s best (highest) outside offer $w$ is characterized by a probability density function $g(w)$.

An agent’s options are either to make a contract or to wait for future option. The two agents could make a full commitment contract at some price. Alternatively, they can make a leveled-commitment contract which is specified by a contract price, $\rho$, and a decommitment penalty $q$. If one agent decommits from the agreement, it needs to pay the penalty $q$ to the other agent. The leveled-commitment contracting consists of two stages. In the contracting game, the agents make agreements on both a contract price and a decommitting penalty. Formally, agent $a \in \{b, s\}$ makes an offer $[\rho, q]$ where $\rho$ is contract price and $q$ is decommitment penalty. The other agent $a'$ can choose to 1) accept or 2) reject. If $a'$ accepts the offer, the bargaining outcome is $[\rho, q]$. Otherwise, the bargaining fails. In the decommitting game, the contractee decides on whether to decommit first and contractor moves next.

Based on this analysis about agents’ strategic behavior by Sandholm et al, we can compute agents’ optimal contracts. The contract $c_0(f, g)$ ($c^*(f, g)$) which maximizes the contractor’s (contractee’s) expected utility is the contractor’s (contractee’s) optimal contract.

We experimentally compared the efficiency of negotiating over penalty in the two-player game [4, 3] with fixed penalties $\{0, 10, 20, 40\}$ and penalties is a percentage $\{0.1, 0.3, 0.5\}$ of a contract price. We found that the negotiating over penalty achieved higher social welfare than other penalty setting approaches. Fig. 1 shows the performance of different mechanisms as well as the maximum social welfare when $f(v)$ and $g(w)$ are uniform distributions. $f(v)$ is defined by $[v_{\min}, v_{\max}]$ and $g(w)$ is defined by $[w_{\min}, w_{\max}]$ where 1) $0 < v_{\min}, v_{\max}, w_{\min}, w_{\max} \leq 100$ and 2) $v_{\max} \geq w_{\min}$. We can see that negotiating over penalty achieved much higher utility than other exogenous penalty setting mechanisms. Even when the offering agent always chooses the price and penalty to maximize its utility, the social welfare is close to the maximum social welfare.

Cite as: Negotiation Over Decommitment Penalty (Extended Abstract), Bo An and Victor Lesser, Proc. of 10th Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1101-1102. Copyright (c) 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.
3. EFFICIENCY IN MULTI-PLAYER GAMES

Now we consider more realistic bargaining scenarios where there are multiple agents which have incomplete information about others. Each contractor has one task to finish and has a cost associated with the task. Each contractee has no task initially and also has a cost to handle a task. A contractor can either complete its task by itself or contract out its task to a contractee. As in [2], we use a sequential protocol in which only one contractor and one contractee negotiate in each round and the contractor makes the proposal.

For each type of agents, we developed two kinds of agents: myopic and partially lookahead. A myopic contractee accepts an offer if and only if it can gain some immediate payoff by accepting the offer. A myopic contractor \( b \) gradually increases its offering price when it fails to make a contract. \( b \) decides the penalty considering the offering price: the lower price, the higher the penalty. A look-ahead bargaining strategy based on 1) the competition between contractors and contractees, and 2) agents’ multiple opportunities to make a contract. \( b \) will search all possible values of \( \rho \) and \( q \) to find out the best offer.

![Figure 2: Number of contractors and cost ratio (contractor/contractee ratio: 1)](image)

![Figure 3: Number of contractors and cost ratio](image)

**Table 1: Average cost ratios**

<table>
<thead>
<tr>
<th>Strategy</th>
<th>All Myopic</th>
<th>All Lookahead</th>
<th>Random match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bargaining</td>
<td>2.161</td>
<td>3.109</td>
<td>2.775</td>
</tr>
<tr>
<td>Fixed penalty-0</td>
<td>3.837</td>
<td>3.844</td>
<td>3.778</td>
</tr>
<tr>
<td>Fixed penalty-10</td>
<td>2.618</td>
<td>3.573</td>
<td>3.252</td>
</tr>
<tr>
<td>Fixed penalty-20</td>
<td>2.529</td>
<td>3.573</td>
<td>3.262</td>
</tr>
<tr>
<td>Fixed penalty-40</td>
<td>2.653</td>
<td>3.627</td>
<td>3.357</td>
</tr>
<tr>
<td>Price rate-0.1</td>
<td>3.355</td>
<td>3.573</td>
<td>3.518</td>
</tr>
<tr>
<td>Price rate-0.3</td>
<td>2.541</td>
<td>3.547</td>
<td>3.174</td>
</tr>
</tbody>
</table>

After each experiment, we measure the ratio of the social welfare of the solution obtained through negotiation to the optimal social welfare. The average cost ratio for all instances is calculated for each setting. The lower cost ratio, the better.

**Observation 1:** Table 1 summarizes the average cost ratios in all settings when the contractor/contractee ratio is within the range \([1/3, 3]\). We found that on average, negotiating over penalty achieved lower cost ratio as compared with exogenous methods for setting penalties, no matter which strategies were used by agents. Furthermore, when the decommitment penalty is 0, the cost ratio is higher than any other exogenous methods for setting penalties.

The cost ratio when all agents use a myopic strategy is lower than the cost ratio when agents use a look-ahead strategy or randomly determine choose a look-ahead strategy or a myopic strategy (random match). Furthermore, agents with random strategies achieve lower cost ratio than agents with look-ahead strategies.

**Observation 2:** Fig. 2 shows the cost ratio with different numbers of contractors when the number of contractors are equal to the number of contractees. In all the settings, negotiating over penalty achieved lower cost ratio as compared with exogenous methods for setting penalties. It’s observed that the cost ratio increases with the increase of number of agents.

**Observation 3:** It can be observed from Fig. 3 that with different contractor/contractee ratios, negotiating over penalty achieved lower cost ratio as compared with exogenous methods for setting penalties. The cost ratio decreases with the increase of contractor/contractee ratio when the contractor/contractee ratio is low. However, the cost ratio increases with the increase of contractor/contractee ratio when the contractor/contractee ratio is higher than 1.
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ABSTRACT
In the problem of multiagent patrol, a team of agents is required to repeatedly visit a target area in order to monitor possible changes in state. The growing popularity of this problem comes mainly from its immediate applicability to a wide variety of domains. In this paper we concentrate on frequency-based patrol, in which the agents’ goal is to optimize a frequency criterion, namely, minimizing the time between visits to a set of interest points. In situations with varying environmental conditions, the influence of changes in the conditions on the cost of travel may be immense. For example, in marine environments, the travel time of ships depends on parameters such as wind, water currents, and waves. Such environments raise the need to consider a new multiagent patrol strategy which divides the given area into regions in which more than one agent is active, for improving frequency. We prove that in general graphs this problem is intractable, therefore we focus on simplified (yet realistic) cyclic graphs with possible inner edges. Although the problem remains generally intractable in such graphs, we provide a heuristic algorithm that is shown to significantly improve point-visit frequency compared to other patrol strategies.
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1. INTRODUCTION
In the problem of multiagent patrol, a team of agents is required to repeatedly visit a set of points in order to monitor possible changes in state. The growing popularity of this problem (e.g. [3, 4, 1]) comes mainly from its immediate applicability to a wide variety of domains. The points may either be in a discrete environment, a continuous 1-dimensional environment (along a line), or a continuous 2-dimensional environment (inside an area).\footnote{1Of course higher dimensions are also possible.}

In this paper we focus on the continuous 2-dimensional frequency-based multiagent patrol problem, with discrete points of interest, in complex environmental conditions. In this problem, we are given a graph \( G = (V, E) \), and we need to define patrol paths for a team of \( k \) agents that will minimize the maximal time some vertex of the graph is left unvisited. The complexity of the environment is expressed via the cost of travel between each pair of vertices of the graph. Consider, for example, the problem of ship patrol, i.e., patrol by agents (ships) in marine environments.

Current strategies for multiagent patrol offer, roughly, two alternatives for agents’ patrol paths. The first strategy, denoted herein as SingleCycle, is to create one simple cyclic path that travels through the entire area (graph), and to let all agents patrol along this cyclic path while maintaining uniform distance between them (e.g. [4, 3]). The second strategy, denoted herein by UniPartition, is to partition the area into \( k \) distinct subareas, where each agent patrols inside one area (e.g. [3]). Finding an optimal solution in both cases might be intractable, thus existing solutions concentrate on either simplified scenarios or offer heuristic solutions.

We suggest a third, more general strategy, denoted by MultiPartition, in which the graph is divided into \( m \) subgraphs, \( m \leq k \), such that a subteam of agents jointly patrol in each subgraph. We define the problem of finding \( k \) (possibly overlapping) paths for the agents such that the maximal time between any two visits at a vertex is minimized, and show that the problem is \( \mathcal{NP} \)-Hard. We therefore investigate the problem on a special family of graphs, which are cyclic graphs with non intersecting shortcuts (diagonals), called outerplanar graphs [2]. Unfortunately, the time complexity of the general problem of finding an optimal MultiPartition strategy even in such graphs appears to be intractable as well.

We therefore suggest a heuristic algorithm for finding a partition of the graph into disjoint cycles in the outerplanar marine environment, and a partition of the \( k \) agents among those cycles. The evaluation of the algorithm in our custom-developed ship simulator, UTSeaSIM, that was designed to realistically model ship movement constraints in marine environments, shows that the heuristic algorithm performs better compared to existing strategies.
2. BACKGROUND AND MOTIVATION

The problem of multiagent patrol has become a canonical problem in multiagent (and specifically multi-robot) systems in the past several years. As such, we have decided to investigate this problem in the realistic ship simulation we have designed in our lab, UTSEASim.

The general problem defined in graph environments requires a team of $k$ agents to repeatedly visit all $N$ nodes of the given graph while minimizing the longest time a node has remained unvisited by some robot. Generally, the solutions that exist in the literature for defining optimal patrol paths for a team of robots, can be roughly divided into two types: SingleCycle and UniPartition strategies, which consider the entire cyclic path, or divide the area into $k$ regions, each covered by one agent (respectively).

When looking at the example described in Figure 1 for three ships, we can see that there exists another strategy: Letting one ship patrol in one cycle (here points $p_1, p_4, p_5, p_6$), and the other two ships can jointly patrol in one cycle (points $p_1, p_2, p_7, p_8, p_9, p_{10}$). We denote this strategy MultiPartition, i.e., a partition into areas in which more than one agent can patrol in each area. In this example, the worst idleness when the sea conditions were calm (no winds or currents) was 651, 786 and 614 for the UniPartition, SingleCycle, and MultiPartition strategies, respectively. When we introduced currents to the system, the advantage of using the MultiPartition strategy became more evident: the worst idleness results were 795, 792 and 613 seconds using the SingleCycle, UniPartition and MultiPartition strategies (respectively).

This example, along with other similar phenomena we have viewed in our simulator, motivated us to redefine the problem of multiagent patrol in a more general form, the MultiPartition strategy, and investigate possible solution to the problem in circular environments, with additional shortcuts between the points of interest.

Figure 1: An example of a scenario handled by the simulator. The circles represent the points of interest (nodes of the graph), and the drop shapes are the ships. The large grey shapes are obstacles, and the drawn arrows indicate the direction of the water current.

3. PROBLEM DEFINITION AND COMPLEXITY

Definition: Multiagent Graph Patrol (MGP)
Given a graph $G = (V, E, C)$ where $|V| = N$, and $\forall (v_i, v_j) \in E, c_{ij} \in C$ is the associated cost of the edge, an integer $k < N$ denoting the number of agents and a desired maximal worst idleness criteria $f$, is there a division of $V$ into $m \leq k$ cyclic paths $V_1, V_2, \ldots, V_m$ (not necessarily simple), each assigned with $k_i$ agents such that all $k_i$ agents visit all vertices in $V_i$ and $\sum_{i=1}^{m} k_i = k$, such that the worst idleness $w(G)$ is at most $f$?

Theorem 1. The MGP problem is $NP$ complete for general $k$.

4. FUTURE WORK

Several points are left as future work. First, we would like to consider the problem of multiagent patrol in prioritized environments, i.e., where vertices of the graph should be visited with different frequencies. Second, we would like to add more learning methods for determining the cost of travel, especially in prioritized environments. We would also like to examine the possibility of generalizing our heuristic solution to general graphs.

5. REFERENCES


Empirical and Theoretical Support for Lenient Learning
(Extended Abstract)

Daan Bloembergen, Michael Kaisers, Karl Tuyls
Maastricht University, P.O. Box 616, 6200MD, Maastricht, The Netherlands
{daan.bloembergen, michael.kaisers, k.tuyls}@maastrichtuniversity.nl

Categories and Subject Descriptors
1.2.6 [Computing Methodologies]: Artificial Intelligence—Learning

General Terms
Algorithms, Theory

Keywords
Multi-agent learning, Evolutionary game theory, Replicator dynamics, Q-learning, Lenient learning

1. RESEARCH SUMMARY

Recently, an evolutionary model of Lenient Q-learning (LQ) has been proposed, providing theoretical guarantees of convergence to the global optimum in cooperative multi-agent learning. However, experiments reveal discrepancies between the predicted dynamics of the evolutionary model and the actual learning behavior of the Lenient Q-learning algorithm, which undermines its theoretical foundation. Moreover it turns out that the predicted behavior of the model is more desirable than the observed behavior of the algorithm. We propose the variant Lenient Frequency Adjusted Q-learning (LFAQ) which inherits the theoretical guarantees and resolves this issue.

The advantages of LFAQ are demonstrated by comparing the evolutionary dynamics of lenient vs non-lenient Frequency Adjusted Q-learning. In addition, we analyze the behavior, convergence properties and performance of these two learning algorithms empirically. The algorithms are evaluated in the Battle of the Sexes (BoS) and the Stag Hunt (SH), while compensating for intrinsic learning speed differences. Significant deviations arise from the introduction of leniency, leading to profound performance gains in coordination games against both lenient and non-lenient learners.

1.1 Games and Learning

Reinforcement learning (RL) tries to maximize the numerical reward signal received from the environment as feedback on performed actions. This paper considers single-state RL. Each time step the agent performs an action \( i \) upon which it receives a reward \( r_i \in [0, 1] \). Based on this reward the agent updates its policy which is defined as a probability distribution \( x \) over its actions, where \( x_i \) denotes the probability of selecting action \( i \). The environment will be given by the following games, where the first player chooses row \( i \), and the second player chooses column \( j \), and their payoff is given by the first and second entry of the matrix position \((i,j)\) respectively.

\[
\begin{array}{ccc}
O & F \\
\hline
O & 1,1 & 0,0 \\
F & 0,0 & 1,1 \\
\end{array}
\quad
\begin{array}{ccc}
S & H \\
\hline
S & 1,1 & 0,0 \\
H & 0,0 & 1,1 \\
\end{array}
\]

A classical benchmark reinforcement learning algorithm is single-state Q-learning [6], which uses the action-value update

\[
Q_i(t+1) \leftarrow Q_i(t) + \alpha [r_i(t+1) + \gamma \max_j Q_j(t) - Q_i(t)]
\]

to refine its reward estimation \( Q \) for the taken action \( i \) at each time step \( t \); \( \alpha \) controls the learning step size, and \( \gamma \) discounts future rewards. After each update of \( Q \), the new policy is derived using the Boltzmann exploration mechanism that converts the action-value function \( Q \) to the probability distribution \( x \):

\[
x_i = \frac{e^{Q_i/\tau}}{\sum_j e^{Q_j/\tau}}
\]

It has been shown that leniency, i.e., forgiving initial mis-coordination, can greatly improve the accuracy of an agent’s reward estimation in the beginning of the learning process [4]. It thereby overcomes the problem that initial mis-coordination might lead to suboptimal solutions in the long run. Leniency towards others can be achieved by having the agent collect \( \kappa \) rewards for a single action before updating the value of this action based on the highest of those \( \kappa \) rewards [4].

The evolutionary model of LQ that delivers the theoretical guarantees is based on the evolutionary model of Q-learning, which was derived under the assumption that all actions are updated equally often [5]. However, the action-values in Q-learning are updated asynchronously: the value of an action is only updated when it is selected. Furthermore, the evolutionary model predicts more rational behavior than the Q-learning algorithm actually exhibits, and therefore [3] introduce the variation Frequency Adjusted Q-learning (FAQ) that simulates synchronous updates by weighting the action-value update inversely proportional to the action-selection probability:

\[
Q_i(t+1) \leftarrow Q_i(t) + \frac{1}{x_i} \alpha \left[ r_i(t+1) + \gamma \max_j Q_j(t) - Q_i(t) \right]
\]

This paper proposes the Lenient Frequency Adjusted Q-learning (LFAQ) algorithm that combines the improvements of FAQ and Lenient Q-learning. The action-value update rule of LFAQ is equal to that of FAQ: the difference is that the lenient version collects \( \kappa \) rewards before updating its Q-values based on the highest of those rewards. An elaborate explanation of this algorithm can be found in [2].
2. EXPERIMENTS AND RESULTS

This section provides a validation of the proposed LFAQ algorithm, as well as an empirical comparison to non-lenient FAQ. A more elaborate evaluation of the performance of lenient vs. non-lenient learning algorithms can be found in [1].

Figure 1 presents an overview of the behavior of Lenient Q-learning and Lenient FAQ-learning in the Stag Hunt. The action-selection probability of both players’ first action is plotted. The figure shows different initialization settings for the Q-values: pessimistic (left), neutral (center) and optimistic (right). The arrows represent the directional field plot of the lenient evolutionary model; the lines follow learning traces of the algorithm. These results show that the behavior of LQ deviates considerably from the evolutionary model, and depends on the initialization. LFAQ on the other hand is robust to different initialization values, and follows the evolutionary model precisely.

**Lenient Q-learning**

**Lenient FAQ-learning**

Figure 1: Validating LFAQ-learning.

Figure 2 shows the policy trajectories of FAQ, LFAQ, and a combination of both in Battle of the Sexes and the Stag Hunt. In BoS, LFAQ provides a clear advantage against non-lenient FAQ, indicated by a larger basin of attraction for its preferred equilibrium at (0, 0). In SH, LFAQ outperforms FAQ also in self-play, with a larger basin of attraction for the global optimum at (1, 1).

Finally, Figure 3 shows the average reward over time for FAQ (solid), LFAQ (dotted), FAQ mixed (dashed), and LFAQ mixed (dash-dot). Again, LFAQ has the advantage by achieving either a higher or similar average reward than FAQ.

3. CONCLUSION

The proposed LFAQ algorithm combines insights from FAQ [3] and LQ [4] and inherits the theoretical advantages of both. Empirical comparisons confirm that the LFAQ algorithm is consistent with the evolutionary model derived by [4], whereas the LQ algorithm may deviate considerably. Furthermore, the behavior of LFAQ is independent of the initialization of the Q-values. In general, LFAQ performs at least as well as non-lenient learning in coordination games. As such, leniency is the preferable and safe choice in cooperative multi-agent learning.
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ABSTRACT
A defining characteristic of intelligent software agents is their ability to flexibly and reliably pursue goals, and many modern agent platforms provide some form of goal construct. However, these platforms are surprisingly naive in their handling of interactions between goals. Whilst previous work has provided mechanisms to identify and react appropriately to various sorts of interactions, it has not provided a framework for reasoning about goal interactions that is generic, extensible, formally described, and that covers a range of interaction types.
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1. INTRODUCTION
One of the defining characteristics of intelligent software agents is their ability to flexibly and reliably pursue goals, and many modern agent platforms provide some form of goal construct. However, these platforms are surprisingly naive in their handling of interactions between goals. Platforms such as Jason, JACK, 2APL and many others don’t make any attempt to detect interactions between goals. There has been work on providing means for an agent to detect various forms of interaction between its goals, such as resource contention [3], and interactions involving logical conditions (e.g. [2]). However, this strand of work has not integrated the various forms of reasoning into a single framework: each form of interaction is treated separately\(^1\).

This paper reports on a framework for extending BDI platforms with the ability to reason about interactions between goals. The framework improves on previous work by being generic, i.e. can be customised to provide the reasoning that is needed for the application at hand; presented formally, and hence precisely, avoiding the ambiguity of natural language; and that integrates different reasoning types into one framework. Due to length constraints, this presentation will be informal and example-driven. Formal details are available upon request.

Our running example is a (very!) simple Mars rover that performs a range of experiments at different locations. The first plan below for performing an experiment of type \(\text{exp} \) at location \(L\) firstly moves to the appropriate location \(L\), then collects a sample \((\text{samp})\) using the appropriate measuring apparatus.

\[
\text{trigger} \quad \text{context condition} \quad \text{plan body}
\]

\[
\text{exp}(L, X) : \neg \text{locn}(L) \iff \text{goto}(L); \text{samp}(X)
\]

\[
\text{exp}(L, X) : \text{locn}(L) \iff \text{samp}(X)
\]

We assume for simplicity of exposition that \(\text{goto}(L)\), and \(\text{samp}(X)\) are primitive actions, but they could also be defined as events that trigger further plans. The action \(\text{goto}(L)\) has precondition \(\neg \text{locn}(L)\) and add set \(\{\text{locn}(L)\}\) and delete set \(\{\text{locn}(x)\}\) where \(x\) is the current location.

The sorts of interactions that we want to be able to reason about include resource and condition interactions.

Goals may have resource requirements, including both reusable resources such as communication channels, and consumable resources such as fuel or money. Given a number of goals it is possible that their combined resource requirements exceed the available resources. In this case the agent should realise this, and only commit to pursuing some of its goals or, for reusable resources, schedule the goals so as to use the resources appropriately (if possible). Furthermore, should there be a change in either the available resources or the estimated resource requirements of its goals, the agent should be able to respond by reconsidering its commitments. For example, if a Mars rover updates its estimate of the fuel required to visit a site of interest (it may have found a shorter route), then the rover should consider whether any of its suspended goals may be reactivated.

Goals affect the state of the agent and of its environment, and may also at various points require certain properties of the agent and/or its environment. An agent should be aware of interactions between goals such as after moving to a location in order to perform

\(^1\)This work was partly done while the author was employed by RMIT University.
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some experiment, avoid moving elsewhere until the experiment has been completed; or if two goals involve being at the same location, schedule them so as to avoid travelling to the location twice.

2. REASONING ABOUT INTERACTIONS

We provide reasoning about interactions between goals by:

1. Extending the language to allow goal requirements (resources, conditions to be maintained etc.) to be specified (Section 2.1).

2. Providing a mechanism to aggregate and propagate these requirements (Section 2.2).

3. Defining new conditions that can be used to respond to detected goal interactions (Section 2.3).

2.1 Specifying Requirements

We extend the language with a construct $\tau(\pi, R)$ which indicates that the plan $\pi$ is tagged (“$\pi$”) with requirements $R$, where $R$ is a pair of two sets, $(L, U)$, representing a lower and upper bound (we abbreviate $(X, X)$ to $X$). Each set contains resource requirements such as $in(c)$ where $c$ is a condition that must be true during the whole of execution including the start; or $re(e, t, n)$ where $e$ is either $r$ or $c$, denoting a reusable or consumable resource, $t$ is a type (e.g. fuel), and $n$ is the required amount of the resource. Since in some cases the requirements of a goal or plan can only be determined in context, we provide a mechanism for dynamic tagging: $\tau(f, f, c)$ where $f$ is a function that uses the agent’s beliefs to compute the requirements, and $c$ is a re-computation condition.

In the Mars rover example we have the following requirements. Firstly, goto($L$) computes its requirements based on the distance between the destination and current location: $\tau(goto(L), f(L), c)$ where $f(L)$ looks up the current location $locn$ in the belief base, and then computes the distance between it and $L$. Secondly, samp($X$) requires that the rover remains at the desired location, hence its requirement is $\{in(locn(L))\}$. We thus provide requirements by specifying the following plan body (for the first plan):

$$\tau(goto(L), f(L), c); \tau(samp(X), \{in(locn(L))\})$$

2.2 Propagating Requirements

We define a function $\Sigma$ that takes a plan body and tags it with requirements by propagating and aggregating the given requirements. Returning to the Mars rover, let $\pi = \tau(goto(L), f(L), c); \tau(samp(X), \{in(locn(L))\})$ then the following requirements are computed\(^2\) (if we assume that $f$ returns 20 for the fuel requirement of reaching $L$ from the starting location):

$$\Sigma(\pi) = T(\pi_2; \pi_3, \{re(c, fuel, 20), in_{\pi}(locn(L)), in_{\pi}(\neg locn(L))\})$$

$$\pi_2 = T(goto(L), \{re(c, fuel, 20), pr(\neg locn(L)), f, c\})$$

$$\pi_3 = T(samp(X), \{in(locn(L))\})$$

2.3 Responding to Interactions

The language of conditions is extended with new conditions: $rok$ (“resources are ok”), $interfere$, and $culprit$. The new condition $rok(G)$ means that there are enough resources for all of the goals in $G$. The new condition $interfere(g)$ is true if $g$ is about to do something that interferes with another goal. Informally, this is the case if one of the actions of $g$ may do next has an effect that is inconsistent with another (active) goal’s in-condition. The condition $culprit(g)$ is true iff the goal $g$ is responsible for a lack of sufficient resources, i.e. if removing $g$ from $G$ makes things better.

The language of responses is extended with new responses: $!\pi$ and $\text{Pick}\not\pi$. The former simply executes $\pi$ (we can define synchronous and asynchronous variants of this). The latter specifies that this goal should be given priority when selecting which goal to execute and can be used to prioritise other experiments to be performed at the current location on Mars (details omitted).

We are now in a position to define a new goal type which uses the conditions and responses defined, along with the underlying infrastructure for specifying and propagating requirements, in order to deal with interactions as part of the agent’s goal reasoning process. We extend goals into interaction-aware goals by simply adding to their set of condition-response pairs the following condition-response pairs\(^3\):

$$I = \{\{culprit, SUSPENDED\}, \{note\text{culprit}, ACTIVE\}, \{\text{interfere}, SUSPENDED\}, \{\neg\text{interfere}, ACTIVE\}\}$$

We now consider how the different forms of reasoning discussed at the outset can be supported by interaction-aware goals.

Scenario 1: A lack of resources causes a goal to be suspended, and, when resources are sufficient, resumed. Since the goals are interaction-aware, suspension and resumption will occur as a result of the conditions-responses in $I$. Since updates are performed one at a time, this will only suspend as many goals as are needed to resolve the resource issue. If further resources are obtained, then the suspended goals will be re-activated by $\{\text{note\text{culprit}}, ACTIVE\}$.

Scenario 2: Once the Mars rover has moved to a location to perform an experiment, the requirement of the plan (see $\pi_2$ in Section 2.2) is $in(locn(L))$, and therefore it avoids moving again until the sampling at $L$ has completed. Should another goal $g'$ get to the point of being about to $goto(L')$, then this next action interferes with the in-condition, and $g'$ will then be suspended, preventing the execution of $goto(L')$. Once the first goal has concluded the experiment, then it no longer has $locn(L)$ as an in-condition, and at this point $g'$ will be re-activated ($\{\neg\text{interfere}, ACTIVE\}$).

3. REFERENCES
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ABSTRACT

Institutions offer the promise of a means to govern open systems, in particular, open multi-agent systems. Research in logics and their derived tools now support the specification, verification and enactment of institutions (or organizations, depending on the terminology of the tool). Most effort to date has tended to focus on the static properties of institutions, such as whether a particular state of affairs is reachable or not from a given set of initial conditions. Such models are useful in forcing the designer to state their intentions precisely, and for testing (static) properties. We call this off-line reasoning. We identify two problems in the direct utilization of off-line models in the governance of live systems: (i) static model artefacts that are typically aspects of agent behaviour in the dynamic model (ii) over-specification of constraints on actions, leading to undue limitation of agent autonomy. Agents need to be able to query an institution for (dynamic) properties. We call this on-line reasoning. In this paper we present a methodology to extract the on-line specification from an off-line one and use it to support BDI agents to realize a norm-governed multi-agent system.
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Introduction

The motivation for this work derives from the construction of a simulation to evaluate a possible future development for mobile phone networks, in which mobiles dynamically construct ad-hoc wireless grids with the objective of achieving (i) faster download times by splitting content into parts, downloading a subset using 3G and acquiring the rest from nearby phones using wifi (ii) reducing power consumption by trading off high-cost 3G communication for low-cost wifi communication [3]. In planning the simulation, rather than using the conventional marionette approach of agent-based simulation, we chose to explore the idea of using a social institution to guide and inform agent actions. Given the event-based nature of the simulation, we adopted the formal approach to institutional modelling described in [2]. Using its domain specific modelling language InstAL, and its a complementary computational model, realized through Answer Set Programming (ASP), agents are provided with information about the institutional state. At the same time, we also needed a suitable agent architecture, with a programming model that would fit the requirements for both being able to process institutional events and taking a goal-driven approach to the tasks to be fulfilled in the simulation. We chose the BDI architecture as implemented in Jason [1].

We address the institutional modelling task in two phases: (i) Off-line: where we built an institutional model of the wireless grid concept to evaluate whether it makes sense to pursue the idea at all. This model hard-codes simplifications of the environment in which the agents interact. (ii) On-line: created by stripping the off-line model of everything except normative information and domain facts. It provides the BDI agents in the simulation with a kind of oracle, that can respond to queries both about the current state and the normative consequences of actions.

The experience gained during the development of this simulation has lead to the main contribution of this paper: a methodology for developing off- and on-line institutional models—that is, models that play a key part in developing and running either an application or, as in our case, a simulation, in expressing the rules of governance for an open system. In that respect, the simulation and its results are tangential to the present focus, which is normative design and making such models accessible to agents.

Norm Governed Systems
We have two motivations in choosing a norm-governed approach: (i) flexibility: by changing the institutional model, it is possible to influence agent behaviour, without modifying individuals—assuming a suitable goal-driven agent implementation (ii) realism: in this scenario, as in those foreseen for multi-agent systems, we cannot either predict or control with total certainty the behaviour of agents, but it is hoped that social institutions can provide functions similar to those found in the physical world, thus it is important to be able to test the potential impact of institutional control on suitably adapted agents.

Off- vs. On-line
Most research to date on institutional modelling and reasoning focusses on the static properties of institutions. A model is used, for example, to determine whether a particular state of affairs is reachable or not from a given set of initial conditions. As such it can be used to design and verify properties of protocols and the effectiveness of sanctions. In our grid scenario, the off-line model was used as a prototype to demonstrate that normative reasoning can be beneficial to the individual agents.

The off-line model is an abstraction of a possible running system and cannot take into account participants’ reasoning capabilities as some of the participants might not be norm-aware or even be irra-
tional. In the off-line model, it should be possible for participants to download the same chunk over and over again, while in reality this would be a waste of battery power. The model also does not have access to the information available in a running system so might have to manufacture some such information for itself. In the grid example this means that the off-line model has to keep track of which channels are in use at any given time in order to prevent simultaneous downloads on the channel. This also implies it has to monitor the duration of the download. The same is true for the sending and receiving of the chunks. In a running system this is taken care of by the system and its components (such as the base-stations) or the physical limitations of the devices.

The modelling of such extra details in the off-line model forces the designer to be very precise about his or her intentions, ultimately leading to better normative specifications.

For a given normative system, both the off-line and on-line model should have the same normative intentions, making the off-line model a good starting point for the development of the on-line one. A first step is to remove rules and conditions that deal with simulating a running system. The on-line model is only there to monitor normative behaviour not the system’s behaviour. It only monitors the external events resulting from agent actions, however, it does not predetermine all agent behaviour.

The Off-line Model In neither model are we concerned with the technicalities of the negotiation phase—any off-the-shelf protocol could be employed—as long as the post-condition is satisfied: that each chunk is assigned to exactly one handset and that each handset is assigned the same number of chunks.

The results received from this off-line model verify that when agents follow the norms the entire community benefits, except when norms are breached at the end of the interaction as enforcement have no longer an effect. However, this might not cause problems when participants never meet again, penalties can always be applied at the next encounter. This information gives us sufficient reassurance to implement the protocol in our energy-saving simulation where handsets might engage in several sharing contracts over a period of time and past information can be used against them and propagated in the network.

The On-line Model When moving to an on-line model we no longer need to be concerned with modelling system data. In a running system, the sole purpose of the normative component is to monitor agents’ actions and verify whether they were allowed or not from a normative perspective. Concretely for our example this means that our model should not concern itself with any restriction from a technical perspective, i.e. whether a mobile phone is technically capable to send or receive chunks.

In contrast to the off-line model, in which the chunk attribution to agents (i.e. the initial configuration of the agent/chunk/channel combinations) is pre-determined, in the on-line model this is decided by the agents themselves. So a dynamic normative specification consists of two parts: a static part that is independent of the participating handsets and contains the general norms for cooperation; and a dynamic part which is determined at run-time with handsets forming sharing coalitions.

Monitoring On-line State For maintaining the institutional state in our running system we introduce a special type of agent or entity: the Governor. When created it is given the static part of the on-line model. When our agents agree to collaborate they create a contract specifying the agents involved and who is responsible for downloading with chunks from the base-station. This information is then turned into a custom dynamic instantiation of the institution. Whenever an action takes places that affects the contract, the Governor is informed then updates the normative state for that particular contract using the current state of contract as the initial state.

The agents involved with the contract can then pose queries to the Governor regarding the state and possible consequences of certain actions, such as (i) what norms affect my current situation, (ii) is a specific norm X true (i.e. valid) in the current situation, or more specifically, (iii) given the current situation, following the norms, am I allowed to execute action Y? In terms of the on-line reasoning model these questions query the properties of fluents at the current state. If this is the case, the action is permitted, otherwise, the agent does not have permission to perform the action, however it can choose to act in contravention of the norm.

Another class of questions are exemplified by “What is going to happen if I take action Y (e.g. download chunk x1 from channel 1)”? In terms of the normative framework this question is executed almost like the normal processing of an “exogenous event” (i.e. agent action) described earlier. Thus, the current state is used as initially part of the dynamic InstAL-specifications and InstAL is run with the new query-event as input over one time-step. The answer set solver returns a trace containing the queried event which is passed to the agent that has asked the query. However, in contrast to the normal handling of exogenous events, the results of the query are not stored in the associated contract, i.e. no new state is created.

A third class of questions that can be answered concern the future, such as: (i) What would happen if a series of actions (e.g. actions A,B,C and D) take place?, or (ii) Is it possible to end in state Y (i.e. being cheated on) from here within n timesteps? If the result is an answer set, the query is true, otherwise it is false.

BDI Agents and Institutions For the implementation of the online reasoning we use the Jason platform [1], a Java-based interpreter for an extended version of AgentSpeak. We linked it to the institutional model and answer set solver using system calls. Agents can query the Governor about the current state of the institution (fluents), about existing norms as well as potential results of actions. This is done whenever the current step of the agent’s reasoning cycle requires perceptions and as a result, an update of the agent’s belief base takes place; i.e. the agent stores the percepts in its belief base and can use them for reasoning from that point onward. Based on its internal reasoning, an agent will perform actions in the MAS. These actions are registered in the environment and result in exogenous events, about which the governor is informed, and which may trigger institutional events in a direct reflection of the counts-as principle and thereby change the state of the institution.

Conclusions In this paper we demonstrated that social institutions can be used in running multi-agent systems. To do so, the traditional off-line model allowing for verifying static properties of the modelled system can be reduced to a more compact on-line model that just contains normative information and relevant domain fluents and permission related sanctions.
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ABSTRACT
There has been significant recent interest in computing good strategies for large games. Most prior work involves computing an approximate equilibrium strategy in a smaller abstract game, then playing this strategy in the full game. In this paper, we present a modification of this approach that works by constructing a deterministic strategy in the full game from the solution to the abstract game; we refer to this procedure as purification. We show that purification, and its generalization which we call thresholding, lead to significantly stronger play than the standard approach in a wide variety of experimental domains. One can view these approaches as ways of achieving robustness against one’s own lossy abstraction.
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1. INTRODUCTION
Significant work has been done in recent years on computing game-theory-based strategies in large games; this work typically follows a three-step approach. In the first step, an abstraction algorithm is run on the original game \( G \) to construct a smaller game \( G' \) which is strategically similar to \( G \) [1, 3]. Next, an equilibrium-finding algorithm is run on \( G' \) to compute an \( \epsilon \)-equilibrium \( \sigma' \) [2, 7]. Finally, a reverse mapping is applied to \( \sigma' \) to compute an approximate equilibrium \( \sigma \) in the full game \( G \) [4, 5]. Almost all prior work has used the trivial reverse mapping, in which \( \sigma \) is the straightforward projection of \( \sigma' \) into \( G \). In other words, once the abstract game is solved, its solution is just played directly in the full game. In this paper, we show that applying a nontrivial reverse mapping can lead to significant performance improvements — even in games where the trivial mapping is possible.

2. THRESHOLDING AND PURIFICATION
Let \( \tau \) be a mixed strategy for a player in a strategic-form game, and let \( S = \arg \max_j \tau_j \), where \( j \) ranges over all of the player’s pure strategies. Then we define the purification \( \text{pur}(\tau) \) of \( \tau \) as follows:

\[
\text{pur}(\tau)_j = \begin{cases} 0 & : j \notin S \\ \frac{1}{|S|} & : j \in S 
\end{cases}
\]

Informally, this says that if \( \tau \) plays a single pure strategy with highest probability, then the purification will play that strategy with probability 1. If there is a tie between several pure strategies of the maximum probability played under \( \tau \), then the purification will randomize equally between all maximal such strategies. Thus the purification will usually be a pure strategy, and will only be a mixed strategy in degenerate special cases when several pure strategies are played with identical probabilities.

Purification can sometimes seem quite extreme; for example, if \( \tau \) plays action \( a \) with probability 0.51 and action \( b \) with probability 0.49, then \( \text{pur}(\tau) \) will never play \( b \). Maybe we would like to be a bit more conservative, and only set a probability to 0 if it is below some threshold \( \epsilon \), then normalize the probabilities. We refer to this new algorithm as thresholding. One intuitive interpretation of thresholding is that actions with probability below \( \epsilon \) were just given positive probability due to noise from the abstraction (or because an anytime equilibrium-finding algorithm had not yet taken those probabilities all the way to zero), and really should not be played in the full game.

3. RANDOM MATRIX GAMES
The first set of experiments we conducted to demonstrate the power of purification was on random matrix games. We studied two-player zero-sum games with three actions per player and payoffs for the row player drawn uniformly at random from [0,1]. The payoffs for the column player are 1 minus the row player’s payoff, so for each strategy profile the payoffs sum to 1.

We repeatedly generated random games and analyzed them using the following procedure. First, we computed an equilibrium of the full 3 \( \times \) 3 game \( \Sigma \); denote this strategy pro-
file by $\sigma_F$. Next, we constructed an abstraction $\Sigma'$ of $\Sigma$ by ignoring the final row and column of $\Sigma$ and computed an equilibrium $\sigma_A$ of $\Sigma'$. We then compared $u_1(\sigma_A, \sigma_F)$ to $u_1(\text{pur}(\sigma_A), \sigma_F)$.

Our experiments conclude at the 95% confidence level that purification improves performance over the standard abstraction approach; the average payoff for purification was 0.449 while that of abstraction was 0.447\(^1\). These results are very surprising, since the abstractions we used were completely random and hence quite naïve.

4. LEDUC HOLD’EM

Leduc Hold’em is a small poker game that has been previously used to evaluate imperfect-information game-playing techniques [6]. It is large enough that abstraction has a non-trivial impact, but unlike larger games of interest it is small enough that equilibrium solutions in the full game can be quickly computed.

To evaluate the effects of purification in Leduc Hold’em, we compared the performance of the 24 abstract equilibrium strategies from [6] against a single equilibrium opponent. We observed that purification improved the performance of the abstract equilibrium in all but five cases. In many cases this improvement was quite substantial. For example, prior to purification the best abstract equilibrium strategy lost at 43.8 millibets per hand (mb/h); but after purification, 14 of the 24 strategies performed better than this strategy, the best of which lost at only 1.86 mb/h. The strategy that benefitted the most from purification increased its winnings by 68%. In the instances where purification did not help, we observed that at least one of the players used the worst abstraction in our selection – one that does not look at its initial card.

From these experiments, we conclude that purification tends to improve the performance of an abstract equilibrium strategy against an unadaptive equilibrium opponent in Leduc Hold’em. Experiments on thresholding had similar results, but interestingly we observed that all the strategies that were improved by purification obtained their maximum performance when completely purified.

5. TEXAS HOLD’EM

In the 2010 AAAI computer poker competition, the CMU team (Ganzfried, Gilpin, and Sandholm) submitted bots that used both purification and thresholding in the two-player no-limit Texas Hold’em division. Both bots use the same abstraction and equilibrium-finding algorithms; they differ only in their reverse-mapping algorithms. Tartanian4-IRO (IRO) uses thresholding with a threshold of 0.15, while Tartanian4-TBR (TBR) uses purification.

The two-player no-limit competition consisted of two subcompetitions with different scoring rules. In the instant-runoff scoring rule, each pair of entrants plays against each other, and the bot with the worst head-to-head record is eliminated. This procedure is continued until only a single bot remains. The other scoring rule is known as total bankroll. In this competition, all entrants play against each other and are ranked in order of their total profits.

While both scoring metrics serve important purposes, the total bankroll competition is considered by many to be more realistic, as in many real-world multiagent settings the goal of agents is to maximize total payoffs against a variety of opponents.

We submitted IRO to the instant-runoff competition and TBR to the total bankroll competition; the bots finished third and first respectively. Although the bots were scored only with respect to the specific scoring rule and bots submitted to that scoring rule, all bots were actually played against each other, enabling us to compare the performances of IRO and TBR.

One observation is that TBR actually beat IRO when they played head-to-head (at a rate of 80 milli big blinds per hand). Furthermore, TBR performed better than IRO against every single opponent except for one. Even in the few matches that the bots lost, TBR lost at a lower rate than IRO. Thus, even though TBR uses less randomization and is perhaps more exploitable in the full game, the opponents submitted to the competition were either not trying or not able to find successful exploitations. Additionally, TBR would have still won the total bankroll competition even if IRO were also submitted.

These results show that purification can in fact yield a big gain over thresholding (with a lower threshold) even against a wide variety of realistic opponents in very large games.

6. CONCLUSION

We presented two new reverse-mapping algorithms for large games: purification and thresholding. Both of these algorithms consistently improve performance over a wide variety of domains, including random matrix games, Leduc Hold’em, and Texas Hold’em; in fact, purification seems to outperform thresholding in practice.
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ABSTRACT

Container terminals play a critical role in international shipping and are under pressure to cope with increasing container traffic. The problem of managing container terminals effectively has a number of characteristics that suggest the use of agent technology would be beneficial. This paper describes a joint industry-university project which has explored the applicability of agent technology to the domain of container terminal management.
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1. INTRODUCTION

A container terminal\(^1\) consists of a number of different areas. The apron is the (limited size) area directly beside the ship. The bulk of the container terminal is taken up with the yard where containers are stored. Quay Cranes (QCs) unload containers from the ship to the apron, while Straddle Carriers (SCs) clear the apron by moving containers to the yard and stacking them. Loading is the opposite (yard—apron—ship). Additionally, containers enter and leave the port on trucks and trains, and these need to be served by SCs. This process sounds simple, but is made complicated by a range of factors and constraints. For instance SCs need to be shared between the QCs, and also between QCs and trucks/trains. Additionally, some containers are refrigerated (“reefers”), and these cannot be without power for an extended period. Furthermore, the environment is dynamic: issues may arise during operations such as machines breaking down. Thus, container terminals’ characteristics (distribution, cooperation, complexity, and dynamicity) make them a natural candidate for agent-based solutions\(^2\).

The key metric for container terminal efficiency is ship turn-around time: any delays to a ship’s schedule are bad (and may involve a financial penalty to the port). Some of the decisions that the terminal operators need to make as part of day-to-day operations are: Where should an incoming ship dock? How should QCs be allocated to a ship? How should SCs be allocated between QCs, yard rearrangement operations, and trucks and trains? Where should a given (incoming) container be placed in the yard?

This paper reports on a joint industry-university project that investigated the application of agents to container terminal optimisation. The industry partner was Jade Software Corporation, whose portfolio of products includes Jade Master Terminal (JMT), a comprehensive container terminal management solution. JMT is already used in some ports which gave us the opportunity to evaluate our system with real (but anonymised) data.

In our work we have focused on the last two questions listed above, and have explored them in the context of an agent-based container terminal emulation platform that we have developed.

2. AN AGENT-BASED SIMULATOR

The ContMAS\(^3\) port emulation platform consists of several types of agents (Figure 1) and is designed to be highly configurable. It is structured into core agents, user interface agents, administrative...
agents and module agents. The core agents are called Container-HolderAgents. Those are the agents which can pick up, transport (“hold”), store and put down containers, one for each individual device or other actor, such as cranes, ships, straddle carriers, yard areas or apron areas. There are several other agents in the model. The HarbourMaster controls the set-up and events such as creation of a new agent, e.g. for a newly arriving ship. The ControlGUIAgent provides the graphical interface for the human user. The RandomGenerator provides random numbers or events for simulations. Finally, ContMAS can be extended with advisors (e.g. GenAlgo, TabuSearch) which provide advice to specific agents. We have used advisors to integrate external (centralized) algorithms to improve the management of straddle carriers (Section 3) and yard allocation (Section 4). While agents can get advice, they remain autonomous, and may ignore the advice, thus our approach can combine the advantages of a centralized and a decentralized solution.

All negotiations between the agents are carried out by means of an extended contract net protocol: Any agent currently holding a container, e.g. a ship, initiates a call for proposals (CFP) to other suitable agents, e.g. cranes. They respond with a REFUSE or PROPOSAL message, in the latter case containing the possible time of pick-up. The initiating agent then decides on one of the proposals and sends an ACCEPT message to that agent; all other agents get a REJECT message. Through this message exchange, the issuing agent and the determined contractor established a time and place to meet physically to hand over the container in question. Both agents move independently and can also negotiate with other agents about more containers in the meantime, thus building up a local plan. When the agreed upon time is reached, both agents should have moved to their negotiated position and the initiating agent issues a REQUEST to execute the appointment, i.e. to hand over the container, which the contractor will acknowledge with an INFORM message. At this point, the administration over the container changes from the initiating agent to the contractor, which can itself become an initiator and issue a CFP for the next step of transportation, e.g. from crane to apron.

3. STRADDLE CARRIER MANAGEMENT

One of the problems that we focus on is the management of Straddle Carriers. If Straddle Carriers are not managed well, then Quay Cranes can be idle, waiting for containers to be provided for loading, or for apron space to clear up so that they can unload containers from the ship.

We have developed a negotiation-based optimisation strategy\(^4\) to allocate container moves to Straddle Carriers. The process for deriving a solution has two phases: initial allocation and optimisation. In the initial allocation phase each container in turn is put up for auction and is allocated to the machine with the cheapest bid, and inserted into its schedule (a list of container moves with associated source, destination, start and end times). In the optimisation phase, we try and improve the initial allocation by repeatedly modifying it (reallocating a container to a different position, or to a different machine), picking the best candidate modified solution.

This process is done before machines begin performing moves, and develops a complete scheduled plan for unloading a ship. A strength of the approach is that should something go wrong, the schedule can be updated to reflect necessary changes, and the allocation process re-run. For example, should a Straddle Carrier break down, the solution is updated by removing the Straddle Carrier in question, putting its allocated container moves back into the list of moves to be allocated, and then re-running the allocation process to allocate these container moves to other Straddle Carriers.

We have implemented our approach for container management using a Tabu Search framework (OpenTS\(^5\)) and have evaluated it using real real (anonymised) data from the local port, showing that our approach is able to find solutions, and that the optimisation phase does improve the solution.

4. YARD MANAGEMENT

Deciding where to place a container in the yard is important and difficult. The decision can significantly affect efficiency, e.g. extra time will be needed if a container needs to be extracted from beneath another container (“overstow”). It is complex because the environment is dynamic and unpredictable (e.g. containers arrive at unpredictable times, or a ship may not arrive at all).

Given a sequence of expected container moves and a representation of the current yard state, we create a population of yard allocations for incoming containers, and use an evolutionary algorithm to find a good allocation. A genome is a sequence of (container id, yard location) genes, where each gene represents a move of a particular container to a [lane,bay,tier] location within the yard, and order is significant. The fitness is calculated by simulating the moves encoded in the genome, using a ‘Manhattan’ distance cost. We use a mutation operator that sets the location of a random gene to a random location in the yard, and a crossover operator that identifies locations unique to the second parent, and then switches those for the locations of a random proportion of genes in the first parent, leaving the order of moves untouched\(^6\). This approach has been implemented and integrated with ContMAS.

5. CONCLUSION

Overall, our conclusion is that taking an agent-based approach has proven to be a natural choice, and we have found that the agent paradigm supports the natural modeling of such an environment with a high level of detail and flexibility. Initial evaluation is promising, but more extensive evaluation is still to be done.

\(^4\)The description here is necessarily brief, and omits discussion of how we deal with the various constraints that apply.

\(^5\)http://www.coin-or.org/Ots

\(^6\)This can result in invalid genomes, e.g. where the crossover results in a container to be in mid-air, which are repaired by dropping mid-air containers down the stack to a supported position.
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ABSTRACT
Recent research has demonstrated that considering local interactions among agents in specific parts of the state space, is a successful way of simplifying the multi-agent learning process. By taking into account other agents only when a conflict is possible, an agent can significantly reduce the state-action space in which it learns. Current approaches, however, consider only the immediate rewards for detecting conflicts. This restriction is not suitable for realistic systems, where rewards can be delayed and often conflicts between agents become apparent only several time-steps after an action has been taken.

In this paper, we contribute a reinforcement learning algorithm that learns where a strategic interaction among agents is needed, several time-steps before the conflict is reflected by the (immediate) reward signal.
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1. INTRODUCTION
Reinforcement Learning (RL) is an unsupervised learning technique which allows agents to learn policies in initially unknown, possibly stochastic, environments, steered by a scalar reward signal they receive from the environment. This signal can be delayed, such that agents only see the effect of a certain action, several time-steps after the action was performed. Using an appropriate backup diagram which backpropagates these rewards still ensures convergence to the optimal policy [4]. When multiple agents are present in the environment, these guarantees no longer hold, since the agents now experience a non-stationary environment due to the influence of other agents [5]. Most multi-agent learning approaches alleviate the problem by providing the agents with sufficient information about each other. Generally this information means the state information and selected actions of all the other agents. As such, the state-action space becomes exponential in the number of agents.

Recent research has illustrated that it is possible to identify in which situations this extra state information is necessary to obtain good policies [3, 1] or in which states agents have to explicitly coordinate their actions [2]. These techniques rely on sparse interactions with other agents and only use the state information of the other agents if this is needed. In all these techniques however, it is assumed that the need for coordination is reflected in the immediate reward signal. However, in RL-systems a delayed reward signal is common. Similar, in a multi-agent environment the effect of the joint action of the agent is often only visible several time-steps in the future.

In this paper we describe an algorithm which will determine the influence of other agents on the total reward until termination of the learning episode. By means of statistical test on this information it is possible to determine when the agent should take other agents into consideration even though this is not yet reflected by the immediate reward signal. By augmenting the state information of the agents in these situations to include the (local) state of the other agents, agents can coordinate without always having to learn in the entire joint-state joint-action space.

2. DELAYED COORDINATION PROBLEMS
The main idea behind our approach is to port the principle of delayed rewards to the framework of sparse interactions. If we think about mobile robots navigating in an environment, it is possible that there are some bottleneck areas, such as small alleys where robots will only see the fact that they had to coordinate when it is already too late, i.e. both robots are already in the alley. A similar situation in which coordination must occur is when the order in which agents enter the goal is important for the reward they can earn.

2.1 FCQ-learning
The technique we describe here uses the same basic prin-
ples as CQ-learning [1], but has been adapted to be able
to deal with future coordination problems. This is why we
call this approach FCQ-learning, which stands for Future
Coordinating Q-learning. As for CQ-learning, the idea is
that agents learn in which of their local states they will aug-
ment there state information to incorporate the information
of other agents and use a more global system state.

The most important challenge to achieve this, is detecting
in which states, the state information must be augmented.
FCQ-learning makes use of a Kolmogorov-Smirnov test for
goodness of fit to trigger an initial sampling phase. This sta-
tistical test can determine the significance of the difference
between a given population of samples and a specified distri-
bution. We assume the agents have converged to the correct
single agent Q-values. FCQ-learning will compare the evo-
uation of the Q-values when multiple agents are present to
the values it learned when acting alone in the environment.

If a change is detected in the Q-values of a state of an
agent, it will start observing the local state information
of the other agents and start sampling the rewards it col-
lects, starting from that local state until termination of the
episode. Using these samples, the agent can perform a Fried-
mann statistical test which can identify the significance of
the difference between the different local states of the other
agents for its own local state. This principle is represented in
Figure 1. Agent 1 starts sampling the rewards until termina-
tion of the episode in local state $x_i$ based on the local state
information $y_i$, $y_j$ and $y_k$ of Agent 2. If a significant differ-
ence is detected, the state information for $x_i$ is augmented
with the state information of agent 2 that caused this change

For every augmented state a confidence value is main-
tained which indicates how certain the algorithm is that this
is indeed a state in which coordination might be beneficial.
This value is updated at every visit of the local state.

2.2 FCQ-learning with uninitialised agents

Having initialised agents beforehand who have learned the
correct Q-values to complete their task is an ideal situation,
since agents can transfer the knowledge they learned in a
single agent setting to a multi-agent setting, adapting only
their policy when they have to. This is of course not always
possible. This is why we propose a simple variant of FCQ-
learning. By collecting samples for every state-action pair at
every timestep these single agent Q-values and the KS-test
are no longer required. Despite this relaxation in the re-
quirements for the algorithm, this results in a lot more data
to run statistical tests on, most of which will be irrelevant.

3. CONCLUSION

In this paper we presented an algorithm that learns in
which states of the state space an agent needs to include
knowledge or state information about other agents in or-
der to avoid coordination problems that might occur in the
future. By means of statistical tests on the obtained re-
wards and the local state information of other agents, FCQ-
learning is capable of leaning in which states it has to aug-
ment its state information in order to select actions using
this augmented state information. We have described two
variants on this algorithm that have a different computa-
tional complexity in terms of processing power and memory
usage, due to the number of samples collected and on which
statistical tests have to be performed.

Future research will focus on exploring different coordination
techniques than merely selecting actions using more state
information, as well as applying FCQ-learning to more com-
plex multi-agent environments such as robosoccer. In such
an application, FCQ-learning can be used to adapt strate-
gies, based on the actions of the opponent team.
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ABSTRACT
This research investigates event generalisation in computational episodic memory for artificial companions. Two studies indicated a preference of a biologically-inspired selective memory over an absolute memory companion. Consequently, we present a preliminary implementation of a forgetting mechanism that enables the companion to create “generalised event representations” from its experiences allowing the companion to learn from past encounters.
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1. INTRODUCTION
Most humans routinely forget details of their experiences [2] although the real reason for this is unclear. One explanation lies in the reconstructive nature of memory [4, 5]. Reconstruction occurs when new incoming information is blended with existing information in memory, suggesting that memories are altered, distorted and modified over time. Information stored in memory is reduced through selection, abstraction and interpretation and except under very unusual circumstances, memory traces representing highly typical events in a particular episode will be forgotten [4]. The main goal of this paper is to present the findings from our recent studies regarding the importance of this memory mechanism in social companions. We are particularly interested in developing a companion that can establish and maintain long-term relationships with users. The results suggest that there is a trend for people to prefer a companion that has a selective memory (stores only significant information) as compared to one with absolute memory (stores everything). Based on these results, we have designed and implemented a human-like computational memory for our companion that incorporates forgetting through generalisation mechanism.

2. USER PREFERENCES STUDIES
In the first study, 64 participants were asked to imagine living with a robot companion for a period of six months. Subjects were presented with descriptions of companions with varying specifications where the attribute memory encompassed the specifications “permanent, not erasable” (saves information permanently), “permanent, but erasable” (saves information permanently with a ‘reset’ function to clear the memory) and “biological” (saves information permanently, but an algorithm is implemented to simulate human-like forgetting). Results from a multivariate analysis showed that the “biological” version was preferred over the other two memory structures, even though implementing a permanent memory structure intuitively might appear more effective and feasible for future home companions.

In the second study, 20 subjects watched online videos of interactions between one user with two versions of a virtual conversational agent – three consecutive conversations respectively, featuring absolute (remembers everything and is able to ‘recite’ the original conversation) and selective (remembers only significant events through tagging of emotional responses from the user) memories. Participants then answered demographic questions and provided their opinions on the usefulness and the likability of the companions as well as their interest in and the perceived naturalness of the conversations. Open and closed questions were asked regarding the perceived differences between the two versions and the participants’ preference on living with a companion.

Generally, the results showed that more participants tend to like the companion with the absolute memory although those differences were not significant. However, significantly more participants indicated that the conversation between the selective memory companion and the user was more natural as compared to the absolute memory companion. These results reveal people’s hesitation towards artificial companions
with ‘perfect’ unlimited memory. After all, human memory is subject to flaws and is by no means perfect.

3. GENERALISATION

We are not aware of any work up to now in artificial agents research on forgetting through reconstruction [4, 5], that is, the process through which concrete episodes in episodic memory (EM) are continuously restructured and being reduced to their core meaning. We argue that generalisation will not only improve a companion’s performance through reduced information processing but may increase naturalness of the companion as reflected in the user studies. Currently, our companion is involved in simple tasks such as answering users’ questions, interacting and remembering users’ preferences and issuing reminders to users about upcoming appointments or medication time. The companion prototype is built on top of the FAtiMA-PSI architecture [3]. Its memory is divided into semantic (facts) and episodic component (events related to actions and goals processing). We will focus on the EM here. Each event in the companion’s EM consist of attributes such as subject, intention, action, target, objects, desirability, praiseworthiness, time, location, etc. as shown in Figure 1.

Figure 1: Example events for the companion

These events reflect an interaction between the companion and a user, Amy (only a snapshot is shown due to space limitation) where the companion learns Amy’s fruit preferences. It can be observed that the interaction starts with a greeting followed by a welcoming remark. The companion then continues by asking Amy if she would like to have a banana and so on.

In the current implementation for abstracting the companion’s memory, we are only interested in association rule mining of data appearing therein. To achieve this, we applied the Apriori algorithm [1] where frequent one-item sets (combinations of attribute-value pairs) has to appear at least 4 times in the EM to be generalised. In order to achieve this, we applied the Apriori algorithm [1] where frequent one-item sets are extended one item at a time. So, in the case of the companion’s EM, the first step would involve finding frequent one-item sets for all attribute values that has a minimum coverage of 4, that is an item set (combinations of attribute-value pairs) has to appear at least 4 times in the EM to be generalised. In order to achieve this, we applied the Apriori algorithm [1] where frequent one-item sets are extended one item at a time. So, in the case of the companion’s EM, the first step would involve finding frequent one-item sets for all attribute values that has a minimum coverage of 4. The next-step generates two-item sets by combining pairs of one-item sets. Only value pairs of different attributes are combined. For example, the attribute-value pairs subject=SELF and subject=Amy will never be combined to form an item set since the attributes for both values are the same. This is followed by generation of three-item sets through combination of two-item sets and so on.

Since the minimum coverage is set at 4, any item sets that cover fewer than four events are discarded at the end of each step. The extension has been predefined for six-item sets (consisting of the attributes subject, action, object, desirability, praiseworthiness and time). The algorithm terminates when no further successful extensions are found. A sample result of this process is presented in Figure 2. The diagram shows that this combination of attributes appear for 5 times in the overall companion’s EM (only a snapshot is shown in Figure 1). Thus, through this abstraction, the companion can infer that talking to Amy is desirable. This GER will help the agent to predict and adapt its action in future under different circumstances.

4. CONCLUSION AND FUTURE WORK

In this paper we identified the importance of the novel event generalisation concept for artificial companion’s episodic memory. Two separate user studies reflected the better perceived nature of selective memory for companions that will be involved in social interaction with human users. We illustrated an initial implementation of the generalisation process, together with examples of concrete event structure and representations in the companion’s memory. However, as discussed in the main body, we are still in a preliminary stage of investigating generalised event representations and implementing an effective generalisation mechanism for a computational episodic memory. A large amount of future work is required in various directions, in particular we aim to improve the creation of generalised event representations through collecting more interaction history data from long-term experiments involving human users and their companion agent in the near future. Additionally, integration of an ontology will allow generalisation of attributes with different values that fall under the same hierarchical concept.
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In the first study, 64 participants were asked to imagine living with a robot companion for a period of six months. Subjects were presented with descriptions of companions with varying specifications where the attribute memory encompassed the specifications “permanent, not erasable” (saves information permanently), “permanent, but erasable” (saves information permanently with a ‘reset’ function to clear the memory) and “biological” (saves information permanently, but an algorithm is implemented to simulate human-like forgetting). Results from a multivariate analysis showed that the “biological” version was preferred over the other two memory structures, even though implementing a permanent memory structure intuitively might appear more effective and feasible for future home companions.
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These events reflect an interaction between the companion and a user, Amy (only a snapshot is shown due to space limitation) where the companion learns Amy’s fruit preferences. It can be observed that the interaction starts with a greeting followed by a welcoming remark. The companion then continues by asking Amy if she would like to have a banana and so on.

In the current implementation for abstracting the companion’s memory, we are only interested in association rule with a minimum coverage of 4, that is an item set (combinations of attribute-value pairs) has to appear at least 4 times in the EM to be generalised. In order to achieve this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent one-item sets (combinations of attribute-value pairs) has to appear at least 4 times in the EM to be generalised. In order to achieve this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent one-item sets (combinations of attribute-value pairs) has to appear at least 4 times in the EM to be generalised. In order to achieve this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time. So, in the case this, we applied the Apriori algorithm [1] where frequent item sets are extended one item at a time.

The extension has been predefined for six-item sets (consisting of the attributes subject, action, object, desirability, praiseworthiness and time). The algorithm terminates when no further successful extensions are found. A sample result of this process is presented in Figure 2. The diagram shows that this combination of attributes appear for 5 times in the overall companion’s EM (only a snapshot is shown in Figure 1). Thus, through this abstraction, the companion can infer that talking to Amy is desirable. This GER will help the agent to predict and adapt its action in future under different circumstances.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Action</th>
<th>Target</th>
<th>Desirability</th>
<th>Praiseworthiness</th>
<th>Time</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>SELF</td>
<td>Speak</td>
<td>Amy</td>
<td>high</td>
<td>high</td>
<td>4</td>
<td>1120</td>
</tr>
</tbody>
</table>

Figure 2: Example GER

4. CONCLUSION AND FUTURE WORK

In this paper we identified the importance of the novel event generalisation concept for artificial companion’s episodic memory. Two separate user studies reflected the better perceived nature of selective memory for companions that will be involved in social interaction with human users. We illustrated an initial implementation of the generalisation process, together with examples of concrete event structure and representations in the companion’s memory. However, as discussed in the main body, we are still in a preliminary stage of investigating generalised event representations and implementing an effective generalisation mechanism for a computational episodic memory. A large amount of future work is required in various directions, in particular we aim to improve the creation of generalised event representations through collecting more interaction history data from long-term experiments involving human users and their companion agent in the near future. Additionally, integration of an ontology will allow generalisation of attributes with different values that fall under the same hierarchical concept.
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ABSTRACT
With the advent of algorithmic coalitional game theory, it is important to design coalitional game representation schemes that are both compact and efficient with respect to solution concept computation. To this end, we propose a new representation for coalitional games, which is based on Algebraic Decision Diagrams (ADDs). Our representation is fully expressive, compact for many games of practical interest, and enables polynomial time Banzhaf Index, Shapley Value and core computation.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multi-Agent Systems; I.2.4 [Knowledge representation formalisms and methods]; F.2 [Theory of Computation]: Analysis of Algorithms and Problem Complexity

General Terms
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Keywords
Coalitional game theory, Algebraic Decision Diagrams

1. ALGEBRAIC DECISION DIAGRAMS
ADDs are highly optimized representations for ordered decision trees on boolean decision variables. In general, a decision tree is of size exponential in the number of decision variables. However, the observation is that most practically encountered decision trees contain a significant amount of duplication, i.e., there exist many subtrees within the decision tree that are isomorphic to one another.

For example, consider the ordered decision tree shown in Fig. 1 (a). In the figure, each terminal node (leaf node) is labelled with a real number, while each non-terminal node (decision node) is labelled with a boolean decision variable. Therefore, each decision node has exactly two edges leading away from itself: a dashed edge (leading to the decision node’s left child) corresponding to the decision variable being set to FALSE, and a solid edge (leading to the decision node’s right child) corresponding to the decision variable being set...
Note that the set of all coalitions of $N$ is in one to one correspondence with the set of truth assignments of the $n$ boolean variables $\{x_1, x_2, \ldots, x_n\}$, with the boolean variable $x_i$ being set to TRUE (FALSE) accordingly as the agent $x_i$ is present (absent) in the coalition. Thus, in effect, the characteristic function $\nu$ is a real-valued function of the boolean variables $\{x_1, x_2, \ldots, x_n\}$. So $\nu$ can be represented by an ordered decision tree over the same boolean variables, and this decision tree can be further compacted into an ADD (using the 3 rules of the previous section).

Therefore, every coalitional game $g$ can be represented by an ADD. For example, the coalitional game played by the set of 4 agents $N = \{x_1, x_2, x_3, x_4\}$, where $\nu(C) = (\text{size of } C)^2$ for every $C \subseteq N$, is represented by the ADD of Fig. 1 (d).

3. FORMAL DEFINITION

We now formally define our ADD-based representation for coalitional games.

In the ADD representation, a coalitional game $g = \langle N, \nu, G(V, E, L_V, L_E) \rangle$, where

- $N$ is a finite set (the set of agents)
- $\nu$ is a strict total order defined on $N$
- $G(V, E, L_V, L_E)$ is a vertex-labelled, edge-labelled, directed acyclic graph (the ADD) that satisfies the following:
  - $V$ is a finite set (the set of ADD vertices)
  - $E \subseteq V \times V$ is a finite set (the set of ADD edges)
  - $L_V : V \rightarrow N \cup \mathbb{R}$ is a function that labels each ADD vertex with either an agent (for non-terminal vertices) or a real number (for terminal vertices)
  - $L_E : E \rightarrow \{\text{SOLID, DASHED}\}$ is a function that labels each ADD edge as either SOLID or DASHED
  - $G$ contains exactly one root/source vertex, i.e., exactly one vertex of in-degree zero
  - For all non-terminal vertices $u$ and $v$, if $(u, v) \in E$, then $L_V(u) < L_V(v)$
  - For each non-terminal vertex $u$, there exists exactly one vertex $v$, called the left child of $u$, such that $(u, v) \in E$ and $L_E((u, v)) = \text{DASHED}$
  - For each non-terminal vertex $u$, there exists exactly one vertex $v$, called the right child of $u$, such that $(u, v) \in E$ and $L_E((u, v)) = \text{SOLID}$
  - The reduction rules 1-3 of Section 1 cannot be used to simplify $G$ any further.

4. $\nu(C)$ EVALUATION

We now formally outline an algorithm for evaluating the characteristic function in the ADD-based coalitional game representation.

Given an ADD representation $\langle N, \nu, G(V, E, L_V, L_E) \rangle$ for a coalitional game $g$, and a coalition $C \subseteq N$, Algorithm 1 formally specifies how to evaluate the characteristic function value $\nu(C)$. 

Algorithm 1: Characteristic function evaluation with ADDs

Inputs: (a) Coalitional game $f = \langle N, <, G(V, E, L_V, L_E) \rangle$.
(b) Coalition $C \subseteq N$.

Output: The characteristic function value $\nu(C)$.

ADDNode $u$ = the root (source node) of $G$;
while $u$ is not a terminal node of $G$ do
- if agent $L_V(u) \notin C$ then
  - $u$ = left child of $u$;
- else
  - $u$ = right child of $u$;
end
return $L_V(u)$;

5. NOTEWORTHY PROPERTIES OF ADDS

Our ADD representation for coalitional games possesses the following properties:

1. ADDs are fully expressive (i.e., can be used to represent any coalitional game).
2. There are many games of practical interest whose ADD representations are exponentially more compact than their MC-Net representations (MC-Nets are described in [4]).
3. Banzhaf Indices and Shapley Values of all agents can be computed in time polynomial in the size of the ADD representation.
4. ADDs enable polynomial time algorithms for several core-related questions, such as testing if a given vector is in the core, checking if the core is empty and computing the smallest $\epsilon$ such that the strong-$\epsilon$ core is non-empty.

Due to space constraints, we are unable to prove the above properties in this paper. Instead, we refer the reader to [6].
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ABSTRACT

We present a self-adaptation mechanism for Network Intrusion Detection System which uses a game-theoretical mechanism to increase system robustness against targeted attacks on IDS adaptation. We model the adaptation process as a strategy selection in sequence of single stage, two player games. The key innovation of our approach is a secure runtime game definition and real-time use of game solutions for dynamic system reconfiguration. Our approach is suited for realistic environments where we typically lack any ground truth information regarding traffic legitimacy/maliciousness and where the significant portion of system inputs may be shaped by the attacker in order to render the system ineffective. Therefore, we rely on the concept of challenge insertion: we inject a small sample of simulated attacks into the unknown traffic and use the system response to these attacks to define the game structure and utility functions. This approach is also advantageous from the security perspective, as the manipulation of the adaptive process by the attacker is far more difficult. Our experimental results suggest that the use of game-theoretical mechanism comes with little or no penalty when compared to traditional self-adaptation methods.

Categories and Subject Descriptors
C.2.0 [COMPUTER-COMMUNICATION NETWORKS]: General—Security and protection

General Terms
Algorithms, Security

Keywords
adaptation, game theory, security, intrusion detection

1. INTRODUCTION

In this paper, we use the game-theoretical models to improve the security of the adaptation process within a distributed, agent-based Intrusion Detection System (IDS). The high-level self-adaptation method that we develop our approach on [2] has been designed for the intrusion detection systems based on the anomaly detection paradigm: these systems observe the past behavior of the monitored network/hosts, predict their future behavior using statistical and other models and identify the behavior diverging from the prediction as anomalous. Adaptation, self-management and self-optimization techniques that are used inside an IDS can significantly improve their performance [2] (i.e. reduce the number of false alarms) in a highly dynamic environment, but are also a potential target for an informed and sophisticated attacker. When the adaptation techniques are deployed improperly, they can allow the attacker to reduce the system performance against one or more critical attacks. This paper presents a game theoretical model of adaptation processes inside an autonomic, self-optimizing IDS, presents an architecture integrating the process with an existing IDS.

We present an architecture that integrates the abstract game model into an IDS with self-monitoring capability, in order to simulate the worst case, optimally informed attacker and to optimize the system behavior against such attacker. Such (hypothetical) attacker with full access to system parameters could dynamically identify the best strategy to play against the system. Optimizing the detection performance against the worst case attacker protects the system from more realistic attacks based on long-term probing and adversarial machine learning approaches referenced above.

2. GAME MODEL

We conceptualize the relationship between the attacker and the defender as a sequence of single stage, two player, non-zero sum games, where the attack/defence actions of both players correspond to strategies in the game-theoretical model of their interaction and the environment evolves between the game. The game model (and utility functions in particular) are based on [1], with additional inputs from the network administrators and actual IDS users. The game model integrates the preferences and strategies of two players (attacker and defender). Their strategy sets are defined as a selection of IDS configurations for the defender and the selection of a particular attack type (e.g. buffer overflow, password brute-force, scan...) for the attacker. The main difference of the utility functions from [1] is the relaxation of the requirement on the identical attacker gain/defender loss and the proportionality of associated costs (alarm processing, monitoring etc.) with the gain/loss value. This requirement was considered as too strong by the system administrators we have questioned.
3. ARCHITECTURE

There are two existing approaches to integration of the game model with an IDS:

- **Off-line integration**, when the game is defined in design time, solved analytically, using *a priori* knowledge about expected impacts and success likelihood of the attacks, and the system parameters are fixed to resulting strategies according to game results. Game theory use ensures that the system parameters are set to force the adversary into the selection of less damaging (or more rational) strategies. It is sufficient for systems deployed in stable environments, but most IDS need to cope with dynamic environments, where the background traffic and other factors change frequently. In such environments, the static strategies perform poorly.

- **Direct on-line integration**, when the game uses presumed adversary actions in the observed network traffic to define the game is the opposite approach. The game is being defined by the actual actions of real-world attackers executed against the monitored system, elegantly solving the relevance problem. On the other hand, direct interaction between the adversary and the adaptation mechanism makes the system potentially vulnerable to attacks against the adaptation algorithms, creating a new attack surface. Motivated attacker can easily mislead the IDS by insertion of a sequence of attacks that are orthogonal to its actual plan to target its utility.

Our approach, named *indirect online integration* combines the above approaches and provides interesting security properties desirable for real-world deployment. The solution uses the concept of challenges [2] to mix a controlled sample of legitimate and adversarial behavior with actually observed network traffic and is a compromise between the above approaches (see Fig. 1). In this case, the real traffic background (including any possible attacks) is processed in conjunction with simulated hypothetical attacks within the system. We measure the system response to these challenges, drawn from the realistic attack classes, and use them to estimate the system response to the real-world samples from the same classes. In practice, we will define one class for each broadly defined attack/legitimate traffic type and measure the difference between the system response to legitimate traffic and to various classes of malicious traffic. The challenges are then mixed with the real traffic on IDS input and the system response to them is used as an input for game definition, measuring/estimating the current values of: \( \alpha_{i,j} \) and \( \beta_i \). The major advantage is higher robustness w.r.t strategic attacks on adaptation algorithms, and lower system configuration predictability by the adversary, as the simulation runs inside the system itself and its results can not be easily predicted by the attacker.

This approach offers the optimal mix of situation awareness and security against engineered inputs. In this case, we actually play against an abstract opponent model inside the system, and expect that the moves that are effective against this opponent will be as effective against the real attacks. The advantage of this approach is not only in its security, but also in better model characteristics in terms of strategy space coverage (unfrequent, but critical attacks are covered), robustness and relevance – the abstract game can represent the attacks and utility combinations that would be obvious only for insider attackers.

4. CONCLUSIONS

The experiments we have performed with a simplified (and modified) version of commercially available IDS solution clearly showed that the game theoretical models/solvers integrated into an adaptive IDS provide the results more than equivalent to the alternative direct optimization methods, as we have verified on inserted challenges and real-world attacks performed on the monitored network. These methods provide robust performance and reliably converge when using both max-Min or Nash equilibria. The additional benefits, such as increased robustness against an attacker with insider access, therefore build a strong case for their use by the industry. In particular, our results suggest that the max-min solution concept provides very consistent results, does not require an explicit model of opponent’s utility function and is computationally trivial, making it an interesting first choice for future proof-of-concept implementations.
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ABSTRACT

Bilateral bargaining has received a lot of attention in the multi–agent literature and has been studied with different approaches. According to the strategic approach, bargaining is modeled as a non–cooperative game with uncertain information and infinite actions. Its resolution is a long–standing open problem and no algorithm addressing uncertainty over multiple parameters is known. In this paper, we provide an algorithm to solve bargaining with any kind of one–sided uncertainty. Our algorithm reduces a bargaining problem to a finite game, solves this last game, and then maps its strategies with the original continuous game. We prove that with multiple types the problem is hard and only small settings can be solved in exact way. In the other cases, we need to resort to concepts of approximate equilibrium and to abstractions for reducing the size of the game tree.

Categories and Subject Descriptors
1.2.11 [Computing Methodologies]: Distributed Artificial Intelligence

General Terms
Algorithms

Keywords
Game Theory (cooperative and non–cooperative), Bargaining, Negotiation

1. INTRODUCTION

The automation of economic transactions through negotiating software agents is receiving a large attention in the artificial intelligence community. Autonomous agents can lead to economic contracts more efficient than those drawn up by humans, saving also time and resources [10]. We focus on the main bilateral negotiation setting: the bilateral bargaining. This setting is characterized by the interaction of two agents, a buyer and a seller, who can cooperate to produce a utility surplus by reaching an economic agreement.
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but they are in conflict on what specific agreement to reach. Several approaches for bargaining are currently studied. In this paper, we focus on strategic bargaining where agents are assumed to be rational and a bargaining situation is modeled as a non–cooperative game [1]. The most expressive model is the Rubinstein’s alternating–offers [9]: agents alternately act in turns and each agent can accept the offer made by her opponent at the previous turn or make a new offer. Agents’ utility over the agreements depends on some parameters: discount factor (δ), deadline (T), reservation price (RP). In real–world settings, the values of these parameters are private information of the agents who have a Bayesian prior over the values of the opponent.

The game theoretic study of bargaining with uncertain information is an open challenging problem. Although it has been studied for about 30 years, no work presented in the literature so far is applicable regardless of the uncertainty kind (i.e., the uncertain parameters) and degree (i.e., the number of the parameters’ possible values). The literature provides several heuristics–based approaches generally applicable to any uncertain setting, while the optimal approaches work only with very narrow uncertainty settings. In particular, no algorithm works with uncertainty over multiple parameters.

2. PROPOSED APPROACH

We consider the alternating–offers protocol [9] with deadlines in which there are two agents, a buyer and a seller, who can play alternatively at discrete time points t ∈ N. We focus on one–sided uncertain settings where the buyer’s parameters are uncertain to the seller (the reverse situation is analogous). According to [3], our game is an imperfect–information game in which the buyer can be of different types, each one with different values of RPb, δb, and Tb. Uncertainty is over the actual type of the buyer.

The appropriate solution concept is the sequential equilibrium [5]. It is a couple a = (µ, σ), also called assessment, in which µ is a belief system that specifies how agents must update their beliefs during the game and σ is the agents’ strategy profile that specifies how they must act. µ must be consistent with σ and σ must be sequentially rational given µ.

Since bargaining with uncertainty may not admit any equilibrium in pure strategies, as shown in [2], we directly search for equilibria in mixed strategies. The basic idea behind our work is to solve the bargaining problem by reducing it to a
finite game, deriving equilibrium strategies such that on the equilibrium path the agents can act only a finite set of actions, and then by searching for the agents’ optimal strategies on the path. Our work is structured in the following three steps.

1. We analytically derive an assessment $\pi = (\pi, \sigma)$ in which the randomization probabilities of the agents are parameters and such that, when the parameters’ values satisfy some conditions, $\pi$ is a sequential equilibrium.

2. We formulate the problem of finding the values of the agents’ randomization probabilities in $\pi$ as the problem of finding a sequential equilibrium in a reduced bargaining game with finite actions, and we prove that there always exist values such that $\pi$ is a sequential equilibrium.

3. We develop an algorithm based on linear complementarity mathematical programming to solve the case with multiple types.

### 3. SOLUTION WITH MULTIPLE TYPES

Due to space limitation, we report only how the game tree is constructed and how the equilibrium strategy can be found.

The construction of the game tree is accomplished according to the following rules:

1. no buyer’s types makes offer strictly weaker than her optimal offer in the complete–information game;
2. at time $t > 0$, no agent (buyer and seller) makes offers strictly weaker (w.r.t. her utility function) than the one made by the opponent at the previous time point $t - 1$;
3. at time $t > 0$, no agent (buyer and seller) makes offers that, if accepted at $t + 1$, provide her the same utility she receives by accepting the offer made by the opponent at $t - 1$;
4. no buyer’s type makes offers besides $\min\{T_b, T_a\}$ and the seller does not make offers besides $\min\{\max\{T_b, \}, T_a\}$;
5. at time $t > 0$, an offer $i$ is not made if the buyer’s type $b_i$ is out of the game (i.e., $t > T_b_i$ or type $b_i$ has been excluded because the buyer has previously made an offer strictly weaker than the optimal complete–information offer of $b_i$).

It can be easily observed that the size of the tree rises exponentially in the length of the deadlines.

To compute an equilibrium, at first we represent the game in the sequence form where agents’ actions are sequences in the game tree. The computation of Nash equilibria in a game in sequence-form can be accomplished by applied different algorithms presented in the literature. To find sequential equilibria, such algorithms should be extended by introducing perturbations in their mathematical programming formulation, as is shown in [7].

We implemented an ad hoc version of the Lemke’s algorithm with perturbation as described in [7] to compute a sequential equilibrium. The algorithm is based on pivoting (similarly to the simplex algorithm) where perturbation affects only the choice of the leaving variable. We coded the algorithm in C language by using integer pivoting and the same approach of the revised simplex (to save time during the update of the rows of the tableau). We executed our algorithm with a 2.33 GHz 8 GB RAM UNIX computer. We produced several bargaining instances characterized by the number of buyer’s types (from 2 up to 6) and the deadline $T = \min\{\max\{T_b, \}, T_a\}$ (from 6 up to 500).
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ABSTRACT
Given an argumentation framework and a group of agents, the individuals may have divergent opinions on the status of the arguments. If the group needs to reach a common position on the argumentation framework, the question is how the individual evaluations can be mapped into a collective one. This problem has been recently investigated in [1]. In this paper, we study under which conditions these operators are Pareto optimal and whether they are manipulable.
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1. INTRODUCTION
Individuals can hold different reasonable positions on the information they share. In this paper we are interested in group decisions where members share the same information. One of the principles of argumentation theory is that an argumentation framework can have several extensions/labellings. If the information the group shares is represented by an argumentation framework, and each agent’s reasonable position is an extension/labelling of that argumentation framework, the question is how to aggregate the individual positions into a collective one.

Caminada and Pigozzi [1] have studied this issue in abstract argumentation and provided three aggregation operators. The key property of these operators is that the collective outcome is ‘compatible’ with each individual position. That is, an agent who has to defend the collective position on the argumentation framework, the question is how to aggregate the individual positions into a collective one.

In this paper we focus on the behaviour of two of the three aggregation operators of [1] and address the following research questions:

(i) Are the social outcomes of the aggregation operators in [1] Pareto optimal if preferences between different outcomes are also taken into account?
(ii) Do agents have an incentive to misrepresent their own opinion in order to obtain a more favourable outcome? And what are the effects from the perspective of social welfare?

Due to page constraints, we refer the reader to [1] for an outline of abstract argumentation theory and for the definitions of the sceptical and credulous aggregation operators.

2. PREFERENCES
In order to investigate Pareto optimality and strategy-proofness we need to assume that agents have preferences over the possible collective outcomes. We write \( L \geq_i L' \) to denote that agent \( i \) prefers labelling \( L \) to \( L' \). We write \( L \sim_i L' \), and say that \( i \) is indifferent between \( L \) and \( L' \), iff \( L \geq_i L' \) and \( L' \geq_i L \). Finally, we write \( L >_i L' \) (agent \( i \) strictly prefers \( L \) to \( L' \)) iff \( L \geq_i L' \) and not \( L \sim_i L' \).

We assume that the labelling submitted by each agent is his most preferred one and, hence, the one he would like to see adopted by the whole group. The order over the other possible labellings is generated according to the distance from the most preferred one. For this purpose, we define Hamming sets and Hamming distance among labellings.

**Definition 1.** Let \( L_1 \) and \( L_2 \) be two labellings of argumentation framework. We define the Hamming set between these labellings as \( L_1 \oplus L_2 = \{ A \mid L_1(A) \neq L_2(A) \} \) and the Hamming distance as \( L_1 \triangledown L_2 = |L_1 \ominus L_2| \).

We are now ready to define an agent’s preference given by the Hamming set and the Hamming distance as follows.

**Definition 2.** Let \((Ar, def)\) be an argumentation framework, \(Labellings\) the set of all its labellings and \(\geq_i\) the preference of agent \(i\). We say that agent \(i\)’s preference is Hamming set based \((written as \geq_{i,\oplus})\) iff \(\forall L, L' \in Labellings, L \geq_i L' \iff L \oplus L_i \subseteq L' \oplus L_i\), where \(L_i\) is the agent’s most preferred labelling.

Similarly, we say that agent \(i\)’s preference is Hamming distance based \((written as \geq_{i,\ominus})\) iff \(\forall L, L' \in Labellings, L \geq_i L' \iff L \triangledown L_i \leq L' \triangledown L_i\), where \(L_i\) is the agent’s most preferred labelling.

We now have the machinery to represent individual preferences over the collective outcomes. We can now turn to the first research question of the paper, i.e., whether the sceptical and credulous aggregation operators are Pareto optimal.
3. PARETO OPTIMALITY

Pareto optimality is a fundamental social welfare principle that guarantees that it is not possible to improve a social outcome, i.e. it is not possible to make one individual better off without making at least one other person worse off.

**Definition 3.** Let \( N = 1, \ldots, n \) be a group of agents with preferences \( \geq_i, i \in N \). \( \mathcal{L} \) Pareto dominates \( \mathcal{L}' \) iff \( \forall i \in N, \mathcal{L} \geq_i \mathcal{L}' \) and \( \exists j \in N, \mathcal{L} >_j \mathcal{L}' \).

A labelling is Pareto optimal if it is not dominated by any other labelling.

**Definition 4.** Labelling \( \mathcal{L} \) is Pareto optimal if there is no \( \mathcal{L}' \neq \mathcal{L} \) such that \( \forall i \in N, \mathcal{L} \geq_i \mathcal{L}' \) and \( \exists j \in N, \mathcal{L} >_j \mathcal{L}' \).

We say that an aggregation operator is Pareto optimal if all its outcomes are Pareto optimal.

**Theorem 1.** If individual preferences are Hamming set based, then the sceptical aggregation operator is Pareto optimal when choosing from the admissible labellings that are smaller or equal (w.r.t \( \subseteq \)) to each of the participants’ individual labellings.

**Theorem 2.** If individual preferences are Hamming distance based, then the sceptical aggregation operator is Pareto optimal when choosing from the admissible labellings that are smaller or equal (w.r.t \( \subseteq \)) to each individual labellings.

**Theorem 3.** If individual preferences are Hamming set based, then the credulous aggregation operator is Pareto optimal when choosing from the admissible labellings that are compatible (\( \preceq \)) to each of the participants’ labellings.

**Observation 1.** The credulous aggregation operator is not Pareto optimal when the preferences are Hamming distance based. This can be shown with an example, not included due to space constraints.

We summarise our results in Table 1.

4. STRATEGIC MANIPULATION

When an agent knows the positions of the other agents, he may have an incentive to submit an insincere position. If an aggregation rule is manipulable, an agent may obtain a social outcome that is closer to his actual preferences by submitting an insincere input. Hence, it is important to study whether the aggregation operators are strategy-proof (i.e. non-manipulable). Profile \( \mathcal{P}_{k_1}^{c_1} \) is profile \( \mathcal{P} \) where agent \( k_1 \)'s labelling \( \mathcal{L}_k \) has been changed to \( \mathcal{L}'_k \).

**Definition 5.** Let \( \mathcal{P} \) be a profile and \( \mathcal{L}_k \in \mathcal{P} \) the most preferred labelling of an agent with preference \( \geq_k \). Let \( O \) be any aggregation operator. A labelling \( \mathcal{L}'_k \) such that \( O(\mathcal{P}_{k_1}^{c_1}) >_O O(\mathcal{P}) \) is called a strategic lie.

**Definition 6.** An aggregation operator \( O \) is strategy-proof if strategic lies are not possible.

Table 1: Pareto optimality of the aggregation operators depending on the type of preference.

<table>
<thead>
<tr>
<th>Preference Type</th>
<th>Sceptical Operator</th>
<th>Credulous Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamming set</td>
<td>Yes (Theorem 1)</td>
<td>Yes (Theorem 3)</td>
</tr>
<tr>
<td>Hamming dist.</td>
<td>Yes (Theorem 2)</td>
<td>No (Observation 1)</td>
</tr>
</tbody>
</table>

Table 2: Strategy-proofness of operators depending on the type of preference.

<table>
<thead>
<tr>
<th>Preference Type</th>
<th>Sceptical</th>
<th>Credulous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamming set</td>
<td>No (Obs. 3)</td>
<td>No but benev. (Th. 4)</td>
</tr>
<tr>
<td>Hamming dist.</td>
<td>No (Obs. 3)</td>
<td>No but benev. (Th. 4)</td>
</tr>
</tbody>
</table>

5. CONCLUSION AND RELATED WORK

The study of aggregation problems in abstract argumentation is recent. For example, [2] presents an approach to merge Dung’s argumentation frameworks.

Given an argumentation framework, [4] address the question of how to aggregate individual labellings into a collective position. By drawing on a general impossibility theorem from judgment aggregation, they prove an impossibility result and provide some escape solutions. Relevant for the present paper is another work by [3], where they explore welfare properties of collective argument evaluation.

In this paper we have analyzed the sceptical and credulous aggregation operators from a social welfare perspective. We have studied under which conditions these operators are Pareto optimal and whether they are manipulable. In future, we plan to consider focal set oriented agents, that is, agents who care only about a subset of the argumentation framework. We also plan to investigate distances that assign higher values to in-out conflicts than to in-undec or out-undec.
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ABSTRACT
We propose an abstraction technique for model checking multi-agent systems given as modular interpreted systems (MIS) which allow for succinct representations of compositional systems. Specifications are given as arbitrary ATL formulae, i.e., we can reason about strategic abilities of groups of agents. Our technique is based on collapsing each agent's local state space with hand-crafted equivalence relations, one per strategic modality. We develop a model checking algorithm and prove its soundness. This makes it possible to perform model checking on abstractions (which are much smaller in size) rather than on the concrete system which is usually too complex, thereby saving space and time.
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1. INTRODUCTION
While an important feature of a Multi-agent system (MAS) is its modularity, only a few of the existing compact representations are modular, computationally grounded [15] and allow to represent knowledge and strategic ability. Among these few approaches are Modular Interpreted Systems (MIS) [11] which we use to apply our abstraction techniques. But certainly our techniques could be used with other formalisms as well. MIS are inspired by interpreted systems [7, 8] but achieve a modularity and compactness property much like concurrent programs [13], i.e., they are modular, compact and computationally grounded while allowing at the same time to represent strategic abilities. Modelling side effects of actions on states of other agents, however, is difficult to model in the latter – that is why we use MIS.

A major obstacle to model checking real systems is the state explosion problem. As algorithms require a search through the state space of the system, the efficiency of any algorithm highly depends on the size of this state space. We therefore need to eliminate irrelevant states by using appropriate abstraction techniques [2] which guarantee that the property to be verified holds in the original system if it holds in the abstract system. Hence, we reduce the local state space of each agent in a MIS by using hand-crafted equivalence relations. They are hand-crafted since any automatic abstraction generation or refinement (as in [9] for two-player games) can only work in typical cases but not in the worst case.

While abstraction of reactive systems for temporal properties is a lively research area [1, 4, 14], there are only a few approaches when it comes to MAS and even fewer concerning an abstraction technique for dealing with strategic abilities (cf. [3, 5, 6, 10]). The technique in [10] is quite similar to ours but still more restricted in an important way. They assume that there are only two agents present and then use a single abstraction to model check the whole formula. Our approach allows for multiple agents and for many abstractions (one per strategic operator). Thus we allow for a much finer control over what information is abstracted away but still preserve soundness of our model checking algorithm.

2. MIS AND ATL
We model a MAS as MIS: Each agent is described by a set of possible local states and a function that calculates the available actions in a certain state. A local transition function specifies how an agent evolves from one local state to another. States are labeled with a set of propositional symbols by an associated labeling function. Finally, an agent is equipped with a function that defines the possible influences of an agent’s action on its environment, i.e., the other agents, and a function for the influence of the environment on this particular agent. We can now specify strategic properties using this framework together with ATL.

3. ABSTRACTION FOR MIS
In general, multi-agent systems have large associated state spaces and even if they are symbolically represented it is infeasible to verify properties by considering all reachable
states. Nevertheless, interesting properties often only refer
to parts of a system. Because of that we reduce the state space by removing and/or combining irrelevant states. Due
to the modularity of MIS, we can firstly remove the obvi-
ously non-relevant parts of the global state space by removing irrelevant agents. Secondly, we reduce the state space of
each agent by abstraction. As in [2, 3] we do this by part-
tioning the state space into equivalence classes. Each class collects all concrete states that are equivalent and forms one
new abstract state. This new state is labeled by those propo-
sitions which are shared by all concrete states. We define the
local transition functions of the abstract system in such a
way that it behaves as the concrete one. The set of available
actions in an abstract state is decreased for some agents, and
increased for the rest, so that it contains exactly all actions
available in every one, respectively any, of the equivalent
concrete states.

4. THE MODEL CHECKING ALGORITHM

Our algorithm takes as input a MIS $S$, a set init of global
states of $S$ (the initial states), an ATL formula $\varphi$ and for
each strategic operator in $\varphi$, i.e., each quantified subformula
$\psi$, an abstraction relation $\equiv_\psi$. It either returns true or
it returns unknown but it will never return false. If it returns
true it is guaranteed that $S, q \models \varphi$ for all $q \in \text{init}$. But if
it returns unknown we do not know whether $S$ satisfies $\varphi$ or
not. The algorithm runs in time

$$O(|\text{init}| + |S| \cdot |\varphi|) \cdot 2^{O\left(\sum_{\psi \in q \equiv_\varphi} |S|^{\equiv_\psi}\right)}$$

where $|S|$ denotes the size of the MIS $S$ in a compact repre-
sentation. The cardinality of the global state space of $S$ may
then be up to $2^{O(|S|)}$. And the above algorithm is sound, i.e.,
if it outputs true then $S, q \models \varphi$ for all $q \in \text{init}$.

5. CONCLUSION

In this extended abstract we presented a technique to cope
with the state explosion problem. That opens the path to
reducing the state space of a MAS so that model checking
might become tractable. Clearly, there cannot be a generic
automatable abstraction technique since model checking
ATL for MIS is EXPTIME-complete. Hence, there are in-
stances for which no abstraction technique at all is applica-
able. Consequently we focused on hand-crafted abstraction
relations and proved that the presented model checking al-
gorithm is sound, i.e., if the algorithm claims that a property
holds then it really does. Of course, using hand-crafted ab-
straction always leads to losing completeness.

Defining different abstraction relations for each quantifier
allows to shrink the state space for each subformula. We
decided to take MIS as the modelling framework and arg-
ued that for any framework the modularity is important
not only because of the nature of MAS but also due to the
ability of reducing the state space by removing agents that
are not necessary when checking a certain property. We
therefore introduced a modified version of a MIS and de-
fined an abstraction over it. For a full description of our
approach see [12].

This work was funded by the NTH Focused Research School for
IT Ecosystems. NTH (Niedersächsische Technische Hochschule)
is a joint university consisting of Technische Universität Brauns-
Schweig, Technische Universität Clausthal, and Leibniz Univer-
sität Hannover.
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ABSTRACT

Virtual Institutions (VI) provide many interesting possibilities for social virtual environments, collaborative spaces and simulation environments. VIs combine Electronic Institutions and 3D Virtual Worlds. While Electronic Institutions are used to establish the regulations which structure participants interactions, Virtual Worlds are used to facilitate human participation. In this paper we propose Virtual Institution Execution Environment (VIXEE) as an innovative communication infrastructure for Virtual Institutions. Main features of the infrastructure are i) the causal connection between Virtual World and Electronic Institutions layers, ii) the automatic generation and update of VIs 3D visualization and iii) the simultaneous participation of users from different Virtual World platforms.
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1. INTRODUCTION

Nowadays there is an increasing demand of applications supporting the participation of humans and software agents, which may engage in different activities to achieve their common or individual goals. Internet based and distributed software technologies, such as virtual worlds (VW) and multi-agent systems (MAS), may support the engineering of this type of applications. Specifically, Virtual Institutions [1] (VI) combine Virtual Worlds and Electronic Institutions [2] (EI) to support the engineering of this type of applications.

purpose infrastructure, as it can interpret any institution specification generated by ISLANDER, the EIs specification editor. Therefore it can be regarded as domain-independent. It is implemented in JAVA and uses two TCP ports for communication with the middleware.

2.2 Top Layer

The top layer consists of several 3D virtual worlds (universes). Each of the virtual worlds can be implemented in different programming language using different visualization technologies. The usual parts of the 3D virtual world is a 3D client and a 3D server. Such server communicates with the middleware using a protocol (e.g. TCP, HTTP). Our middleware implements a multi-verse communication mechanism that allows users from different virtual worlds to communicate between each other. Moreover, VIXEE uses our Virtual World Grammar (VWG) mechanism and its implementation in the Virtual World Builder Toolkit (VWBT) [5] to dynamically manipulate the 3D virtual world content. The toolkit automatically generates a 3D model loading a specification of a VI and using a VWG definition.

2.3 Middleware

The middleware causally connects the top and the bottom layer. Layers are causally connected because whenever one of them changes, the other one changes in order to maintain a consistent state [3]. We divide the middleware between the Extended Connection Server (ECS) and the Virtual World Manager (VWM).

2.3.1 Extended Connection Server (ECS)

ECS mediates all the communication with AMELI, and is an extended version of the original Generic Connection Server developed for the Itchy-Feet project [4]. The most important extensions are: support for multiple 3D virtual worlds; modified startup sequence, that allows to react on early EI events; and connection fail-safe mechanisms. An important part of ECS is the Agent Manager. For each avatar, participating in some 3D virtual world, an Agent Manager creates an external agent (E. Agent in Figure 1) in the middleware representing this avatar within the institution. Thus, when the avatar tries to perform an action which requires institutional verification this agent is used to send the corresponding message to AMELI. Hence, AMELI, perceives all participants as software agents. ECS uses three TCP ports, one to communicate with the VWM, the second one to listen for AMELI events and the third one is used by the Agent Manager to send external agents events to AMELI.

2.3.2 Virtual Worlds Manager (VWM)

VWM mediates all communication between 3D virtual worlds and ECS and dynamically manipulate the 3D representation of all connected virtual worlds. Virtual Worlds Manager consists of a set of Virtual World Managers, one for each connected virtual world (see Figure 1). Each Virtual World Manager consists of a triplet: a receiver, a sender and a builder. Each triplet is registered to a VW Dispatcher, responsible for mediation of virtual world events and an AMELI Dispatcher responsible for AMELI events received from ECS. Both dispatchers use our proposed movie script mechanism (see section 2.4) to select which action to perform depending on the context of an event.

2.4 Movie Script

To define the mapping between virtual world events and ECS protocol messages, and vice versa between ECS protocol messages and virtual world actions we propose a movie script mechanism. This mechanism supports the domain independence and facilitates simple and consistent definition of 3D virtual world behavior. Like a regular movie script it contains script lines. Each line holds a definition of specific context upon which a defined action will be executed. Formally we define a movie script line as a function which maps an event to a corresponding action

\[ script_n : w \times i \times ag \times l \times c \rightarrow a \]

where: (i) \( w \) is the layer where the event has taken place, that is either AMELI, or the identifier of a specific virtual world (ii) \( i \) is the electronic institution for which the event applies (iii) \( ag \) is the agent performing the event (iv) \( l \) is the location of the event, that is either some transition or scene (v) \( c \) is a event descriptor, that is a tuple: \( c \in \{[n, 2^p]\} \) where \( n \) is the name of the message and \( 2^p \) is a list of message parameters, or message context (vi) \( a \) is the action which must be performed in response to the event occurrence. Action type differs depending on the originator of the event. If the event originator was a 3D virtual world, the action is a message sent to the ECS. If the event originator is AMELI, the action is usually a sender method that updates the virtual world visualisation.

3. CONCLUSIONS

We have presented a VIXEE an automated virtual institution execution environment that introduces many interesting features in the current line of research. First, the multi-verse communication supports the participation in the virtual institution of users from different virtual worlds. Second, our VWBT allows the dynamic manipulation of the virtual world content. Last, due to its dynamic and generic nature it is architecturally neutral allowing its use in multiple domains. VIXEE is also multi-platform solution that allows to run in any operating system supporting Java and Mono framework.
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ABSTRACT
The idea of Smart Walkers is to equip customary rolling walkers with sensors in order to assist users, caregivers and clinicians. The integral part of the Smart Walkers is an autonomous agent which monitors the activity of the user, assesses his physical conditions, and detects potential risks of falls. In this paper, we study methods which enable the agent to recognize the user activity from the sensor measurements. The proposed methods use Conditional Random Fields with features based on discriminant rules. A special case are features which, in order to distinguish between two activities, compare the sensor measurements to thresholds learned by a linear classifier. Experiments with real user data show that the methods achieve a good accuracy; the best results are obtained using “smooth” thresholds based on sigmoid functions.
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1. INTRODUCTION
Safe and independent mobility is a key factor in the quality of life of elderly people. Mobility aids, such as canes, rolling walkers and wheel chairs, encourage independent mobility, however, improper use can induce additional risks of falling, particularly as the individual motoric capabilities deteriorate. To improve the utility of mobility aids, we are developing a mixed-initiative system, called Smart Walker, which is a customary four-wheel rolling walker equipped with a set of sensors. The integral part of the Smart Walker is an autonomous agent which takes into account the sensor measurements and monitors the user activity. Our goal is to assist users, caregivers and clinicians, e.g., by monitoring the user’s stability, supervising the execution of daily exercises and providing longitudinal data of the physical and mental conditions of walker users. A key step in implementing these functionalities is enabling the agent to recognize the activity of the user from the sensor measurements.

2. ACTIVITY RECOGNITION
We use the following sensor measurements: \( x_{t}^{\text{speed}} \), the speed of the walker; \( x_{t}^{\text{load}} \), the total load on the four wheels; \( x_{t}^{\text{FCOP}} \), the relative difference between the load on the left and the right wheels; \( x_{t}^{\text{ACC}} \), the difference between the load on the rear and the front wheels; \( x_{t}^{\text{ACC}} \), the acceleration in the three spatial dimensions. In order to include information on the past, we also compute the mean and the variance over the previous 5 and 25 time points. Note that the measurements are digitized with 50 Hz, so 25 time points correspond to half a second.

2.1 Conditional Random Fields
In [3], we compared the performance of several probabilistic models and found that the best results were obtained for Conditional Random Fields (CRFs). A CRF specifies the distribution of a sequence of labels, \( Y = (Y_1, \ldots, Y_n) \), conditional on a sequence of observations, \( X = (X_1, \ldots, X_n) \) (see [2]). In our context, the observations represent the sensor measurements, and the hidden states the user activities. CRFs are parameterized by features, \( f \), and model weights, \( \lambda \). For any \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \), the probability of \( Y = y \) conditional on \( X = x \) is given by

\[
P_X(Y = y | X = x) \propto \exp(\lambda^T f(x, y))\]

For the labeling of sequential data, linear-chain CRFs are of particular importance. For that type of models, \( \lambda^T f(x, y) \) can be written in terms of state and transition features:

\[
\lambda^T f(x, y) = \sum_{t=1}^{n} \mu^T f^{\text{state}}(x_t, y_t) + \sum_{t=2}^{n} \nu^T f^{\text{trans}}(y_{t-1}, y_t).
\]

More generally, \( f^{\text{trans}} \) may also depend on \( x_t \). In our experiments, we chose \( \nu^T f^{\text{trans}}(y_{t-1}, y_t) = \nu^T 1(y_{t-1} = y_t) \), which simply reflects whether or not an activity persists. For the selection of the state features, we propose to use discriminant rules. The basic idea is, in order to determine the compatibility of the events \( X_t = x_t \) and \( Y_t = i \), to consider any potential alternative, \( Y_t = j \), and to assess whether...
\(X_t = x_t\) is more compatible with \(Y_t = i\) or \(Y_t = j\). Writing \(Y\) for the set of all labels, this gives us

\[
\mu^T f^{base}(x_t, i) = \sum_{j \in Y(i)} \mu_{ij}^T d_{ij}(x_t),
\]

where \(d_{ij}(\cdot)\) are functions discriminating between \(i\) and \(j\), associated with the weights \(\mu_{ij}\). In the following, we consider several examples.

### 2.1.1 Binary Thresholds

The simplest type of discriminant rules is obtained by comparing the observations (component-wise) to thresholds. Write 1(\(\cdot\)) for the function evaluating to 1 if the statement in the brackets is true and to 0, otherwise. Then

\[
\mu_{ij}^T d_{ij}(x_t) = \mu_{ij}^{(g)} 1(x_t \geq \tau_{ij}) + \mu_{ij}^{(l)} 1(x_t < \tau_{ij}).
\]

For the selection of \(\tau_{ij}\), suppose that we are given training data \(x = (x_1, \ldots, x_n)\) and \(y = (y_1, \ldots, y_n)\). Write \(n_i\) for the number of points in the training data for which \(y_t = i\), and let \(\mu_i := \frac{1}{n_i} \sum_{y_t = i} 1(y_t = i)/x_t\). Similarly, define \(n_j\) and \(\mu_j\). In our experiments, we use the threshold \(\tau_{ij} = (\mu_i + \mu_j)/2\). Note that \(\tau_{ij}\) is the threshold obtained by Linear Discriminant Analysis if \(n_i\) and \(n_j\) are equal (see [1]).

### 2.1.2 Sigmoid Thresholds

In order to take into account by what margin \(x_t\) exceeds \(\tau_{ij}\), we consider continuous thresholds based on the sigmoid function \(\text{sig}(x) = 1/(1 + e^{-x})\). The slope is determined by a scaling parameter \(\gamma_{ij}\), yielding

\[
\mu_{ij}^T d_{ij}(x_t) = \mu_{ij}^{(g)} \text{sig}(\gamma_{ij}(x_t - \tau_{ij})) + \mu_{ij}^{(l)} \text{sig}(\gamma_{ij}(\tau_{ij} - x_t)).
\]

Note that the larger \(\gamma_{ij}\), the more similar are the continuous thresholds to the binary ones. For the selection of \(\gamma_{ij}\), we maximize the likelihood of a logistic regression model with the slope \(\gamma_{ij}\) and the intercept \(-\gamma_{ij} \tau_{ij}\) (see [1]).

### 2.1.3 Using Raw Observations

Finally, we consider discriminant rules based on the raw observations. Let \(\mu\) and \(\sigma^2\) denote the sample mean and variance of \(x_t\) in the training set. Then we use the rules

\[
\mu_{ij}^T d_{ij}(x_t) = \mu_{ij}^{(c)} + \mu_{ij}^{(d)} (\sigma^{-1}(x_t - \mu)).
\]

The standardization of \(x_t\) is necessary to avoid a penalization of \(\mu_{ij}^{(c)}\) and \(\mu_{ij}^{(d)}\) during the training of the CRF.

## 3. EXPERIMENTS

We collected user data in two different setups. In the first experiment, we asked 12 healthy young subjects (19-53 years old) to walk twice through a predefined course which included the following activities: not touching the walker (N), stopping (S), walking forward/backwards (F/B), turning left/right (L/R), transferring between the walker and a chair (T). The participants of the second experiment were 15 older adults (80-97 years old), 8 of which were regular walker users. Besides the activities in the first experiment, the participants were sitting on the walker (SI), going up/down a ramp (UR/DR), and going up/down a curb (UC/DC). While they were performing the courses, we asked the participants of the second experiment to execute real-life tasks like picking up objects from the ground or walking at different speeds; moreover, we recorded some spontaneous activity in between the two courses.

### Table 1: Accuracy for Experiment 1 (in %)

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>S</th>
<th>F</th>
<th>L</th>
<th>R</th>
<th>B</th>
<th>T</th>
<th>Tot.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thre</td>
<td>81</td>
<td>70</td>
<td>95</td>
<td>74</td>
<td>65</td>
<td>91</td>
<td>61</td>
<td>87</td>
</tr>
<tr>
<td>Sigm</td>
<td>88</td>
<td>71</td>
<td>96</td>
<td>77</td>
<td>71</td>
<td>92</td>
<td>56</td>
<td>89</td>
</tr>
<tr>
<td>Raw</td>
<td>91</td>
<td>57</td>
<td>96</td>
<td>71</td>
<td>60</td>
<td>88</td>
<td>42</td>
<td>86</td>
</tr>
<tr>
<td>Bin</td>
<td>75</td>
<td>73</td>
<td>95</td>
<td>74</td>
<td>67</td>
<td>92</td>
<td>53</td>
<td>86</td>
</tr>
</tbody>
</table>

### Table 2: Accuracy for Experiment 2 (in %)

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>F</th>
<th>L</th>
<th>R</th>
<th>B</th>
<th>T</th>
<th>DC</th>
<th>Tot.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thre</td>
<td>89</td>
<td>82</td>
<td>56</td>
<td>52</td>
<td>98</td>
<td>65</td>
<td>60</td>
<td>81</td>
</tr>
<tr>
<td>Sigm</td>
<td>90</td>
<td>85</td>
<td>63</td>
<td>51</td>
<td>99</td>
<td>79</td>
<td>58</td>
<td>83</td>
</tr>
<tr>
<td>Raw</td>
<td>89</td>
<td>85</td>
<td>58</td>
<td>46</td>
<td>99</td>
<td>67</td>
<td>63</td>
<td>82</td>
</tr>
<tr>
<td>Bin</td>
<td>89</td>
<td>85</td>
<td>58</td>
<td>53</td>
<td>99</td>
<td>72</td>
<td>52</td>
<td>82</td>
</tr>
</tbody>
</table>

We compare four different methods: **Thre**, based on binary thresholds; **Sigm**, based on sigmoid thresholds; **Raw**, using the raw observations; **Bin**, using features based on data binning, where we chose the number of data bins equal to the number of different labels. Given the trained CRF and observations \(x = (x_1, \ldots, x_n)\), we predict the sequence of labels \(y = (y_1, \ldots, y_n)\) component-wise by maximizing the marginal distribution of \(Y_t\) conditional on \(X = x\).

The results are shown in Table 1 and 2. As can be seen, Sigm achieves the best performance with an overall accuracy of 89% and 83%. Except for Bin in Experiment 2, the differences in the performance are all statistically significant (one-tailed Wilcoxon test, \(\alpha = 0.05\)). Not surprisingly, all methods have problems to recognize transferring, which is an intermediate activity between not touching the walker and stopping. Turns are sometimes confused with walking forward, however, also for human observers it is not easy to tell when a turn exactly starts or ends.

Overall, the results for Experiment 1 are better than for Experiment 2. One reason is that the participants in Experiment 1 performed the course twice, so the training set always includes one recording of the person for which the activity is predicted. Furthermore, the activities in Experiment 2 are more individual, e.g., the participants used very different strategies to go up and down the curb. Even for simple activities the variability in Experiment 2 is higher, as the participants were instructed to perform different real-life tasks meanwhile.

## 4. ACKNOWLEDGMENTS

Mathieu Sinn was supported by a Postdoctoral Research Fellowship of the Canadian Government.

## 5. REFERENCES


Modeling Empathy for a Virtual Human: How, When and to What Extent?

(Extended Abstract)

Hana Boukricha
Faculty of Technology, Bielefeld University
P.O. Box 100131
33501 Bielefeld, Germany
hboukric@techfak.uni-bielefeld.de

Ipke Wachsmuth
Faculty of Technology, Bielefeld University
P.O. Box 100131
33501 Bielefeld, Germany
ipke@techfak.uni-bielefeld.de

ABSTRACT

Going along the questions of how, when and to what extent does empathy arise in humans, we propose an approach to model empathy for EMMA – an Empathic MultiModal Agent – based on three processing steps: First, the Empathy Mechanism by which an empathic emotion is produced. Second, the Empathy Modulation by which the empathic emotion is modulated. Third, the Expression of Empathy by which EMMA’s modulated empathic emotion is expressed through her multiple modalities. The proposed model is integrated in a conversational agent scenario involving the virtual humans MAX and EMMA.

2. THE EMPATHY MODEL

Empathy Mechanism

EMMA's face replicates 44 Action Units (AUs) implemented following [5]. As a result of an empirical study [3] three dimensional non-linear regression planes for each AU in PAD space were obtained. By combining all planes of all AUs a facial expressions repertoire is reconstructed.

Using her own AUs and their activation functions (regression planes) in PAD space, EMMA maps a perceived facial expression to AUs with corresponding activation values and subsequently infers its related emotional state as a PAD value. The inferred PAD value is represented by an additional reference point in EMMA’s PAD emotion space. Its related primary emotion as well as its corresponding intensity value can thus be inferred.

The empathic emotion is elicited after detecting a fast and at the same time salient change in the other’s emotional state that indicates the occurrence of an emotional event or if the other’s emotional state is perceived as salient. With respect to a predetermined short time interval $T$, the difference between inferred PAD values corresponding to the timestamps $t_{k-1}$ and $t_k$, with $t_k - t_{k-1} <= T$, is calculated as $|PAD_{t_k} - PAD_{t_{k-1}}|$. If this exceeds a predefined saliency threshold $TH$ or if $|PAD_{t_k}|$ exceeds a predefined saliency threshold $TH'$, then the current emotional state $PAD_t$ and its related primary emotion represent the empathic emotion.

Empathy Modulation

The modulation is realized by applying the following equation each time $t$ an empathic emotion is elicited:

$$empEmo_{t, mod} = ownEmo_t + (empEmo_t - ownEmo_t) \cdot \left(\frac{\sum_{i=1}^{n} p_i \cdot w_i}{\sum_{i=1}^{n} w_i}\right)$$

The value $empEmo_{t, mod}$ represents the modulated empathic emotion. The value $ownEmo_t$ represents EMMA’s current emotional state and thus the modulation factor empathizer’s mood. The value $empEmo_t$ represents the non-modulated empathic emotion. The values $p_i$ represent arbitrary predefined modulation factors that could have values ranging in $[0, 1]$ such as liking and familiarity. Liking could be represented by values ranging in $[-1, 1]$ from disliked to most-liked. The value 0 represents neither liked nor disliked. In this paper, only positive values of liking are considered.

We designate the degree of empathy as the distance between $empEmo_{t, mod}$ and $empEmo_t$. (see Fig. 1). The closer $empEmo_{t, mod}$ to $empEmo_t$, the higher the degree of empathy. The less close $empEmo_{t, mod}$ to $empEmo_t$, the lower the degree of empathy.

The impact of the modulation factors on the degree of empathy is as follows: The closer $ownEmo_t$ to $empEmo_t$, the higher the degree of empathy. The less close $ownEmo_t$ to $empEmo_t$, the lower
the degree of empathy. The impact of the modulation factors $p_{i,j}$ is calculated through a weighted mean of their current values at timestamp $t$. E.g., liking can be defined as having more impact on the degree of empathy than familiarity and thus can be weighted higher. The higher the value of $p_{i,j}$'s weighted mean, the higher the degree of empathy. The lower the value of $p_{i,j}$'s weighted mean, the lower the degree of empathy.

Following [6], the empathic response to the other’s emotion can be any emotional reaction compatible with the other’s condition. Therefore, $\text{empEmo}_{t,mod}$ is facilitated only if its related primary emotion is defined as close enough to that of $\text{empEmo}_t$. Primary emotions defined as close to $\text{empEmo}_t$’s primary emotion should represent emotional reactions that are compatible with the other’s condition.

Fig. 1 shows EMMA’s PA emotion space of high dominance. At the time $t_{k-1}$ EMMA’s current emotion $\text{ownEmo}_{t_{k-1}}$ has as related primary emotion happy, $\text{empEmo}_{t_{k-1}}$, has as related primary emotion annoyed. The resulting $\text{empEmo}_{t_{k-1},mod}$ has as related primary emotion surprised which is defined as not close enough to annoyed. At this stage $\text{empEmo}_{t_{k-1},mod}$ is inhibited. At the time $t_k$ EMMA’s current emotion $\text{ownEmo}_t$ is the neutral state concentrated, $\text{empEmo}_t$ has as related primary emotion angry. The resulting $\text{empEmo}_{t,mod}$ has as related primary emotion annoyed which is defined as close enough to angry. At this stage $\text{empEmo}_{t,mod}$ is facilitated.

Expression of Empathy Based on EMMA’s face repertoire, the PAD value of the modulated empathic emotion triggers EMMA’s corresponding facial expression. EMMA’s speech prosody [7] is modulated by the PAD value of the modulated empathic emotion. The higher the arousal value of the modulated empathic emotion, the higher the frequencies of EMMA’s eye-blinking and breathing. Triggering other modalities like verbal utterances depends on the scenario’s context.

3. SCENARIO

In a conversational agent scenario, MAX and EMMA conduct a multimodal small talk with a human partner. The emotions of both virtual humans can be triggered positively or negatively by the human partner through compliments or politically incorrect verbal expressions. In this scenario, EMMA empathizes with MAX’s emotions to different degrees depending on the following factors: First, EMMA’s mood which changes dynamically over the interaction when the human partner triggers EMMA’s emotions negatively or positively. Second, EMMA’s liking toward MAX and EMMA’s familiarity with MAX which have predefined values that do not change dynamically over the interaction. Thus, the impact of the mood factor as dynamically changing over the interaction can be better perceived in this scenario. By calculating the difference of the pleasure values of MAX’s perceived emotion, $P_{k} - P_{k-1}$, at timestamps $t_{k-1}$ and $t_{k}$, EMMA detects changes in MAX’s pleasure value and encourages the human partner dependingly. A positive change that results in a positive pleasure value triggers an utterance like “Its great, you are so kind to MAX!”. A positive change in the negative space of pleasure triggers an utterance like “Be kinder to MAX!” Analogously, verbal utterances are triggered by a negative change in pleasure.

4. FUTURE WORK

In future work, we aim at empirically evaluating EMMA’s empathic behavior within the above introduced scenario. In particular, we will focus on the impact of EMMA’s mood, as a modulation factor that dynamically changes over the interaction, on human subjects’ perception of EMMA’s empathic behavior. The evaluation will be performed to test the following hypothesis: The human partner should perceive EMMA’s behavior as more adequate when she exhibits a modulated empathic behavior related to her perceived emotional state rather than when exhibiting a non-modulated one.
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ABSTRACT

In the context of multi-agent hypothetical reasoning, agents typically have partial knowledge about their environments, and the union of such knowledge is still incomplete to represent the whole world. Thus, given a global query they need to collaborate with each other to make correct inferences and hypothesis, whilst maintaining global constraints. There are many real-world applications in which the confidentiality of agent knowledge is of primary concern, and hence the agents may not share or communicate all their information during the collaboration. This extra constraint gives a new challenge to multi-agent reasoning. This paper shows how this dichotomy between "open communication" in collaborative reasoning and protection of confidentiality can be accommodated, by extending a general-purpose distributed abductive logic programming system for multi-agent hypothetical reasoning with confidentiality. Specifically, the system computes consistent conditional answers for a query over a set of distributed normal logic programs with possibly unbound domains and arithmetic constraints, preserving the private information within the logic programs.
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1. INTRODUCTION

In the context of multi-agent reasoning, each agent has its own partial knowledge about the world together with local and/or global constraints. Given a reasoning task, agents need to interact and compute answers that are consistent with respect to the global constraints. In the case where the union of all the agent knowledge is still incomplete to represent the whole world, hypothetical reasoning is needed, and agents need to collaborate to make correct inferences and hypotheses given a global query. Previously, a general-purpose system called DAREC [3] has been developed, which combines distributed problem solving and abductive logic programming, for multi-agent hypothetical reasoning. Agent knowledge in DAREC is represented as a normal logic program, and a distributed abductive logic programming algorithm is used to coordinate the agents’ local reasoning tasks. Thus, agents compute local conditional answers, by assuming the undefined knowledge that is needed to maintain their (global) constraints, and coordinate their proofs through consistency checks over their respective assumptions. DAREC is the first distributed abductive system that can compute non-ground answers and handle arithmetic constraints.

However, in DAREC all knowledge is considered public and hence during collaboration agents are free to communicate any information they may have. This assumption may not hold in application domains where confidentiality is an additional primary concern, e.g., policy analysis of a distributed network formed by devices belonging to different parties. In such problem settings, agents may contain private information that cannot be shared with others during, or after, the reasoning, and hence they must decide what to disclose between their communications. This paper addresses the new challenge of extending DAREC for multi-agent hypothetical reasoning with confidentiality. There are two main contributions. At knowledge representation level we have extended the logical language and the distributed abductive framework to allow modelling of private agent knowledge. At the algorithmic level, we have extended the distributed proof procedure with a safe yet efficient agent interaction protocol, which prevents private knowledge being passed between agents and allows a degree of concurrent computation. The new system may be used in several ways. For example, each abductive agent could be implemented as a reactive reasoning module of an agent (with well-known agent architectures, such as BDI) in a larger MAS to support other agent/system functionalities. Alternatively, the whole system could be implemented as a “simulator” to verify properties or behaviour of a target MAS (i.e., each agent in the target MAS is represented by an abductive agent).

2. KNOWLEDGE REPRESENTATION

Standard abductive logic programming [1] and DAREC notations are used throughout the paper. Each agent is modelled as an abductive framework $\mathcal{F} = (\Pi, \mathcal{AB}, \mathcal{IC})$, where...
$AB$ is the set of all abducible atoms, $\Pi$ is a (finite) set of rules $H \leftarrow L_1, \ldots, L_n$ ($n \geq 0$) called the local background knowledge, and $\mathcal{IC}$ is a (finite) set of denials $\neg L_1, \ldots, \neg L_n$ ($n > 0$) called the integrity constraints, where $H$ is an atom and each $L_i$ is a literal. In our new system, a new type of atom, called askable, is introduced in addition to the abducible (atoms), the non-abducible (atoms) and the (arithmetic) constraint (atoms). An askable is $p(t)@Ag$ where $p(t)$ is a non-abducible and $Ag$ is either a variable or a constant representing an agent identifier. Intuitively, during the collaborative reasoning process an askable sub-goal $p(t)@Ag$ means it should (only) be solved by agent $Ag$, or “(only) agent Ag has knowledge of/can be asked about it”. Thus, a negative askable literal should be read as $\neg(p(t)@Ag)$ and not as $(\neg p(t))@Ag$. Non-abducible are considered private to agents; whereas askables (as well as abducibles) are shared between agents. Only non-abducible and askable atoms can appear in the head of a rule. A global abductive framework is a pair $(\Sigma, \mathcal{F})$ denoting the sets of all agent identifiers and frameworks respectively, with the assumption that the set of all abducible atoms is agreed by everyone, i.e., $\Sigma = AB$, for any $i, j \in \Sigma$. Given a query $Q$, the task of multi-agent hypothetical reasoning with confidentiality is to compute a subset of abducibles $\Delta \subseteq AB$ such that (i) $\bigcup_{i \in \Sigma} \Pi_i \cup \Delta \models Q$, (ii) $\bigcup_{i \in \Sigma} \Pi_i \cup \Delta \models \bigcup_{t \in \mathcal{F}} \mathcal{IC}_t$, and (iii) no (reasoning of) private-non-abducibles of an agent are disclosed to others.

3. DISTRIBUTED ALGORITHM

From the operational point of view, our new distributed abductive algorithm is a coordinated state rewriting process, consisting of a series of local abductive inferences by the agents and coordination of these local inferences. The local inference is a top-down (goal-directed) reasoning process, where a current agent ($i$) solves as many sub-goals of the query as possible, using its own knowledge, and (ii) collects those sub-goals that are solvable only by other agents (i.e., the askables), and the constraints that must be satisfied by all agents to guarantee global consistency of the final answer. These are generated from constructive negations and arithmetic constraints during the local inference process. They can be reduced to a set of inequalities and arithmetic constraints and be handled by external Constraint Logic Programming (CLP) solvers, enabling also reasoning over unbounded domains. The collected sub-goals and constraints, together with the hypotheses made during the local inference, are encapsulated into a token state, which is then passed around to other agents for further processing once all private sub-goals (i.e., non-abducibles) of the current agent have been solved by the agent. This guarantees that confidential information is not included in the token state and not passed to other agents. The coordination of state-passing implements synchronised backtracking, whilst enabling concurrent computation between local inferences. The coordination allows two types of agent interaction: positive and negative. In the case of a positive interaction, the token state is directed to a suitable helper agent (i.e. who may help to solve some pending sub-goals), whereas for negative interactions, it is passed among all agents enforcing each to check the pending constraints. Application dependent strategies may be adopted to interleave/combine such interactions in order to reduce communication overheads.

4. APPLICATIONS AND EXPERIMENTS

The distributed abductive algorithm is proven to be sound with respect to the three-valued completion semantics for abductive logic programs [5], and complete upon termination of the execution. The terminating condition depends on the structure of the overall logic program formed by the union of all the agent frameworks, i.e., it is hierarchical or abductive acyclic [6]. The System has been implemented in YAP Prolog 6. It has also been tested for decentralised policy analysis (e.g., modality conflict detection and system behaviour simulation), where each node of a distributed system has private security policies and domain information modelled as a normal logic program within the formal policy framework proposed by Craven et. al. [4]. Note that the policy language in the framework can guarantee the overall logic program is abductive acyclic, and hence guarantees the termination of the distributed abductive task.

5. CONCLUSION AND FUTURE WORK

Confidentiality in knowledge is one important constraint that makes a multi-agent reasoning problem challenging, and it is also a very common assumption in MAS’s. Our main contributions include (1) a logical framework for modelling the distributed knowledge of a multi-agent system where the agents’ background knowledge are correlated and have private information, and (2) a top-down distributed abductive algorithm which allows agents to perform collaborative hypothetical reasoning without disclosing private information. Furthermore, by limiting the set of abducible atoms to be empty, the system becomes a general purpose distributed deductive theorem prover that performs constructive negation whilst maintaining confidentiality. This is very useful when dealing with logic programs with unbound domains that cannot be implemented with a bottom-up algorithms such as answer set programming (ASP). The system has many potential applications including decentralised security policy analysis.

There are some applications where the separation between public and private hypotheses is desired in collaborative reasoning, e.g., distributed planning/scheduling with confidentiality [2]. As future work, we would like to extend our system to handle private abducible predicates, and to perform extensive benchmarking for the system.
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ABSTRACT

BDI agents often have to make decisions about which plan is used to achieve a goal, and in which order goals are to be achieved. In this paper we describe how to incorporate preferences (based on the LPP language) into the BDI execution model.
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1. INTRODUCTION

A fundamental feature of agent systems is the ability to make decisions and to manage the consequences of these decisions in complex dynamic environments. In agent systems based on the Belief-Desire-Intention (BDI) model, an agent typically has a set of beliefs about the current state of the world, a set of goals, which represent states of the world that it would like to bring about, and plans which are used to achieve its goals. Due to the unpredictability of an agent’s environment, it is normal for the agent to have to choose one of several plans which may be used to achieve a particular goal; by suitably adapting the choice of plan for the circumstances applicable at the time, the agent can provide robust behavior.

For example, a travel agent that is asked to book a holiday may subdivide this task into two subgoals of booking accommodation and booking transport. If there are multiple accommodation venues and multiple means of transport, there can be numerous combinations that may be used by the agent to achieve the goal of booking a holiday.

In practice, it is common for the user to want to specify some preferences for how the goal should be achieved. For instance, in the travel example above, the user may wish to specify a particular choice of airline or that it is preferable to travel by train and spend any money saved on a better class of accommodation. This extra information should be included as a preference rather than a goal since, it is acceptable to satisfy the goal without satisfying the preference. For example, specifying the preference to fly with Dodgy Airlines as a goal would mean the user refuses to travel by any means other than Dodgy Airlines.

We have incorporated preferences into the BDI plan selection process by using preferences as a constraint on plan selection when a choice needs to be made. For example, if the user prefers 5* hotels, then the agent should first choose plans which book 5* hotels in preference to other plans. We also allow preferences to be specified for ordering subgoals of plans when their ordering is not determined by design. For example, satisfying the preference of travelling by train and spending any money saved on accommodation requires the subgoal of booking a train to be performed first.

2. PREFERENCE SPECIFICATION

Our preference specification consists of two parts: expressing the user preferences in a preference language and annotating the goals and plans of the agent with additional information. The annotated information is used at runtime when the agent utilizes the user preferences to make a decision.

Preferences are expressed in terms of properties of goals, which can be thought of as the relevant effects of the achievement of a goal. For example, a goal $G$ of booking a holiday may have a property called payment which specifies the payment method used. Any plan that achieves $G$ by paying for the holiday with a credit card will result in the value credit being assigned to this property. Similarly, an alternative plan may assign the value debit for payment. This means that the set \{credit, debit\} contains the possible values of the property payment for $G$.

The intended meaning of a property $p$ of a goal or plan is that upon successful execution of that goal or plan, the value of $p$ will be either one of the programmer-specified values or a value called null when the agent’s execution does not explicitly assign a value (e.g., a goal property may not receive a value if not all plans for that goal assign a value to that property).

Our preference language is based on the language LPP [1] and it allows the user to specify preferences over property values. For example, the statement “I would prefer for payment to be made via credit card” states the preference for the value credit rather than debit for the payment property.

The structure of our preference formulas follows LPP in
that we use basic desire formulas to represent basic statements about the preferred situation, atomic preference formulas to represent an ordering over basic desire formulas and general preference formulas to express atomic preference formulas that are optionally subjected to a condition. We introduce the class of conditional preference formulas that allow us to specify conditions with regard to information collected at runtime. The user preferences are specified as a set of general preference formulas.

Due to space constraints we only give examples of each class of preference formulas and some user preferences together with their representation in our preference language. The semantics of our language is similar to that of LPPP [1].

Examples of basic desire formulas are transport.type = train and usage(money, 500, ≤), indicating a preference for a preferred property value and the usage of a resource respectively. In atomic preference formulas we can order basic desire formulas to represent a preference of one over the other. For example, the atomic preference formula transport.type = plane (0) ≥ transport.type = train (100) expresses that transport by plane is preferred to transport by train. A conditional preference formula, such as failure(book_flight), can be used to express preferences such as, “If I’m unable to travel by plane, then I prefer ...”.

We now give several user preferences and their representation in our preference language. Examples of user preferences are “I prefer to minimize the money spent on accommodation.”, “I prefer to fly rather than travel by train.”, and “If the accommodation is a hotel then I prefer to fly with Jetstar.”. We can represent the given user preferences as the following preference formulas:

\[
\begin{align*}
\text{acc.minimize(money)} (0) \\
\text{transport.type = plane} (0) \geq \text{transport.type = train} (100) \\
\text{acc.type = hotel : book_flight.airline = Jetstar} (0)
\end{align*}
\]

For the purpose of annotating and computing additional information for the goals and plans of the agent, we use the notion of a goal-plan tree. A goal-plan tree contains goal and plan nodes and it captures the decomposition of a goal into plans that can achieve that goal and the decomposition of a plan into subgoals that are posted by that plan. Specifically, in a goal-plan tree a goal node has one or more plan nodes as children and a plan node has zero or more goal nodes as children. We follow the approach of Thangarajah et al. [2, 3] to augment the nodes in a goal-plan tree with summary information. We annotate a node with a property summary containing properties with their possible values. We use resource summaries [3] to guide the agent’s decisions with regard to preferences over resource usage.

For each goal node the programmer specifies a human-readable name and for each plan node the programmer can specify resource requirements and properties. For example, a goal named book_hotel can have a plan for booking a 3* hotel (with resource requirement money = 200 and a property quality = 3*) and a plan for booking a 5* hotel (with money = 400 and quality = 5*).

After annotating the goals and plans we propagate this information to nodes higher in the goal-plan tree. As a result, each property summary contains information of that node and all nodes below it in the goal-plan tree. We define two propagation rules that compute, for a given goal or plan node, the information in its property summary based on the annotations of that node and its child nodes. For example, the book_hotel goal above, assuming just the two plans mentioned as children, would have a resource summary of \{(money, 200), (money, 600)\} attached to its node in the tree.

We propagate information upwards to accumulate the available summary information in the root node (top-level goal) of the goal-plan tree. The user specifies preferences in terms of the summary information of the root node. The user therefore does not need to know the structure of the goal-plan tree. Further, the goal-plan tree can be used by multiple users as preferences are specified separately from it.

3. REASONING ABOUT PREFERENCES

We can identify two types of decisions that an agent needs to make. For a goal, an agent can select one of the plans and for a plan, an agent can choose the order in which to pursue the subgoals, if any, unless the order is determined by the structure of the plan.

The preferred order in which plans of a goal should be selected for execution is computed in two steps. We compute a score for each plan of a goal by evaluating the preference formulas and we then sort the plans by that score from most to least preferred. The output of this algorithm is an ordered list of the plans and the agent attempts the plans in that order. In case of plan failure, the next plan in the ordered list is attempted. The order in which subgoals of a plan should be pursued is computed by analyzing the preference formulas containing a condition as well as the structure of the goal-plan tree. Consider the general preference formula

\[
g_{1}.\text{prop}_{1} = \text{value}_{1} : g_{2}.\text{prop}_{2} = \text{value}_{2} (0)
\]

which can be read as “if prop$_{1}$ of goal$_{1}$ has received the value value$_{1}$ then I prefer prop$_{2}$ of goal$_{2}$ to receive value$_{2}$”. To satisfy this preference, we should execute goal$_{1}$ before goal$_{2}$ to determine the value of prop$_{1}$. If its value is indeed value$_{1}$ then we can aim to satisfy the preferred value of prop$_{2}$ for goal$_{2}$. We compute the constraints on subgoals for each plan (i.e. subgoal $g_{1}$ should preferably be executed before subgoal $g_{2}$) and we use these to compute the preferred order of subgoals of a plan. The execution order of subgoals of a plan is computed by repeatedly adjusting an ordering of the subgoals, starting with an arbitrary ordering, using the ordering constraints. For example, if $g_{1}$ should preferably be executed before $g_{2}$, we move $g_{2}$ to the end of the ordered list of subgoals and we proceed to the next ordering constraint.

We have implemented and tested our preference system in the agent platform Jadex$^3$ using a number of examples. The implementation consists of around 3000 lines of code, which utilizes the metagoal and metaplan features of Jadex.

4. REFERENCES
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ABSTRACT
In this paper, we propose a new approach to using probabilistic hierarchi-
cal task networks (HTNs) as an effective method for agents
to plan in conditions in which they are non-deterministic. In such situa-
tions it is natural to model the environment as a Markov decision
process (MDP). We show that using Earley graphs, it is possible to
bridge the gap between HTNs and MDPs. We prove that the size
of the Earley graph created for given HTNs is bounded by the total
number of tasks in the HTNs and show that from the Earley graph
we can then construct a plan for a given task that has the maximum
expected value when it is executed in an MDP environment.
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1. INTRODUCTION
Although the complexities of planning in the real-world are better captured by stochastic formalisms such as Markov Decision Processes (MDPs), domain specification using these formalisms is a very complex task for all but trivial scenarios. By contrast, classical planning formalisms are more intuitive to non-experts where one particular formalism, Hierarchical Task Networks (HTNs) being the formalism of choice for planning in deterministic domains. In this paper, we propose a method to bridge the gap between HTNs and MDPs by performing maximum expected utility (MEU) planning on an HTN specification in terms of a hierarchy of tasks induced by a library of methods. To accomplish this, we look at the HTN methods as if they were the rules of a context-free grammar and apply our own modified version of an Earley parser [3] to generate a data structure known as Earley state chart [4]. Earley parsing is a dynamic programming technique widely used in the efficient processing of natural language that has been adapted to parse sentences probabilistically in order to cope with the ambiguity inherent to human languages. The semantic representation in the Earley state chart naturally leads to a probabilistic semantics, as well as algorithms for probabilistic context free grammar parsing. This class of algorithm performs a parallel top-down search over all possible grammar parses for a given input sentence, and its complexity is bounded by \(O(N^3)\) on the number of input words [3].

Our adaptation of Earley parsing for probabilistic HTN planning was inspired by earlier efforts relating task decomposition to grammar parsing [1]. In constructing our modified Earley graph, we take into consideration the preconditions of tasks and the effects of actions to make sure that the generated plans follow the constraints imposed by the HTN domain specification. While earlier work relates planning and parsing only for deterministic domains, we extend this concept into probabilistic domains by annotating probabilities in the HTN methods, allowing us to calculate the probabilities of generating plans in the domain. Furthermore, we allow a user to specify rewards for specific states in the HTN specification in the same way as goal states are specified in classical planning, allowing us to use the Earley graph to calculate the expected utilities of these plans, and ultimately allowing us to perform MEU planning conforming with HTN constraints.

2. FROM METHODS TO EARLEY GRAPHS
The core of our approach consists of adapting the Earley parsing approach of [4] to accommodate the components of states (of preconditions and effects), and task decompositions. The approach keeps track of the decomposition procedure for the set of all possible execution trajectories using the methods from an HTN domain. This is done by modifying the concept of Earley states to include the information of states and actions in addition to the task decompositions. To avoid the naming conflict with the state space of a planning domain, we call these modified states Earley nodes.

**Definition 1.** Let \(n = (t, H)\) be an HTN method, \(t\) be a task and \(H = (T, C)\) be an HTN with tasks \(T\) and constraints \(C\). From \(m\) we generate \(T|\) Earley nodes. Each Earley Node EN is of the form \(EN_m_t = \{m, t_i\}\) where \(t_i \in \text{network}(m)\). For notational convenience, we denote \(m\) by method(EN_m_t), \(t_i\) by current(EN_m_t), and task(m) by root(EN_m_t).

**Definition 2.** An Earley graph for a method library \(M\) is a graph \(G = (\mathcal{N}, \mathcal{E})\) where
- \(\mathcal{N} = \{EN\}\) is a set of Earley nodes; and
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3.2 Utility of Earley Paths

Given a decomposition-execution path \(de\), the value of this path is the sum of all the rewards encountered \(V(de) = \sum_{\langle s, EN \rangle} R(s)\).

The expected value of a decomposition path is

\[
V(path) = \sum_{\langle s, EN \rangle} V(de) \cdot Pr(de)
\]

Similar to the MDP value computation, the expected value of a path can be computed iteratively with the Earley graph. Let \(sub^\langle s, EN \rangle\) be the subpath of \(path\) starting from \(\langle s, EN \rangle\), we define \(V\langle s, EN \rangle = V\langle sub^\langle s, EN \rangle, EN \rangle\) and \(V\langle EN \rangle = \sum_{\langle s, EN \rangle} V\langle s, EN \rangle\). Related to a decomposition path \(\langle EN_0, ..., EN_n \rangle\), we define the value of the fully complete Earley node \(EN_n\) to be

\[
V\langle s, EN_n \rangle = R(s)
\]

If \(EN_n+1\) is a predicting or completing node, we define

\[
V\langle s, EN_n \rangle = Pr(EN_n+1|EN_n) \cdot V\langle s, EN_n \rangle
\]

If \(EN_n+1\) is a scanning node, we define

\[
V\langle s, EN_n \rangle = Pr(EN_n+1|EN_n) \cdot \left( R(s) + \sum_{a} Pr(s'|s, a) V\langle s'|EN_n+1 \rangle \right)
\]

We can then traverse the Earley graph for paths corresponding to valid task decompositions with a stack tracking the start and completion of methods. Using dynamic programming, the traversal can be focused towards paths with maximum expected utilities.

4. CONCLUSIONS AND FUTURE WORK

Our ultimate goal here is not only to perform probabilistic hierarchical planning for an uncertain environment, but also to utilize the approach for multiagent system control. A system of cooperative agents could thus communicate to share the same set of task networks while working in the same environment with the same characteristics of uncertainty. As every agent can construct the same Earley graph structure from the task network library, we will be able to incrementally adapt to the environment and revise their task decomposition probabilities. Thus, the multiagent system can converge to a set of cooperative behaviors prescribed by the shared set of task networks. The resulting system allows us to specify its group behaviors in a way that is close to how humans perform problem solving while accommodating uncertainty both in the knowledge of problem solving and the in the environment.
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ABSTRACT

Fair division methods offer guarantees to agents of the proportional size or quality of their share in a division of a resource (cake). These guarantees come with a price. Standard fair division methods (or "cake cutting" algorithms) do not find efficient allocations (not Pareto optimal). The lack of efficiency of these methods makes them less attractive for solving multi-agent resource and task allocation. Previous attempts to increase the efficiency of cake cutting algorithms for two agents resulted in asymmetric methods that were limited in their ability to find allocations in which both agents receive more than their proportional share.

Trust can be the foundation on which agents exchange information and enable the exploration of allocations that are beneficial for both sides. On the other hand, the willingness of agents to put themselves in a vulnerable position due to their trust in others, results in loss of the fairness guarantees that motivate the design of fair division methods.

In this work we extend the study on fair and efficient cake cutting algorithms by proposing a new notion of trust-based efficiency, which formulates a relation between the level of trust between agents and the efficiency of the allocation. Furthermore, we propose a method for finding trust-based efficiency. The proposed method offers a balance between the guarantees that fair division methods offer to agents and the efficiency that can be achieved by exposing themselves to the actions of other agents. When the level of trust is the highest, the allocation produced by the method is globally optimal (social welfare).

Keywords

Game Theory, Social choice theory

1. INTRODUCTION

One of the main challenges in multi-agent systems (MAS) is encouraging self-interested agents to cooperate. Fair division methods offer a possible solution to this challenge for resource and task allocation, by offering guarantees to agents on the quality or size of their share, as long as they are cooperative (follow the instructions of the method’s protocol). Moreover, these guarantees hold for an agent, even if other agents choose an uncooperative strategy.

A fair division method guarantees fairness properties but may be inefficient (not Pareto optimal). In other words, there can exist a different allocation that is preferred by both (or preferred by one and is equal in the eyes of the other).

Previous attempts to introduce efficiency into a fair division method offered asymmetric extensions of Austin’s method [1, 3]. These methods have the following limitations: (1) Only allocations that include up to two cuts of the cake are considered. (2) The method does not consider allocations in which both agents value their share as more than 50%.

The possibility of finding solutions to negotiation problems that expand the pie, i.e., the sum of the benefit for the negotiating parties exceeds 100%, was acknowledged by social scientists and triggered studies that investigated the success of different strategies in producing such agreements. Intuitively, integrative strategies that increase the cooperation and information exchange between the negotiating parties increase the chances for efficient agreements.

Trust is a concept that has been intensively studied by social scientists and by the multi agent systems community. The common and accepted definition for trust is the willingness of an agent to put herself in a situation in which she is vulnerable to the actions of another (the party she trusts). The relation between trust and efficiency was also acknowledged by multi-agent system studies.

In this paper we extend the research on fair and efficient cake cutting methods by:

1. Proposing a new notion of trust based efficiency. It defines the level of efficiency that can be achieved as a function of the level of trust among the agents.
2. Proposing a method for finding trust based efficiency that is independent of the role of the agents. The method proposed allows agents to expose themselves with respect to the level of trust and make use of this exposure to increase efficiency while maintaining the guarantees on the fraction of the proportional share other that the agents were not willing to risk. When the level of trust is maximal, the allocation found by the method is globally optimal (social welfare).

2. AUSTIN’S METHOD AND ASYMMETRIC EXTENSIONS

Austin’s moving knife procedure is famous for being the only method that can find a division of a cake between two agents such that both agents value their share as exactly half of the cake (exact allocation) [1, 2].

In Austin’s procedure, an infinitely divisible but bounded resource (cake) X is divided between two agents, a and b.
We assume that the cake has a rectangular shape with length $L$ and width 1. We further assume that all cuts are planar. Each agent has its own utility function, $U_a$ and $U_b$ respectively, which defines the utility she derives from an allocation of any piece of the cake to her. One agent (a) holds two parallel knives. In the initial state, the left knife is placed at the left edge of the cake and the right knife is placed so that the utility she derives from the piece between the knives (we will refer to the piece between the knives as $P$ and to the remainder of the cake as $\bar{P}$) would be $U_a(P) = \frac{1}{2}$, and $U_a(\bar{P}) = \frac{1}{2}$ for simplicity we will assume that $U_a(X) = U_b(X) = 1$. Agent $a$ then moves both knives to the right so that at all times $U_a(P) = \frac{1}{2}$. When $U_b(P) = \frac{1}{2}$ as well, agent $b$ calls “stop” and is allocated $P$ while $a$ gets $\bar{P}$. Thus, the utilities derived by both agents from their share are $U_a(P) = U_b(P) = \frac{1}{2}$ (an exact division [2]).

If we allow agent $b$ to observe the full process in which agent $a$ moves the knives from the initial position to the final complementary position, and then choose the piece that she values the most and that was between the knives at some point during the process, we can increase the efficiency of the method. However, it is clear that this increment in efficiency is one-sided ($U_b \geq \frac{1}{2}$ while $U_a = \frac{1}{2}$). A different extension to Austin’s method, which increases its efficiency, was proposed by Sen and Biswas [3]. Their method reaches a similar result by allowing the cutting agent (a) to hold a model of the other agent preferences. This allows her to manipulate the selection of $b$ and be left with the most beneficial allocation among the allocations that leave agent $b$ with a satisfactory consecutive share.

The two methods described above are both asymmetric, i.e. give an advantage to one of the agents over the other. Both methods do not consider allocations that increase the benefit for both agents beyond their proportional share.

3. TRUST BASED EFFICIENCY

An allocation $A$ will be constructed of two disjoint sets of pieces, $X_a$ and $X_b$. If we will put together all the pieces in $X_a$ and $X_b$ we will get the entire cake (X). We will use the notation $U_j(x)$ for the utility agent $j$ derives from the allocation of piece $x$ to her. The utility agent $j$ derives from an allocation $A$ will be denoted $U_j(A)$ and will be equal to $U_j(X_j)$. The utility the agent derives from her allocated set of pieces in $A$, $X_j$. Once again, for simplicity we will assume that agents’ utility functions are normalized, i.e. $U_j(X) = 1$. We propose the following two innovative notions:

1. given $0 \leq b \leq 1$, the symmetric level of trust between agents $a$ and $b$, an incentive participation constraint for agent $j \in \{a, b\}$ is that for any possible resulting allocation $A$, $U_j(A) \geq \frac{1-b}{2}$.  

2. An allocation $A$ is $l$ trust efficient if there is no piece $x$ held by agent $j \in \{a, b\}$ in $A$ and piece $x'$ held in $A$ by agent $i \in \{a, b\}$, $j \neq i$ for which: (a) $U_i(x) \geq \frac{l}{1-l}$, (b) $U_j(x') \geq \frac{l}{1-l}$, (c) $U_j(x') > U_i(x)$. (d) $U_i(x) \leq U_i(x')$.

The following method finds $l$-trust-efficient (LTE) allocations of a cake between two agents:

1. At the initial state, agent $a$ places the left knife on the left edge of the cake and the right knife so that $U_a(P) = \frac{1}{2}$ (recall that $P$ is the piece between the knives).

2. Agent $a$ moves the knives to the right, keeping the value of $P$ at $\frac{1}{2}$ until at the final state, the right knife reaches the right edge of the cake.

3. Agent $b$ decides which part of the cake to allocate to agent $a$ and which part to herself, cuts the cake and makes the allocation accordingly.

To complete the description of the mechanism, it remains to describe the protocol that agent $b$ follows in the third step. Notice that in Austin’s procedure, while the value of $P$ for agent $a$ remains the same while the knives are moving, its value for agent $b$ may be changing. The value of the piece $P$ for agent $b$ as a function of the location of the left knife (moving to the right between the left edge of the cake and its location in the final state) is observed and analyzed by her in order to produce the allocation.

Agent $b$ selects a set of disjoint pieces $X_a$ to allocate to agent $a$ so that the following conditions are satisfied: (1) $x \in X_a \Rightarrow x$ was equal to $P$ at some time through the movement of the knives. (2) $x \in X_a \Rightarrow U_b(x) \leq \frac{l}{1-l}$, i.e. $b$ values $x$ less than agent $a$ values it. (3) $x \in X_b \Rightarrow U_a(x) > \frac{l}{1-l}$, (4) $U_b(X_b) \geq \frac{l}{1-l}$. (5) $X_b \neq \emptyset$.

If these conditions cannot be satisfied (for example if $U_b = U_a$ the third condition cannot be satisfied), then agent $b$ selects a piece $P'$, which was between the knives at some point during the process and has a lower value in her eyes than any other piece $P$, and allocates $P'$ to $a$, leaving the rest of the cake for herself.

A number of properties can be established for the method presented above. Among them the two properties that the method was designed to achieve, that it finds an $l$-trust-efficient allocation and that the guarantees for agents are maintained, i.e., for any allocation $A$ found by the method, $U_a(A) \geq \frac{1}{1-l}$ and $U_b(A) \geq \frac{l}{1-l}$. In addition its equivalence to the asymmetric version of Austin’s method when the level of trust is minimal and its convergence to a globally optimal social welfare allocation when the level of trust is maximal can be established as well (proofs for these properties were omitted for lack of space).

4. CONCLUSION

We proposed the use of trust in cake cutting algorithms. We defined the level of trust between agents as the proportional quantity of their fair share that they are willing to expose to the actions of other agents, and risk losing. We further defined a new concept, $l$-trust-efficiency, which determines the level of efficiency of an allocation based on the level of trust between the agents.

We proposed a method for finding $l$-trust-efficient allocations. The method allows agents to increase the efficiency of the allocation with respect to the level of trust between them, but at the same time, guarantees the allocation of the quantity that they were not willing to risk. The method allows the agents to divide the cake between them with respect to the utility they derive from allocations of the different parts of the cake and, as a result, increase not only the efficiency but also the social welfare value of the allocation.
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ABSTRACT

This research is motivated by problems in urban transportation and labor mobility, where the agent flow is dynamic, non-deterministic and on a large scale. In such domains, even though the individual agents do not have an identity of their own and do not explicitly impact other agents, they have implicit interactions with other agents. While there has been much research in handling such implicit effects, it has primarily assumed controlled movements of agents in static environments. We address the issue of decision support for individual agents having involuntary movements in dynamic environments. For instance, in a taxi fleet serving a city: (i) Movements of a taxi are uncontrolled when it is hired by a customer. (ii) Depending on movements of other taxis in the fleet, the environment and hence the movement model for the current taxi changes. Towards addressing this problem, we make three key contributions: (a) A framework to represent the decision problem for individuals in a dynamic population, where there is uncertainty in movements; (b) A novel heuristic technique called Iterative Sampled OPtimization (ISOP) and greedy heuristics to solve large scale problems in domains of interest; and (c) Analyze the solutions provided by our techniques on problems inspired from a real world data set of a taxi fleet operator in Singapore. As shown in the experimental results, our techniques are able to provide strategies that outperform “driver” strategies with respect to: (i) overall availability of taxis; and (ii) the revenue obtained by the taxi drivers.

1. INTRODUCTION

Research on understanding and controlling dynamic and large scale flow of agents (e.g., humans, industries, vehicles) between different states spans various domains such as urban transportation [2, 4] (e.g., movement of vehicles between different regions of an area), industry dynamics [3] (e.g., strategizing on marketing investments by different companies selling the same product), labor mobility between cities [1] (e.g., analyzing individuals search for jobs in new locations), advertising and others. The main challenge in these problems is accounting for the implicit interaction that exists between agents. For example, vehicles trying to get on the same road are implicitly competing. Existing literature has primarily focused on understanding behaviors and improving operational efficiency while accounting for the implicit interactions under the assumption that the agent movement is voluntary.

We are focused on similar problems, except in cases where there is involuntary (or forced) movement of agents. The first problem of interest is with respect to the operation of a taxi fleet. Taxi drivers are subject to both voluntary (at driver’s own decision) and involuntary (when customers board taxis) movements. Different regions might have different demands for taxis (both in terms of numbers and revenues) and due to this an implicit competition exists between taxis. The goal here is to improve the operational efficiency of the fleet while improving the revenues obtained by taxi drivers. Secondly, in understanding labor mobility, which is governed by voluntary (quitting jobs and moving to other geographic location) and involuntary (getting laid off) movements. Different geographical regions might have different compensation levels, and individuals might need to invest beforehand in order to move from one region to another. Since the distribution of unemployed labor determines the chance of getting a job in a region, there is again implicit competition between individuals. Similarly, there are problems in analyzing industry dynamics, where different companies strategize to maintain their competitive advantage.

We were able to illustrate that our approach, ISOP and one of the greedy approaches provide solutions that improved significantly over real world taxi driver policies. This improvement was with respect to both the (a) operational inefficiency, characterized as congestion in our results; and (b) the minimum revenue obtained by any taxi driver and the average revenue of all the taxi drivers. These results emphasize the utility of our sampled optimization and greedy techniques in solving DDAP problems.
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2. MODEL

In this section, we describe the Decentralized decision model for Dynamic Agent Populations or DDAP. DDAP is a model to represent the decentralized decision problem for individual agents in a population operating in dynamic domains. It is represented using the tuple: \( (\mathcal{P}, \mathcal{S}, \mathcal{A}, \phi, \mathcal{R}, \mathcal{R}_p, H, D^0) \), where \( \mathcal{P} \) represents the agent population. \( \mathcal{S} \) corresponds to the set of states encountered by every agent in the population. \( \mathcal{A} \) is the set of actions executed by each agent. \( \phi \) represents the transition probability between agent states given the population distribution. \( \mathcal{R}_i \) is the reward obtained by an agent due to its action alone, when in state \( s \), taking action \( a \) and the state distribution is \( d \) at time \( t \). \( \mathcal{R}_p \) is the reward obtained due to implicit interaction with other agents in the population, when the state distribution is \( d \) at time \( t \).

\( H \) is the time horizon for the decision process, with the underlying assumption that the distribution of agent states is available after every \( H \) time steps. \( D^0 \) represents the set of possible starting distributions. The objective is to compute a policy which maximizes social welfare without sacrificing agent interests.\(^1\)

3. SOLVING A DDAP

3.1 ISOP

\begin{algorithm}
1: \( \pi_i \leftarrow \phi \)
2: \( \pi_{i-1} \leftarrow \text{InitializePolicy()} \)
3: \textbf{while} true \textbf{do}
4: \( \pi_i \leftarrow \text{Br}(\pi_{i-1}) \)
5: \textbf{if} \( \pi_i = \pi_{i-1} \) \textbf{then}
6: \textbf{break while}
7: \( \pi_{i-1} \leftarrow \pi_i \)
8: \textbf{return} \( \pi_i \)
\end{algorithm}

We now introduce Iterative Sampled Optimization (ISOP), an approximate approach that scales to large DDAP problems. The overall idea of solving a DDAP is characterized by Algorithm 1. It provides two approximations to address the issues mentioned at the end of the previous section.

Firstly, we approximate the value function by making assumptions on the transition between distributions and the set of distributions. The set of distributions is obtained by sampling from the set of reachable distributions. The expression for the updated value function is as follows:

\[
\begin{align*}
V_{\pi_i, \pi_{i-1}}^t(s, d) &= \sum_{a \in \mathcal{A}} [\mathcal{R}_p(s, a, d) + \mathcal{R}_i(s, a, d)] + \\
&\sum_{s'} \phi_i(s, a, s') \left[ V_{\pi_i, \pi_{i-1}}^{t+1}(s') \right] \\
V_{\pi_i, \pi_{i-1}}^{t+1}(s') &= \sum_{d'} P_{d'}(d'|D^0, \pi_i, \pi_{i-1}) \left[ V_{\pi_i, \pi_{i-1}}^{t+1}(s', d') \right] \\
&= \sum_{d' \in D} \frac{V_{\pi_i, \pi_{i-1}}^{t+1}(s', d')}{|D|}
\end{align*}
\]

Secondly, we approximate with respect to Algorithm 1. Algorithm 1 performs best response computation over the policy for the entire horizon at each iteration of the algorithm. We propose an approximation method inspired from best response computation in sequential games, where best response is computed for each decision epoch separately while backing up the value function. Instead of iterating until convergence, ISOP algorithm iterates until the time horizon and solves a linear optimization problem for computing one step best response at each iteration.

3.2 Greedy Approaches

The key approximation in greedy approaches is the assumption that no other agent is present in the environment, i.e. \( D = \{d|d = (0, 0, \ldots, 0)\} \). By substituting zero vector for \( d \), we obtain the updated values for \( \mathcal{R}_p(s, a, d) \) and \( \mathcal{R}_i(s, a, d) \). These updated values of rewards are used to obtain greedy policies based on the parameter, \( g \). When \( g = 1 \), the policy obtained is deterministic. When \( g = 2 \), the policy obtained is randomized over two actions for all the states and so on.

4. EXPERIMENTAL RESULTS

We compared the performance of ISOP and the suite of greedy approaches on a real world taxi data set of a cab company in Singapore. In the taxi domain, we were able to show (from a month of actual taxi data) that the taxi drivers adopt greedy policies, randomly choosing between the zones with the highest overall rewards \( (\mathcal{R}_i(s, a, 0) + \mathcal{R}_p(s, a, 0)) \) during that time step. The key evaluation metrics are: (a) The minimum revenue obtained by any taxi during the time horizon; (b) The average revenue obtained by all taxis; and (c) Overall congestion, which is the sum of the excess taxis and excess flow in all the zones. On each problem, values for these evaluation metrics are obtained by simulating the output policies of each of the approach on the customer flow model and revenues. We were able to show that when the number of zones is less than or equal to 20, ISOP is able to outperform the greedy approaches. However, as the number of zones increases above 20 the performance of ISOP degrades. We believe that this is due to the algorithm employing for obtaining the set of distributions.
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\(^1\)This optimization criterion can mean different things for different domains. In the taxi problem, this refers to minimizing starvation of taxis in all zones and maximizing revenue for taxi drivers.
Adaptive Decision Support for Structured Organizations: A Case for OrgPOMDPs
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ABSTRACT

In today’s world, organizations are faced with increasingly large and complex problems that require decision-making under uncertainty. Current methods for optimizing such decisions fall short of handling the problem scale and time constraints. We argue that this is due to existing methods not exploiting the inherent structure of the organizations which solve these problems. We propose a new model called the OrgPOMDP (Organizational POMDP), which is based on the partially observable Markov decision process (POMDP). This new model combines two powerful representations for modeling large scale problems: hierarchical modeling and factored representations. In this paper we make three key contributions: (a) Introduce the OrgPOMDP model; (b) Present an algorithm to solve OrgPOMDP problems efficiently; and (c) Apply OrgPOMDPs to scenarios in an existing large organization, the Air and Space Operation Center (AOC). We conduct experiments and show that our OrgPOMDP approach results in greater scalability and greatly reduced runtime. In fact, as the size of the problem increases, we soon reach a point at which the OrgPOMDP approach continues to provide solutions while traditional POMDP methods cannot. We also provide an empirical evaluation to highlight the benefits of an organization implementing an OrgPOMDP policy.

Solving decision problems in uncertain domains with imperfect information is a difficult challenge. These problems include situations with uncertain action effects and only partial information about the current state of the environment. Partially observable Markov decision processes (POMDPs) provide a robust model for representing these problems. While many promising algorithms have been developed [1, 2, 9, 11], scalability to large real-world domains remains an open question.

Recently, work on hierarchical [5, 6, 10] and factored models [3, 4, 7, 8] has shown increased scalability by making use of inherent structure in a problem. These approaches allow the problem to be broken up into more manageable pieces which can be solved more easily by using either a hierarchy of more finely grained problems or factored problem variables which contain sets that are independent of one another. In this paper, we combine the benefits of both approaches by breaking up a large problem into a set of hierarchically related problems, each of which is made up of a factored model. This model is motivated by the need to find the best use of an organization’s resources while taking into account the partially observable nature of a domain, leading us to call our model an Organizational POMDP, or OrgPOMDP. The OrgPOMDP’s advantage is that it leverages the hierarchical nature of the organization and the structure in dependencies between different levels to compute policies for decision makers at various levels efficiently.

From the perspective of organizations such as Air and Space Operation Center (AOC), the OrgPOMDP is an ideal model to represent (a) organizations’ control hierarchy; (b) decision problems (primarily under uncertainty) faced at each level of the control hierarchy; and most importantly (c) the interactions between decision makers at different levels of the hierarchy. Due to such rich representation of the decision problem, an OrgPOMDP policy ensures that an organization reacts to unexpected events in a coherent manner. In fact, we provide empirical evidence illustrating this very aspect in the context of AOC. It is worth noting that the OrgPOMDP model is very general, allowing a large number of hierarchical problems to be represented and solved.

Apart from presenting the OrgPOMDP model, we also introduce a novel algorithm to solve OrgPOMDPs. This algorithm provides methods to exploit the factored and hierarchical structure present in the OrgPOMDP, drastically reducing the solution complexity. Finally, we also show the performance of this solver on scenarios from the AOC domain. These results show that as the complexity of the problem increases, the benefits of the OrgPOMDP approach increase as well.
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1. INTRODUCTION
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2. MODEL

To represent the domains of interest in this paper, we introduce an extension to the well known partially observable Markov decision process (POMDP) model which we call the OrgPOMDP, \( OP \). The model is defined as the tuple

\[ OP = (P, \{cOP_1, cOP_2, \ldots \}, SD, MD, H) \]

with the following attributes: \( P \) is the standard POMDP tuple, \( cOP_1, cOP_2, \ldots \) are child OrgPOMDPs, \( SD \) are state dependencies and \( MD \) are model dependencies. As can be noted from the definition above, \( OP \) is recursively defined, thus an OrgPOMDP can be represented as a tree with each “node” in the tree representing an OrgPOMDP. Without loss of generality, we assume \( Q \) nodes in this tree and each node is referred to as \( OP_q \).

State space dependencies, \( SD \): These are dependencies from child nodes to their parent nodes that arise due to the dependence between state space features. For instance in AOC type organizations, these dependencies arise because the performance of the organization as a whole (i.e. root \( OP \)) depends on overall progress (feature in the state space of root node) achieved on various tasks, which in-turn is computed from the progress achieved by child nodes on sub-tasks (feature in the state space of child node).

Model dependencies: These are dependency links from a parent node to one of its child nodes. In this paper, we assume that the state and actions of a parent \( OP_q \) could affect all aspects of the child decision problem, except the observations.

Due to these dependencies between different levels of the hierarchy, the OrgPOMDP model is only partially specified.

3. ALGORITHM

We provide an algorithm for fully specifying and solving an OrgPOMDP problem. The key challenge in solving the OrgPOMDP is reasoning with circular dependencies that exist between the parent and child nodes in the hierarchy: (a) The model for the child nodes is constructed based on the actions selected at the parent node; and (b) Because certain features of the state space at the parent nodes are dependent on states at child nodes, the transition probabilities for parent nodes can only be computed by knowing child policies. In this paper, the key idea is to resolve the circular dependency by converting each node in the hierarchy into a fully specified POMDP and solving it. We achieve this in three steps:

(a) We start from the root of the hierarchy and move towards the leaf nodes, while initializing the POMDPs at all nodes with states, actions and observations.

(b) At the leaf nodes of the hierarchy, OrgPOMDP nodes are already full specified POMDPs. The parent nodes for the leaf nodes are not POMDPs and the models at the leaf levels can change based on the state and actions of the parent node (as explained in state and action dependencies). To account for this, we generate and solve all POMDPs corresponding to the set of states and actions of the parent. The policies thus generated are stored and used for computing state transitions for the parent POMDPs. Our first contribution in this paper is in exploiting structure in the domain to reduce the number of possible POMDPs that are generated and solved.

(c) We construct the parent model by using the policies computed at the child (corresponding to all possible state, action pairs). This stage involves simulating the execution of policy for the child and subsequently computing the transition and observation probability functions at the parent.

4. RESULTS

We conducted experiments that demonstrate that our OrgPOMDP approach is both scalable and useful. We have applied OrgPOMDPs to two realistic scenarios used by the Air and Space Operations Center (AOC): Rescue Mission and Organizational Planning. Our results in two domains show that OrgPOMDPs dramatically reduces computation time. In fact, our results show that as we shifted to the more complex domain of planning for the entire organization, we quickly reached a point where the OrgPOMDP could provide optimal solutions, whereas a traditional POMDP could not. The OrgPOMDP’s advantage is that it leverages the hierarchical nature of the organization and the structure in dependencies to compute policies for decision makers at various levels efficiently.
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ABSTRACT

The problem of unfair testimonies has to be addressed effectively to improve the robustness of reputation systems. We propose an integrated CLUstering-Based approach called iCLUB to filter unfair testimonies for reputation systems using multi-nominal testimonies, in multiagent-based electronic commerce. It adopts clustering and considers buying agents’ local and global knowledge about selling agents. Experimental evaluation demonstrates promising results of our approach in filtering various types of unfair testimonies.
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1. INTRODUCTION

With respect to the the problem of “unfair testimonies” in reputation systems, most existing work focuses on the reputation systems accepting only binary testimonies [3]. In this paper, we propose an integrated CLUSTERING-Based approach called iCLUB to tackle this problem for reputation systems using multi-nominal testimonies. Our approach adopts clustering methods and integrates two components, Local (only buyers’ knowledge about the sellers being currently evaluated) and Global (also buyers’ knowledge about other sellers that the buyers have previously encountered).

2. THE PROPOSED iCLUB APPROACH

Suppose that in a reputation system, there are $M$ selling agents $\{S_1, S_2, \ldots, S_M\}$, and $N$ buying agents $\{B_1, B_2, \ldots, B_N\}$. $K$ rating levels are adopted ($K \geq 2$). The ratings from a buyer $B_n$ ($1 \leq n \leq N$) for a seller $S_m$ ($1 \leq m \leq M$) can be expressed as a row vector:

$$R_{B_m}^{S_n} = [R_{B_m}^{S_n}(1), \ldots, R_{B_m}^{S_n}(i), \ldots, R_{B_m}^{S_n}(K)]$$

where $R_{B_m}^{S_n}(i)$ is number of transactions between $B_n$ and $S_m$ rated as rating level $i$. When $B_n$ is evaluating $S_m$’s reputation, it can collect rating vectors from other buyers to facilitate its evaluation. Then the set of these buyers that provide rating vectors to $B_n$ regarding $S_m$ are expressed as:

$$W_{B_n}^{S_m} = \{B_j \mid j \neq n \land \| R_{B_j}^{S_m} \| \neq 0\}$$

From $B_n$’s point of view, $W_{B_n}^{S_m}$ is called the set of witness agents regarding $S_m$ (each buyer in $W_{B_n}^{S_m}$ is a witness), and the rating vector provided by each witness is called testimonies from this witness. Then the local information $L_{B_m}^{S_n}$ regarding $S_m$ can be expressed as:

$$L_{B_m}^{S_n} = \{ \{R_{B_j}^{S_m} \mid B_j \in W_{B_n}^{S_m}\} \quad \text{if} \quad \| R_{B_m}^{S_n} \| = 0\}
\{ \{R_{B_j}^{S_m} \mid B_j \in W_{B_m}^{S_n} \cup \{B_n\}\} \quad \text{if} \quad \| R_{B_m}^{S_n} \| \neq 0\}$$

And the global information can be expressed as $G^{B_n} = \bigcup_{m=1}^{M} L_{B_m}^{S_n}$, which in fact contains the local information of $B_n$ about $S_m$. The Local and Global components integrated in our iCLUB approach make use of the local information (Algorithm 1) and global information (Algorithm 2) to filter unfair testimonies, respectively.

Procedure: Local($S_t, B$)
Input : $S_t$, seller whose reputation is evaluated; $B$, buyer evaluating $S_t$’s reputation;
Output : A set of honest witnesses regarding $S_t$;
1 Collect local information regarding $S_t$ as $L_{S_t}$;
2 $C_1, C_2, \ldots, C_Z = DBSCAN(L_{S_t}^B)$;
3 $\exists b, R_{B_b}^S \in C_b (1 \leq b \leq Z)$;
4 Return $W_T = \{B_c \mid R_{B_c}^S \in C_b \land B_c \neq B\}$;

Algorithm 1: Making Use of Local Information

In Algorithm 1, the Local component first collects the local information regarding $S_t$ (Line 1). DBSCAN, a density-based clustering routine [1], is then applied on the collected testimonies $L_{S_t}^B$ to generate a set of clusters (Line 2). After that, the Local component returns as honest witnesses the set of witnesses whose rating vectors are included in the same cluster as the buying agent’s rating vector (Lines 3-4).

In Algorithm 2, the Global component first finds the honest witnesses for each seller with which the buyer has transactions, using the Local() procedure (Lines 1-3). Then, a set of common honest witnesses $W_F$ are formed as the intersection of the set of the honest witnesses for each seller except
$S_i$ (Line 4). The Global component obtains the clustering result for $S_i$ (Line 5). It then calculates the intersection of $W_F$ with the witnesses whose rating vectors are in each cluster achieved in Line 5 if $W_F$ is not an empty set (Lines 6-11). Finally, it returns as honest witnesses the ones whose rating vectors are in the cluster which has the largest intersection result with $W_F$ (Lines 12-13). Our iCLUB approach further integrates the Local and Global components using a threshold $\varepsilon$. If the number of transactions between $B$ and $S_i$ is greater than $\varepsilon$, Global() procedure will be triggered, otherwise Local() procedure will be called.

**Algorithm 2:** Making Use of Global Information

<table>
<thead>
<tr>
<th>Procedure: Global($S_i$, $B$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $S_i$, seller whose reputation is evaluated; $B$, buyer evaluating $S_i$’s reputation;</td>
</tr>
<tr>
<td><strong>Output:</strong> A set of honest witnesses regarding $S_i$;</td>
</tr>
<tr>
<td>1 foreach selling agent $S_i$ (1 ≤ $i$ ≤ $M$, $i \neq t$) do</td>
</tr>
<tr>
<td>2 if $B$ has transactions with $S_i$, $R^B = \emptyset$ and $i \neq t$ then</td>
</tr>
<tr>
<td>3 $W_F = \bigcap_{i=1}^M W_i$, where $R^B = \emptyset$ and $i \neq t$;</td>
</tr>
<tr>
<td>4 $C_1, C_2, ..., C_L = \text{DBSCAN}(L_S^B)$;</td>
</tr>
<tr>
<td>5 foreach cluster $C_j$ (1 ≤ $j$ ≤ $L$) do</td>
</tr>
<tr>
<td>6 if $W_F \neq \emptyset$ then</td>
</tr>
<tr>
<td>7 $W_{C_j} = {B_i</td>
</tr>
<tr>
<td>8 else</td>
</tr>
<tr>
<td>9 $W_{F_j} = W_F \cap W_{C_j}$;</td>
</tr>
<tr>
<td>10 end if</td>
</tr>
<tr>
<td>11 $W_{F_j} = W_{C_j}$;</td>
</tr>
<tr>
<td>12 $q = \arg \max {\text{MCC}(W_{F_j}) }, j = 1, 2, ..., L$;</td>
</tr>
<tr>
<td>13 Return $W_T = {B_i</td>
</tr>
</tbody>
</table>

3. **EXPERIMENTAL RESULTS**

We simulate a trading community that involves 10 selling agents, 100 witnesses and 1 buying agent $B$. Each selling agent is attached with a profile, describing its initial willingness (iw) value, the percentage of badmouthing witnesses ($P_b$) and the percentage of ballot-stuffing witnesses ($P_h$) [3]. The ratings for the transactions between each witness or $B$ and $S$ are generated through the normal distribution whose mean is iw=−0.1, and standard deviation is 0.2. We set $\varepsilon = 1$ and the DBSCAN radius is 0.4. When $iw=0.2$ or $iw=0.4$, $P_t=0$ and $P_h$ increases from 10% to 90%. When $iw=0.8$ or $iw=1.0$, $P_h=0$ and $P_t$ increases from 10% to 90%. When $iw=0.6$, we fix $P_h$ to 20% and make $P_t$ increase from 10% to 70%. The first 100 transactions of each witness or $B$ are for the presetting stage. In this stage, the witnesses will randomly select one seller among the 10 sellers as the partner for each transaction, and $B$ will randomly select one seller among the first 9 as the partner for each transaction.

Figures 1(a) and 1(b) show the changes of the accuracy of filtering unfair testimonies (measured by MCC value [2]) for $S_{10}$ with the percentage of dishonest witnesses and the number of transactions after the presetting stage in different scenarios, respectively. Note that some lines overlap in Figure 1(a). According to the results, the iCLUB approach can work well when the percentage of the dishonest witnesses is smaller than 80% when $B$ does not have any experience with $S_{10}$. When 90% of witnesses are dishonest, our approach can still achieve high performance (MCC ≥ 0.9) after $B$ has more than 8 transactions with $S_{10}$. Figures 1(c) and 1(d) show the comparison results of reputation estimation for $S_{10}$ when the percentage of dishonest witnesses or the number of transactions increases respectively, by using BRS, TRAVOS [3] and iCLUB. The reputation estimated using iCLUB is very close to the expected value. But the reputation value estimated using BRS or TRAVOS continuously deviates from the expected value, indicating that iCLUB achieves more accurate filtering than BRS and TRAVOS.

4. **CONCLUSIONS**

Reputation systems have contributed much to the success of online trading communities. However, the reliability of reputation systems can easily deteriorate due to the existence of unfair testimonies. Therefore, we propose the iCLUB approach to filter unfair testimonies to improve the robustness of reputation systems. Our approach supports reputation systems with multi-nominal rating levels. Experimental results confirm that our approach is effective in filtering unfair testimonies and outperforms the competing approaches (BRS and TRAVOS) even in the scenario where only binary ratings are supported.
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ABSTRACT
This work proposes new techniques for saving communication and computational resources when solving distributed constraint optimization problems in an environment where system hardware resources are clustered. Using a pre-computed policy and two phase propagation on Max-Sum algorithm, the system performance on Radar scheduling problem improves in terms of communication and computation.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Coherence and coordination

General Terms
Algorithms, Performance

Keywords
DCOP, Max-Sum, semi-centralized

1. INTRODUCTION
This paper focuses on utilizing semi-centralized hardware system structure to solve the agent coordination problem. It proposes modifications on message-passing algorithms in order to reduce required computation and communication resources. We consider the real-time sensor system NetRad for real-time hazardous weather phenomena detection [1]. In NetRad system, a collection of controllers responsible for multiple radars, radar coordination is essential for efficient resource utilization and accurate weather detection. We model the distributed scheduling problem as a constraint optimization problem and solve it approximately using the Max-Sum algorithm [2]. This work proposes two new extensions of the Max-Sum algorithm using a pre-computed policy and two-phase message propagation. The experimental results shows savings on 50% of communication and 5-30% of computational resources using these extensions.

2. RADAR SCHEDULING PROBLEM

2.1 Radar Scheduling Problem Formulation
The NetRad system simulator as in Figure 1 consists of controllers where each controller $A_i$ controls and schedules a set of radars $R_i$. Given the real-time map of phenomena, each radar selects discretized scanning ranges by choosing a subset of phenomena in its range. For each phenomenon $p_j$, the weight $w_j$ is a constant determined by the requested user or the weather pattern. The utility (factorized local function) for each phenomenon $j$ is defined as,

$$ u_j : p_j \times r^{pj} \rightarrow c_j $$

where $c_j$ denotes coverage of a scan within some range and $r^{pj}$ denotes the scanning policy of radars which have $p_j$ in range.

The goal of the system is to find a radar configuration $r_1, \ldots, r_n$ which maximize the sum $U$ of the utilities for all phenomena and represented as,

$$ U = \sum_j u_j(p_j, r^{pj}) \times w_j = \sum_j c_j \times w_j $$

Each radar can be thought as the variables with limited discrete domains and the local utility function $u_j$ works as constraint that is involved with $r^{pj}$ and we can solve the problem as distributed constraint optimization problem.
3. MODIFICATIONS ON MAX-SUM

3.1 Using Organization Structure: Max-Sum Alternating 2-level Hierarchy (MS2L)

We modify Max-Sum to have a two-level message propagation scheme in order to increase the algorithm efficiency in the context of clustered hardware resources. In the first propagation phase, we only send messages to nodes located within the same hardware resource. This is repeated for a number of message passing cycles. In the second phase, we send messages to nodes that are located in other hardware resources. These phases are then repeated until the termination criteria is reached. This modified Max-Sum, which we call MS2L, alternates between the cycle of global propagation cycle and local propagation so as to ensure that the utility values can also travel to other parts of the graph.

The 2-level propagation schedule
1. (Initialization) At any vertices, carry out the global flooding.
2. (Local flooding) Both variable and function nodes sends messages only to the neighbors within the same MCC. For each local neighbor, given the newest message on each edge, compute the message values for each local neighbor and send. Let the variable node’s neighbors be $N_i$ and the nodes in MCC $m_k$. In function nodes, it sends the same message to a subset of neighbors $N_i \cap m_k$. In variable nodes, it computes the message using the previous messages from neighbors outside the MCC. At cycle $t$, the message from the variable to function node is,

$$q_{i\rightarrow j}(x_i) = \alpha_{ij} + \sum_{k \in N_i \cap m_k \setminus j} r_{k\rightarrow i}^t(x_i) + \sum_{k \in N_i \setminus m_k} r_{k\rightarrow i}^{t-1}(x_i)$$

3. (Global flooding) For all neighbors, do a regular message calculation using the newest message on each edge. Function nodes computes the messages at cycle $t$ for all neighbors using messages at $t-1$ for neighbors $N_i \setminus m_k$. The function node does not have updated messages for all neighbors due to local propagation in the previous cycle thus it combines previous messages from neighbors outside MCC.

$$r_{j\rightarrow i}^t(x_i) = \max_{X_j \setminus i} \left[ F_j(x_j) + \sum_{k \in (N_j \cap m_k \setminus i)} q_{k\rightarrow j}(x_k) \right. \left. + \sum_{k \in (N_j \setminus (i \cup m_k))} q_{k\rightarrow i}^{t-1}(x_k) \right]$$

4. Repeat step 2 and 3.

3.2 Starting with Known Policy

In this section, we propose to construct better initial messages incorporating global information to further optimize the efficiency of the algorithm i.e. to start the algorithm with a policy for subgraph contained in the cluster processor.

The initial message in Max-Sum has the value assuming the best-case setting of other variables and only incorporates the local preferences. Given a known policy $\hat{x}$, we modify the algorithm for function nodes to send the following messages which does not involve maximization to the connected variable nodes. Function node $j$ to variable node $i$:

$$F_j((\hat{x}_j \setminus i) \cup x_i)$$

After receiving these messages, if a variable node were to take on a value, it would be:

$$\hat{x}_i = \arg \max_{x_i} \sum_{j \in N_i} F_j((\hat{x}_j \setminus i) \cup x_i)$$

3.2.1 Using the Structure for Policy Generation

Additionally we provide a scheme which computes a policy which can be used as in Section 3.2. Instead of generating a policy for the whole problem, we tried to compute the locally optimal policy for subproblems associated with each MCC. We break the full factor graph into factor subgraphs for each MCC that contains only the radars and phenomena in each MCC and are smaller than the original factor graph. In order to accomplish this, we assign each phenomenon to one MCC to avoid redundant utilities for shared phenomena in computing the initial policy. Consequently, the domain of variable nodes and parameter values in the cost function at the function nodes are smaller than the original problem. Starting with the generated policy as prior information, Max-Sum starts with knowledge on local functions.

4. PERFORMANCE OF MAX-SUM IN A TWO-LEVEL HIERARCHY

We experimented with MS2L as in Section 3.1 with increasing number of phenomena and also MS2L-Init with Init-MS policy replacing the first 2 cycles for generating the policy. Detailed results and description can be found in [3].
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ABSTRACT

It becomes critical to address human adversaries’ bounded rationality in security games as the real-world deployment of such games spreads. To that end, the key contributions of this paper include: (i) new efficient algorithms for computing optimal strategic solutions using Prospect Theory and Quantal Response Equilibrium; (ii) the most comprehensive experiment to date studying the effectiveness of different models against human subjects for security games. Our new techniques outperform the leading contender for modeling human behavior in security games in experiment with human subjects.

Categories and Subject Descriptors
H.4 [Computing Methodology]: Game Theory

General Terms
Algorithms, Security

Keywords
Human Behavior, Stackelberg Games, Decision-making

1. INTRODUCTION

Security games refer to a special class of attacker-defender Stackelberg games. In these non-zero-sum games, the attacker’s utility of attacking a target decreases as the defender allocates more resources to protect it (and vice versa for the defender). The defender (leader) first commits to a mixed strategy, assuming the attacker (follower) decides on a pure strategy after observing the defender’s strategy. This models the situation where an attacker conducts surveillance to learn the defender’s mixed strategy and then launches an attack on a single target. Given that the defender has limited resources, she must design her mixed-strategy optimally against the adversaries’ response to maximize effectiveness.

One leading family of algorithms to compute such mixed strategies are DOBSS and its successors [3, 5], which are the current leading contender accounting for human behavior in security games is COBRA [6], which assumes that adversaries can deviate to \(\epsilon\)-optimal strategies and that they have an anchoring bias when interpreting a probability distribution. It remains an open question whether other models yield better solutions than COBRA against human adversaries. We address such open question by developing three new algorithms to generate defender strategies in security games, based on using two fundamental theories of human behavior to predict an attacker’s decision: Prospect Theory (PT) [2] and Quantal Response Equilibrium (QRE) [4]. PT describes human decision making as a process of maximizing ‘prospect’: the weighted sum of the benefit of all possible outcomes for an action. QRE suggests that instead of strictly maximizing utility, individuals respond stochastically in games: the chance of selecting a non-optimal strategy increases as the associated cost decreases.

2. METHODOLOGY

Methods for computing PT: Best Response to Prospect Theory (BRPT) is a a mixed integer programming formulation for the optimal leader strategy against players whose response follows a PT model. Only the adversary is modeled using PT in this case, since the defender’s actions are recommended by the decision aid. The defender has a limited number of resources to protect the set of targets. BRPT maximizes the defender’s expected utility by selecting the optimal mixed strategy, which describes the probability that each target will be protected by a resource. The attacker chooses a target to attack after observing such mixed strategy. PT comes into the algorithm by adjusting the weighting and value functions that are used by adversary to decide the benefit (‘prospect’) of attacking each target. We use a piecewise linear function to approximate the non-linear weighting function. BRPT enforces the adversary to select the target which yields the highest prospect.
Figure 1: Game Interface

Robust-PT (RPT) modifies the base BRPT method to account for uncertainty about the adversaries choice, caused (for example) by imprecise computations [7]. RPT assumes that the adversary may choose any strategy within $\epsilon$ of the best choice (i.e., attacking the target with the highest prospect). It optimizes the worst-case outcome for the defender among this $\epsilon$-optimal set of strategies, so the minimum expected utility of the defender against the $\epsilon$-optimal strategies of the adversary is maximized.

Methods for computing QRE: In applying the QRE model to our domain, we only add noise to the response function for the adversary, so the defender computes an optimal strategy assuming the attacker responses with a noisy best-response. The parameter $\lambda$ represents the amount of noise in the attacker’s response. We estimate $\lambda$ using the standard Maximum Likelihood Estimation method based on the data collected by Pita et al. [6]. Given $\lambda$ and the defender’s mixed-strategy $x$, the adversary’s quantal response $q_i$ (i.e., probability of $i$) can be represented by a logit function [4]. The goal is to maximize the defender’s expected utility given $q_i$, i.e., $\sum_i q_i U_i(x)$, where $U_i(x)$ is the expected defender’s utility if she plays mixed strategy $x$ and the subject selects target $i$. Essentially, we need to solve a non-linear optimization problem to find the optimal mixed strategy for the defender. However, the objective function is non-linear and non-convex in its most general form, so finding the global optimum is extremely difficult. Therefore, we focus on methods to find local optima. We develop the Best Response to Quantal Response (BRQR) heuristic to compute an approximately optimal QRE strategy efficiently.

3. EVALUATION

We conducted empirical tests with human subjects playing an web-based game to evaluate the performances of leader strategies generated using five candidate algorithms: BRPT, RPT, BRQR, DOBSS and COBRA. The game was designed to simulate a security scenario similar to the one analyzed by ARMOR [5] for the LAX airport. Fig. 1 shows the interface of the game. Players were introduced to the game through a series of explanatory screens describing how the game is played. In each game instance, the subjects played as the attackers and were asked to choose one of the eight gates to open (attack). They were rewarded based on the reward/penalty shown for each gate and the probability of winning/losing on each choice. To motivate the subjects, they would earn or lose money based on whether or not they succeed in attacking a gate.

We tested seven different payoff structures (four new, three from Pita et al. [6]). For each payoff structure, we generated the mixed strategies for the defender using the five algorithms. There are a total of 35 payoff structure/strategy combinations and each subject played all 35 combinations. The order of the 35 game instances played by each subject was randomized to mitigate the order effect on their response. Besides, no feedback on success or failure was given to the subjects until the end of the experiment to mitigate learning. A total of 40 human subjects played the game. The experiment results will be available on http://teamcore.usc.edu/yangrong/experiment.htm.

4. CONCLUSIONS

The unrealistic assumptions of perfect rationality made by existing algorithms applying game-theoretic techniques to real-world security games need to be addressed due to their limitation in facing human adversaries. This paper successfully integrates two important human behavior theories, PT and QRE, into building more realistic decision-support tool. To that end, the main contributions of this paper are, (i) Developing efficient new algorithms based on PT and QRE models of human behavior; (ii) Conducting the most comprehensive experiments to date with human subjects for security games (40 subjects, 5 strategies, 7 game structures).
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ABSTRACT
In the near future, there is potential for a tremendous expansion in the number of Earth-orbiting CubeSats, due to reduced cost associated with platform standardization, availability of standardized parts for CubeSats, and reduced launch costs due to improved packaging methods and lower cost launchers. However, software algorithms capable of efficiently coordinating CubeSats have not kept up with their hardware gains, making it likely that these CubeSats will be severely underutilized. Fortunately, these coordination issues can be addressed with multiagent algorithms. In this paper, we show how a multiagent system can be used to address the particular problem of how a third party should bid for use of existing Earth-observing CubeSats so that it can achieve optical coverage over a key geographic region of interest. In this model, an agent is assigned to every CubeSat from which observations may be purchased, and agents must decide how much to offer for these services. We address this problem by having agents use reinforcement learning algorithms with agent-specific shaped rewards. The results show an eight fold improvement over a simple strawman allocation algorithm and a two fold improvement over a multiagent system using standard reward functions.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Artificial Intelligence—Multiagent systems
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Algorithms, Management, Performance

Keywords
CubeSat, Multiagent Systems, Negotiation

1. INTRODUCTION
Collaborative networks of CubeSats offer mission capabilities that are impractical for larger satellite platforms, including simultaneous in situ measurements of multiple locations in space and temporally separated measurements of precise points in space [3]. They also offer lower cost and increased robustness compared to traditional satellites due to the low cost of COTS components and system reconfigurability. In addition, networking clusters of CubeSats together in order to boost performance is becoming a popular concept, similar to networking multiple computers together into clusters to increase computational capabilities [1].

While considerable effort has been put into reducing the cost of CubeSats and increasing their capability, little work has been done on how to coordinate all these resources once they are in orbit. A good way to address this issue is through the use of multiagent learning methods. The development of multiagent coordination algorithms that allow CubeSats to share resources, allocate tasks, and dynamically form partnerships will allow tremendous flexibility in the way CubeSats are deployed. These capabilities could revolutionize the way space research is performed by enabling a large community of universities and institutions to readily share satellite resources, opening up new avenues of research, and greatly reducing the cost barrier associated with space research that has limited advancements for decades.

The algorithm presented in this work is designed to handle two problems at once, in a robust way: 1) how to obtain a distributed set of resources (CubeSats), such that the total collection of resources performs a task in a cost-effective way, and 2) how to bid for these resources with unreliable sellers. We address this problem by using a multiagent learning system, in which each individual agent must learn to bid for a resource, such that the collective set of bids of all agents is likely to obtain an amount of resources that will optimize the system level performance objective.

2. SATELLITE COORDINATION PROBLEM
In this work, we look at a model where we assume CubeSats are owned by separate institutions, and that the values of each Cubesat’s observations to its institution are constantly changing based upon its position in orbit. We also assume that a third party knows the approximate value of these satellites to their own institution, within a probability distribution. The overall problem then becomes: how this third party can make bids for the observational capabilities of these satellites to obtain an optimal return. If bids are too small, then too few observations are made and the return is small. If bids are too large, then too many observations are made and the observational benefit is not worth
the cost. Even worse, if observations have diminishing returns, then large bids will result in too many observations of even smaller value. Our approach to this problem entails assigning a single agent to each satellite which decides how much to bid for the use of the satellite’s observational capability at any given time. We then have the problem of how to coordinate all of the agents’ bids to receive an optimal collective return. We address this problem with reinforcement learning techniques that maximize agent-specific rewards which are shaped to speed up learning while promoting high-performance solutions.

2.1 System Objective

The overall objective is to try to obtain the greatest total value of observations at the least cost. While computing the total cost is rather straightforward, the total value of the observations heavily depends upon the domain. In this paper, the total value of all observations is a sub-linear function of the sum of the squares of the values of all observations.

\[ G_N(V, C) = \sqrt{a \sum_i V_i^2 - a \sum_i C_i} \]  

(1)

where \( a \) is a constant, \( V_i \) is the value of the information gained from the use of CubeSat \( i \), and \( C_i \) is the cost of acquiring resources from CubeSat \( i \). This nonlinear objective function provides diminishing returns for increasing levels of information. As in many real world problem domains, there exists a saturation point, beyond which additional information or resources become less beneficial for the system, even if the per unit cost remains constant.

3. EXPERIMENTS

We tested five different types of agents, and compared their effectiveness in optimizing system objective.

3.1 Agent Types

In these experiments, the five types of agents used are as follows:

1. **Random**: Agents take random actions (R).
2. **Strawman**: An agent’s bid is precisely equal to the value of a satellite to its university (S).
3. **Local**: Agents try to maximize a local objective (L).
4. **Global**: Agents try to maximize system objective (G).
5. **Difference**: Agents try to maximize difference objective (D), shown previously to lead to fast learning [5].

3.2 Experimental Results

This set of experiments tests the performance of the five types of agents (R, L, S, G, D) in a noisy environment with 100 satellites. Figure 2 shows the performance of each reward function. In all cases, performance is measured by the same global reward function, regardless of the reward function used to reward the agents in the system. As seen, both agents using G and D performed adequately in this instance, although agents using D perform better. Agents using D are able to perform better because an individual agent has more influence over its own difference reward than on the system reward, allowing it to learn faster. L performs the worst, showing that greedy self-interested agents do not always perform well in coordination tasks. S and R also perform poorly.

Figure 2: Performance of a 100-satellite system for R, L, S, D, and G agents within a noisy environment.
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ABSTRACT
Curiosity is an innately rewarding state of mind that, over the millennia, has driven the human race to explore and discover. Many researches in pedagogical science have confirmed the importance of being curious to the students’ cognitive development. However, in the newly popular virtual world-based learning environments (VLEs), there is currently a lack of attention being paid to enhancing the learning experience by stimulating the learners’ curiosity. In this paper, we propose a simple model for curious agents (CAs) which can be used to stimulate learners’ curiosity in VLEs. Potential future research directions will be discussed.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artificial Intelligence - Intelligent Agents.

General Terms
Design.

Keywords
Curious agent, human computer interaction, virtual learning environment, intelligent learning companion.

1. INTRODUCTION
Retention of interest in the learning activities and motivation to explore are two of the most important forces driving in-depth comprehension of the knowledge and concept [1]. These outwardly qualities of a person are internally driven by the level of curiosity. Over the long term, a healthy dose of curiosity in a learner has been found to result in the development of capabilities and, more importantly, creativity [2], [3].

As e-learning systems evolve into the current landscape, online virtual worlds emerge to be one of the most likely candidate platforms for future large scale collaborative learning [11]. This new platform – the virtual learning environment (VLE) – should provide good support for stimulating learner curiosity to enable them to reap the benefits of possessing a curious mind. As intelligent agents are increasingly being infused into VLEs [4], new virtual agents to that incorporate curiosity inducing human computer interaction mechanisms into VLEs can be a valuable enhancement to alter the way people learn in these novel learning environments. However, there is current a lack of virtual agent models which focus on fostering curiosity in the users of VLEs.

In psychological studies, the concept of curiosity in human being can be divided into two dimensions [10]: 1) diverersive curiosity, which is aroused when people are bored or hungry for information to drive them to explore widely about the topics of interest; and 2) specific curiosity, which is aroused when new information are surprising or conflicting with one’s existing understanding to drive people explore a certain topic of interest in an in-depth way. From these definitions, curiosity is partially determined by a person’s innate characteristics and the external stimuli he/she receives from the environment. The innate urge to be curious about one’s sphere of influence and beyond is primarily driven by his/her personality - more specifically, the propensity to be curious [12]. This characteristic is found in psychological studies to determine the intensity of diverersive curiosity and one’s attention to novelty which, in turn, drive the process of novelty discovery in the information one receives. The novelty that has been discovered in this process will likely be the external trigger for specific curiosity in the subject matter and may cause further in-depth exploration in this specific domain. The resulting enhanced understanding gained from this exercise will make subsequent encounter with the same concepts appear less novel to the person. We propose a simple curious agent model that focuses on stimulating the specific curiosity in learners.

2. RELATED WORK
Designing curious agents has been a research problem that has attracted attentions from many researchers. However, the primary aims of previous research work on CAs have mainly been on making curiosity as an intrinsic drive for the agents to explore. For instance, Schmidhuber [5] has demonstrated the effectiveness of curiosity in directing the agents to explore dynamic environments. Reinforcement learning and intrinsic rewards were used in that study to direct the curious agent to refine its model of the environment. Marsland et al. [6] incorporated curiosity into robots to equip them with novelty seeking behaviors which help them with exploration. Macedo and Cardosa [7] infused the concept of surprise into CAs to induce further exploration into the surprising areas. Saunders [8] uses CAs to study the use of computational curiosity modeling to help software agents explore for novelty in creative works (e.g. image patterns).

While these works all confirm the important relationship between curiosity, motivation, learning and creativity, they do not aim at
developing these qualities in human users to enhance their learning experience and long term cognitive development.

3. A SIMPLE CURIOUS AGENT MODEL
Depending on one’s knowledge and past experience, what appears to be novel or surprising to one learner might be a familiar fact for another. Therefore, a CA must tailor its stimulation condition to the learning progress of different learners even if the underlying concepts being taught are the same. In addition, whenever curiosity stimulation is decided to be necessary, the level of stimulation that a learner can tolerate must be taken into consideration. If the stimulus issued by the CA is too complex, too novel or too irritating, anxiety or revulsion might be aroused from the learner instead of the desired curiosity.

As an open-ended environment, a VLE provides ample time for exploration by the learners once their curiosity is aroused. In such an environment, exchanging questions with a large number of peers is much easier for a learner than in a classroom. As text chatting is the prevailing medium of message exchange in VLEs, discussion is made even easier for people who are shy to speak up before other (which is quite a common phenomenon in oriental cultures). The novel virtual objects and the sense of immersion (sensory, actional and symbolic [9]) provide a readily available intrinsic reward for exploration and discovery by the learners. These opportunities offered by the VLEs make it an ideal platform for studying the use of CAs to stimulate learners’ curiosity and develop their creativity over the long term.

4. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a simple curious agent model primarily aimed at stimulating curiosity in the users of virtual learning environments. We have discussed important design considerations that should be taken in order to make the CA practical.

In our subsequent studies, we will look into making the CA more aware of social signals that can be implied from the actions the users perform with in a VLE to make the agent more understanding and unobtrusive.
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Figure 1. The Proposed Curious Agent Model.

The aforementioned considerations are summarized into a simple curious agent model as shown in Figure 1. Its functional modules can be divided into three generic categories: 1) a perception module, which is responsible for sensing the necessary domain of interest and collect relevant data to support the subsequent decisions made by the CA; 2) a cognition module, which contains the main algorithms for achieving the design objectives of the CA; and 3) a curiosity stimulation module, which is responsible for interacting with the learner.
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ABSTRACT

In this paper we present the notion of Social Instruments as a set of mechanisms that facilitate the emergence of norms from repeated interactions between members of a society. Specifically, we focus on two social instruments: rewiring and observation. Our main goal is to provide agents with tools that allow them to leverage their social network of interactions when effectively addressing coordination and learning problems, paying special attention to dissolving metastable subconventions. Finally, we present a more sophisticated social instrument (observation + rewiring) for robust resolution of subconventions, which works dissolving Self-Reinforcing Substructures (SRS) in the social network.
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1. INTRODUCTION

The social topology that restricts agent interactions plays a crucial role on any emergent phenomena resulting from those interactions [1]. In the literature on emergent behavior in MAS, one active topic is convention or norm emergence as a mechanism for sustaining social order, increasing the predictability of behavior in the society and specify the details of those unwritten laws. Conventions help agents to choose a solution from a search space where potentially all solutions are equally good, as long as all agents use the same.

In social learning [2, 3] of norms, where each agent is learning concurrently over repeated interactions with randomly selected neighbours in the social network, a key factor influencing success of an individual is how it learns from the “appropriate” agents in their social network. Therefore, agents can develop subconventions depending on their position on the topology of interaction. The problem of subconventions is a critical bottleneck that can derail emergence of conventions in agent societies and mechanisms need to be developed that can alleviate this problem. \(^1\) Subconventions are facilitated by the topological configuration of the environment (isolated areas of the graph which promote endogamy) or by the agent reward function (concordance with previous history, promoting cultural maintenance). Assuming that agents cannot modify their own reward functions, the problem of subconventions has to be solved through the topological reconfiguration of the environment.

Agents can exercise certain control over their social network so as to improve one’s own utility or social status. We define Social Instruments to be a set of tools available to agents to be used within a society to influence, directly or indirectly, the behaviour of its members by exploiting the structure of the social network.

2. OUR SOCIAL EQUIPMENT

Rewiring.

Rewiring allows agents to “break” on runtime the relationships from which they are not receiving any benefit and try to substitute intelligently those links by new ones. We have developed three different methods: Random Rewiring (RR) (randomly selected agent from the population), Neighbour’s Advice (NA) (agent recommended by a neighbour), and Global Advice (GA) (most similar strategy agent from the whole population).

Observation.

In a social learning scenario, allowing agents to observe the strategy of other agents outside their circle of interaction can provide useful information to support the convention emergence process.

We propose three different observation methods: Random Observation (RO) (random agents from the society), Lo-

\(^1\)Subconventions are conventions adopted by a subset of agents in a social network who have converged to a different convention than the majority of the population.
cal Observation (LO) (immediate neighbours), and Random Focal Observation (RFO) (neighbours of one random agent). After the observation process, the agent will choose the majority action taken by the selected observed agents and will reinforce it.

3. EXPERIMENTAL RESULTS

In order to test our social instruments, we test them in the same simulation framework used in [5]. For the Rewiring Instrument, in general the Global Advice (GA) rewiring method produces the best convergence time due to its centralized nature and access to global information. Nonetheless the decentralized methods, specially the Neighbour’s Advice (NA) method, also show good performances. The NA method improves the Random Rewiring (RR) method as it more expediently resolves the subconventions that appear in the one-dimensional lattices during the convention emergence process. These results are reaffirmed for the scale-free networks, although the final number of components is increased. We have also observed that rewiring performs better in low clustered societies, producing a stratified population which results in significant reduction in convergence time.

As for the Observance, in general we have noticed that a small percentage of Observation drastically reduces convergence times. Comparing the results from the three Observation methods we observe that the Random (RO) and the Random Focal Observation (RFO) methods are the most effective ones, and have very similar results, when compared with the Local Observation (LO) method. The reason for this phenomenon is to be found on the frontier effect. When agents use the LO method, they observe their direct neighbours. If the observing agent is in the frontier area, then, this observation is pointless. However, observing different areas gives a better understanding of the state of the world, and hence the RO and the RFO methods perform better.

4. SOLVING THE FRONTIER EFFECT

After experimenting with simple social instruments (like rewiring or observation) we observed that subconventions need to be resolved in what we defined to be the “frontier” region [5]. Theoretically, a subconvention in a regular network is not metastable, but unfortunately, slows down the process of emergence. On the other hand, in other network types, such as random or scale-free subconventions, they seems to reach metastable states2.

We have designed a composed instrument for resolving subconventions in the frontier in an effective and robust manner. This composed instrument allows agents to “observe” when they are in a frontier, and then, apply rewiring, with the intention of breaking subconventions. To effectively use this combined approach, agents must first recognize when they are located in a frontier. We have previously defined a frontier as the group of nodes in the subconvention that are neighbours to other nodes with a different convention and that are not in the frontier with any other group.

2By experimentation, we have observed that around 99% of the generated scale-free networks do not converge (to full convergence) before one million timesteps with any of the decision making functions used in [3, 4, 5].

Figure 1: Self-Reinforcing Structures

In irregular networks (such as scale-free) we have identified Self-Reinforcing Substructures (SRS) (the Claw and the Caterpillar in Fig. 1). These substructures, given the appropriate configuration of agents’ preferences, do maintain subconventions. These two abstract structures can be found as subnetworks of scale-free and random networks.

By giving agents the opportunity to identify (with Observation) and to dissolve (with Rewiring) these SRS, an important improvement (43% on average with different rewiring tolerances) is observed for convergence times when using the composed instrument (with the recognition of SRS) on irregular networks.

5. ACKNOWLEDGMENTS

This work was supported by the Spanish Education and Science Ministry [Engineering Self-* Virtually-Embedded Systems (EVE) project, TIN2009-14702-C02-01]; MacNorms Project [PIFCOO-08-00017] and the Generalitat de Catalunya [2005-SGR-00093]. Daniel Villatoro is supported by a CSIC predoctoral fellowship under JAE program. Sandip Sen is partially supported in part by a DOD-ARO Grant #W911NF-05-1-0285.

6. REFERENCES

Learning By Demonstration in Repeated Stochastic Games
(Extended Abstract)

Jacob W. Crandall
Masdar Institute of Science and Technology
Abu Dhabi, UAE
jcrandall@masdar.ac.ae

Malek H. Altakrori
Masdar Institute of Science and Technology
Abu Dhabi, UAE
maltakrori@masdar.ac.ae

Yomna M. Hassan
Masdar Institute of Science and Technology
Abu Dhabi, UAE
yhassan@masdar.ac.ae

ABSTRACT

Despite much research in recent years, newly created multi-agent learning (MAL) algorithms continue to have one or more fatal weaknesses. These weaknesses include slow learning rates, failure to learn non-myopic solutions, and inability to scale up to domains with many actions, states, and associates. To overcome these weaknesses, we argue that fundamentally different approaches to MAL should be developed. One possibility is to develop methods that allow people to teach learning agents. To begin to determine the usefulness of this approach, we explore the effectiveness of learning by demonstration (LbD) in repeated stochastic games.
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1. INTRODUCTION

Despite high research emphasis over the last few decades, newly created multi-agent learning (MAL) algorithms continue to learn slowly, fail to learn non-myopic solutions, or are unable to scale up to domains with many actions, states, and associates. To overcome these repeated shortcomings, we believe that fundamentally new approaches to MAL must be developed. One potential solution is to augment the learning process with intermittent interactions with a human teacher. In this paper, we study the effectiveness of learning by demonstration (LbD) [1], wherein the teacher intermittently demonstrates the actions that he or she believes the agent should perform, in repeated stochastic games.

LbD has been studied and applied to many problems, particularly in the robotics domain [1]. Most of this research has pertained to situations in which the human teacher knows successful behavior. However, in repeated games, information about learning associates, their tendencies, behaviors, and goals, and even the game itself is lacking. Thus, a human teacher may not know how the agent should behave to be successful. Since the teacher will also likely learn throughout the repeated game, demonstrations provided by the human are likely to be noisy and to change over time.

2. MULTI-STAGE PRISONERS’ DILEMMA

To begin to investigate the effectiveness of LbD in repeated stochastic games, we consider the game shown in Fig. 1(a) [2]. In this game, two players begin each round in opposite corners of the world, and seek to move across the world through one of four gates to the other player’s start position in as few moves as possible. If both agents seek to go through gate 1, then gates 1 and 2 close and the agents must go through gate 3. However, if only one agent goes through gate 1, gates 1-3 close and the other agent must go through gate 4. When both agents seek to go through gate 2 they are both allowed passage.

When a player attempts to move through gate 1, it is said to have defected. Otherwise, it is said to have cooperated. Viewed in this way, the high-level game is the prisoner’s dilemma matrix game shown in Fig. 1(b). Each cell specifies the negative cost, based on the minimum number of steps it takes to reach the goal, of the row player (first number) and the column player (second number), respectively. We refer to this game as the multi-step prisoners’ dilemma (MSPD).

3. PREVIOUS LEARNERS IN THE MSPD

Existing MAL algorithms for repeated stochastic games fall into two categories: followers and leaders [3]. Follower algorithms typically attempt to learn a best response to associates’ strategies using only their own payoffs. We represent...
the performance of follower algorithms in the MSPD with a Monte Carlo reinforcement learning (MCRL) algorithm that uses k-nearest neighbor function approximation. So-called leader algorithms coax associates to learn less-myopic strategies. We represent follower algorithms with SPaM, a leader algorithm designed for stochastic games that encourages associates to cooperate in the MSPD.

Fig. 2 shows the asymptotic performance of MCRL and SPaM in the MSPD against several associates. SPaM learns effectively when playing both itself and MCRL, reaching mutual cooperation in both cases. On the other hand, MCRL performs effectively when it associates with SPaM, but learns mutual defection in self-play. However, MCRL scores better when associating with Random than does SPaM. The best thing to do against Random in the MSPD is to always defect, which MCRL learns to do. SPaM on the other hand, continues to try to teach Random to cooperate. Thus, it cooperates when it believes that Random will cooperate and defects when it believes that Random will defect.

These results indicate that, in general, neither follower nor leader algorithms perform well against all kinds of agents in the MSPD. Additionally, both MCRL and SPaM require domain-specific knowledge in order to learn effectively in the MSPD, which limits the generalizability of these algorithms.

4. LBD IN THE MSPD

We next consider the potential of two LbD algorithms in repeated stochastic games. These algorithms receive periodic demonstrations from a human teacher throughout the repeated game. In rounds in which the teacher provides demonstrations, the agent follows the demonstrations. Otherwise, the agent follows the strategy it has derived.

The first algorithm, called Imitator, uses a k-nearest neighbor classifier to imitate the teacher’s demonstrations. We anticipate that this algorithm will perform well when the teacher provides good demonstrations, but that it will not perform well when demonstrations are not well informed. The second algorithm, called MCRL-LbD, uses reinforcement learning to distinguish between effective and ineffective demonstrations. Initially, MCRL-LbD imitates the teacher’s demonstrations. However, as it gains experiences, it acts so as to maximize its expected payoffs. Ideally, this algorithm would eventually learn effective behavior even when the teacher’s demonstrations are not well informed.

We ran simulations using three forms of teacher demonstrations: tit-for-tat (TFT), random demonstrations (Random), and demonstrations that transitioned from random to always defect to TFT as the game progressed (Learner).

Figure 2: Average number of steps taken by MCRL and SPaM against various associates in the MSPD.

The combination of the two algorithms with the three forms of human demonstrations form six algorithms. The average performances of these algorithms in self-play and against other learners are shown in Figs. 3 and 4. Imitator is able to learn effective behavior when the teacher’s demonstrations are well informed, but does not learn effectively when demonstrations are not well informed. MCRL-LbD typically learns successful behavior when demonstrations are well informed. It also sometimes learns effective behavior when demonstrations are not well informed. For example, it learns effectively against Random (defects) and SPaM (cooperates) regardless of the demonstrations given (Fig. 4), but produces mixed results against MCRL.

5. CONCLUSIONS

These results show the potential of LbD in repeated games. The first algorithm, called Imitator, uses a k-nearest neighbor classifier to imitate the teacher’s demonstrations. We anticipate that this algorithm will perform well when the teacher provides good demonstrations, but that it will not perform well when demonstrations are not well informed. The second algorithm, called MCRL-LbD, uses reinforcement learning to distinguish between effective and ineffective demonstrations. Initially, MCRL-LbD imitates the teacher’s demonstrations. However, as it gains experiences, it acts so as to maximize its expected payoffs. Ideally, this algorithm would eventually learn effective behavior even when the teacher’s demonstrations are not well informed.

We ran simulations using three forms of teacher demonstrations: tit-for-tat (TFT), random demonstrations (Random), and demonstrations that transitioned from random to always defect to TFT as the game progressed (Learner).

The combination of the two algorithms with the three forms of human demonstrations form six algorithms. The average performances of these algorithms in self-play and against other learners are shown in Figs. 3 and 4. Imitator is able to learn effective behavior when the teacher’s demonstrations are well informed, but does not learn effectively when demonstrations are not well informed. MCRL-LbD typically learns successful behavior when demonstrations are well informed. It also sometimes learns effective behavior when demonstrations are not well informed. For example, it learns effectively against Random (defects) and SPaM (cooperates) regardless of the demonstrations given (Fig. 4), but produces mixed results against MCRL.
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ABSTRACT

Consumers of resources in realistic applications (e.g., web, multimedia) typically derive diminishing-return utilities from the amount of resource they receive. A resource provider who is deriving an equal amount of revenue from each satisfied user (e.g., by online advertising), can maximize the number of users by identifying a satisfaction threshold for each user, i.e., the minimal amount of resource the user requires in order to use the service (rather than drop out). A straightforward approach is to ask users to submit their minimal demands (direct revelation). Unfortunately, self-interested users may try to manipulate the system by submitting untruthful requirements.

We propose an incentive-compatible mechanism for maximizing revenue in a resource allocation system where users are ex-ante symmetric (same amount of revenue for any satisfied user) and have diminishing-return utility functions. Users are encouraged by the mechanism to submit their true requirements and the system aims to satisfy as many users as possible. Unlike previous solutions, our mechanism does not require monetary payments from users or downgrading of service.

Our mechanism satisfies the number of users within a constant factor of the optimum. Our empirical evaluation demonstrates that in practice, our mechanism can be significantly closer to the optimum than implied by the worst-case analysis.

Our mechanism can be generalized to settings when revenue from each user can differ. Also, under some assumptions and adjustments, our mechanism can be used to allocate resource periodically over time.

Keywords
Auction and mechanism design

1. INTRODUCTION

There are many applications where the satisfaction of users, with respect to improvements in product quality or product performance, is not linear but is governed by diminishing returns. In such applications, there is some threshold value which quantifies the quality or performance required for the satisfaction of the user: below the threshold, the user is unsatisfied; however, above the threshold, the additional satisfaction that a larger quantity or quality of a product (or resource) grows at a slower and slower rate. This latter property is often called diminishing returns.

Cite as: Maximizing revenue in symmetric resource allocation systems (Extended Abstract), Roie Zivan, Miroslav Dudík, Praveen Paruchuri and Katia Sycara, Proc. of 10th Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2-6, 2011, Taipei, Taiwan, pp. 1165-1166.
Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

In order to maximize the number of satisfied users (agents), the allocator needs to know their satisfaction thresholds. One way to elicit the satisfaction threshold of agents is to have them submit their demand when applying for service (direct revelation). However, in order to increase their own utility, which can be achieved by receiving a larger amount of resource (even with diminishing returns, larger amounts of resource give rise to increases in utility), self-interested agents may try to manipulate the system by submitting untruthful needs (thresholds).

In this paper we describe a method for truthful elicitation of preferences from agents with diminishing-return utility functions in resource allocation applications. The contributions of our work are as follows: First, unlike traditional mechanisms of truthful elicitation (e.g., VCG [2]), we do not require either monetary transfers, or even conversions of hypothetical payments into degradation of service (e.g., [1]), indeed, our assumption that the user utility jumps from unsatisfied to satisfied makes such conversions impossible. Second, our method ensures that a large number of agents will be satisfied. This is true even in cases where the standard VCG mechanism would assign allocations which would result in zero utility for agents (when the demands of agents are tied, but there is insufficient total resource). Third, we prove that the number of user agents satisfied by our mechanism is within a constant factor of the optimal allocation method. However, unlike our method, the optimal allocation method does not guarantee truthfulness. Our experimental comparison reveals that in practice, the number of satisfied agents is close to optimal for various distributions of agents’ needs. Fourth, our method can be extended and adjusted to systems that include priorities (some agents are expected to bring higher revenue to the system and therefore are entitled for larger portions than others), and (under some restrictions) in systems where the resource is allocated periodically over time.

The goals we set for this study were most challenging considering the impossibility of payments (or payment conversions) which is one of the foundations of traditional mechanism design. When payments are part of the mechanism, an agent is indifferent between winning a resource and paying for it the appropriate amount, or not winning a resource and not having to pay. In our setup, agents are not charged anything (or possibly they are charged a flat subscription fee independently of their demand), and thus we cannot resolve tied demands by charging some agents and not charging others. A naive approach either allocates resource to all or none of the tied users, which can be very inefficient. Our work relies on the diminishing returns property to remove this inefficiency while preserving truthfulness.

2. RESOURCE ALLOCATION MECHANISM

Our goal is to allocate an infinitely divisible but bounded resource among agents from some set $A$. We assume that the total available quantity of resource is $Q > 0$. The allocation is a vector
q = \{qa\}_{a \in A} where qa ≥ 0 and \(\sum_{a \in A} qa ≤ Q\). The utility that the agent a derives from the quantity q is denoted \(v_a(q)\). We assume that \(v_a\) is non-negative, i.e., \(v_a(q) ≥ 0\), and non-decreasing in q. We also assume that each agent has some minimum demand \(d_a\) which is of value to her and the additional benefit beyond this amount is only small (the property of diminishing returns). We discretize demands at the precision \(ε > 0\), i.e., we assume that \(d_a\) is a positive integer multiple of \(ε\). The agent derives no value for an allocation smaller than \(d_a - ε\). Then, within an \(ε\) amount, the agent’s value dramatically increases to some value \(v_a(d_a) > 0\). We formalize the diminishing returns beyond the demand \(d_a\) using a slope parameter \(0 ≤ λ < 1\):

\[
\frac{v_a(y) - v_a(x)}{y - x} ≤ λ \cdot \frac{v_a(d_a)}{ε} \text{ for } y > x ≥ d_a,
\]

i.e., we assume that beyond \(d_a\), the utility grows at a rate slower by a factor of at least \(λ\) compared with the initial jump. We say that the agent \(a\) is satisfied if she receives an amount \(q ≥ d_a\).

### 2.1 Mechanism

Agents from the set \(A\) apply for an allocation. Our mechanism asks agents to submit their demands \(d_a\). The submission of the agent \(a\) will be referred to as a bid and denoted \(b_a\). We assume that the bids \(\{b_a\}\) are integer multiples of \(ε\), but possibly different from the true demands \(\{d_a\}\). Our mechanism selects an allocation \(q\) which assigns only three possible values to agents: \(q_a \in \{0, q, ˆq + ε\}\), for some \(q \in \mathbb{R}\). The value \(q\) is the largest integer multiple of \(ε\) such that all submission \(b_a ≤ q\) can be satisfied. Specifically, let \(M(q)\) denote the set of agents with submitted demands at most \(q\): \(M(q) = \{a \in A : b_a ≤ q\}\), then:

\[
\hat{q} = \max \{q ∈ \mathbb{R} : |M(q)|q ≤ Q\}.
\]

All of the bids \(b_a ≤ q\) receive \(\hat{q}\) amount of the resource. Let \(m\) denote the corresponding number of satisfied submissions, i.e., \(m = |M(\hat{q})|\). We have an excess resource amount of \(Q - m \hat{q}\). When \(Q - m \hat{q} ≥ q + \epsilon\) we distribute the excess among agents with \(b_a = \hat{q} + ε\) as follows. Let \(k\) denote the number of submissions with \(b_a = \hat{q} + ε\), i.e., \(k = |\{a \in A : b_a = \hat{q} + ε\}|\). Let

\[
\hat{k} = \min \left\{ \left\lfloor \frac{Q - m \hat{q}}{\hat{q} + \epsilon} \right\rfloor, \frac{k}{1 + \lambda} \right\}.
\]

We choose a random subset of \(\hat{k}\) agents among \(k\). Thus, each individual agent is chosen with probability \(k/\hat{k}\), and each of the chosen agents receives \(\hat{q} + \epsilon\) of the resource. Note that by definition \(k ≤ \frac{Q - m \hat{q}}{\hat{q} + \epsilon}\) and thus we always obtain a valid allocation (we never redistribute more resource than available after giving \(\hat{q}\) to the initial \(m\) agents). Since each of the \(k\) agents is chosen with probability at most \(1/(1 + \lambda)\), it can be proved that agents with lower true demands have no incentive to over-report. This random distribution of excess resource among agents with \(b_a = \hat{q} + ε\) ensures that a constant fraction of agents is satisfied even when their bids are tied, unlike VCG and other classical solutions.

### 2.2 Properties

Our mechanism has two key properties. First, it is incentive-compatible, i.e., agents have no incentives to lie. Second, it satisfies the number of agents which is at least \(1/(2 + 2λ)\) fraction of the optimal allocation. Note that if the truthfulness is not a concern, the smallest bid first allocation is optimal [3]. The reduction in the number of satisfied agents compared with the optimum is the price we pay for incentive compatibility. The guarantee ranges between 25% (for \(λ = 1\)) and 50% (for \(λ = 0\)). However, since this guarantee is based on the worst-case analysis, in practice the mechanism can be much closer to the (non-truthful) optimum.

For lack of space we omitted the proofs of incentive-compatibility and of the approximation bound of the optimum. The empirical evaluation of performance in a variety of settings was omitted as well. In Figure 1, we present the performance of our mechanism relative to the optimal allocation for an increasing total amount of resource \(Q\). The number of agents was 100; their demands were uniformly random integers between 1 and 20; we used \(ε = 1\) and assumed \(λ = 0.5\). The graph shows that our mechanism satisfies a number of agents much closer to the optimum than the loose theoretical bound of 33%, which we would obtain for \(λ = 0.5\). Similar results were obtained for a fixed quantity \((Q = 200)\) and a varying number of agents from zero to 200.

### 3. EXTENSIONS

In many resource allocation applications, some users should be entitled to receive larger proportions of resource than others, i.e., some users may have a higher priority [3]. In our settings such users are expected to bring more revenue to the service provider. We model the differential entitlement by assigning each agent \(a\) a priority \(p_a \geq 1\) proportional to the expected revenue. Given a set of submitted demands \(\{b_a\}\) and a set of priorities \(\{p_a\}\), we require that the mechanism satisfies the submitted demand \(b_a\) only after satisfying all the submitted demands \(b_{a'}\) with \(\frac{p_{a'}}{p_a} < \frac{b_{a'}}{b_a}\), i.e., resource is redistributed in the order of decreasing per-unit revenue (beginning with the largest per-unit revenue). Our mechanism can be adjusted to include this form of priorities while preserving truthfulness.

Another extension to our mechanism, considers the case when the resource is allocated to user agents periodically over multiple rounds. We assume that beside the demand for an amount of resource, agents also have a time limit after which they are not willing to wait for the service (as in a real-time allocation system [3]), agents cannot manipulate their arrival times and their deadlines, and their utility is constant between the arrival and the deadline.

### 4. CONCLUSIONS

We propose an incentive-compatible mechanism for resource-allocation systems in which the system’s expected revenue from satisfying different agents is equal. It is guaranteed to satisfy a number of agents within a constant factor of the optimal (but not necessarily truthful) allocation. Our empirical study demonstrates that the number of satisfied agents is much closer to the optimum than our theoretical bound. Our mechanism can be generalized to systems with priorities and to multi-round allocation.
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ABSTRACT

Exceptions constitute a great deal of autonomous process execution. In order to resolve an exception, several participants should collaborate and exchange knowledge. We believe that argumentation technologies lend themselves very well to be used in this context, both for elaborating on possible causes of exceptions, and for exchanging the result of such elaboration. We propose an open and modular multi-agent framework for handling exceptions using agent dialogues and assumption-based argumentation as the underlying logic.
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Keywords
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1. INTRODUCTION

Open multi-agent systems enable distributed process execution using autonomous agents. Each agent executes a different part of the process. While this provides some advantages (e.g., privacy), it also makes the process vulnerable to exceptions. For example, if a buyer does not receive a merchandise that was scheduled for delivery, it can conclude that there must have been an exception in the workings of the entire process. Clearly, an agent’s misbehavior affects others. Thus when such an exception occurs, the agent facing the exception needs to identify the problem behind it, so as to handle it properly and get back to normal execution. However, this is a hard and complicated task, usually because handling of an exception requires significant information exchange among a group of agents.

We propose a distributed framework targeted for handling exceptions in open multi-agent systems. Contracts are expressed by way of social commitments [5]. We propose a form of collaborative diagnosis as a part of exception handling procedures, which takes place when an exception occurs, such as the violation of a commitment.

The diagnosis activities are embedded in an agent execution cycle, and they are performed whenever necessary. That is, when an exception is detected, the agents switch from normal process execution to diagnosis mode. When the exception is diagnosed (and possibly resolved with some sort of compensation), the agents go back to normal process execution.

Dialogues provide the information exchange among the agents to enable diagnostic activities to step from agent to agent until the reason of the exception is found. Reasoning uses the assumption-based argumentation (ABA) framework [1]. Thanks to its grounding on a consolidated argumentation theory, we are able to describe the diagnosis process in a high-level, declarative way, we can enable agents to construct hypotheses (arguments) about what went wrong and exchange such hypotheses between them, and we can ensure that the overall process is deterministic.

2. DIAGNOSIS FRAMEWORK

The proposed framework comprises agents reasoning and interacting for process execution and exception diagnosis.

A process begins execution as soon as it is initialized (e.g., the contracts between the agents are created). The process continues normal execution until an exception condition is detected. Then, the process enters the exception state where the agent detecting the exception starts investigating the cause of the exception. This initiates the diagnosis process, which is carried out by way of dialogues. When a valid justification is produced and agreed upon by the agents involved in the diagnosis, the process enters the recovery state. Ideally, if a reasonable compensation is found for the exception (e.g., by way of negotiation), the process goes back to the execution state, where it resumes its normal operation.

Agents act in an environment, as process entities and as diagnosis entities. As process entities, they perform actions such as paying for and delivering goods. As diagnosis entities they can gather evidence from the environment, and engage in dialogues with one another. In particular, request explanation dialogues correspond to delegation of diagnosis from one agent to another. That is, the agent requests an explanation from another agent about a property of interest that it believes the other agent knows more about. The other agent responds by either providing an explanation why the property holds, or by rebutting with an explanation why the property does not hold.
The agent execution model is in charge of recording observations, identifying (communicative and physical) actions to be performed, and executing such actions.

We propose the following dialogue utterances:

- **explain**$(A_i, A_j, P)$: agent $A_i$ sends a diagnosis request to $A_j$, asking for a justification for a given property $P$.
- **justify**$(A_i, A_j, Q, P)$: agent $A_i$ provides agent $A_j$ with a justification $Q$ to why $P$ holds.
- **rebut**$(A_i, A_j, Q, ¬P)$: agent $A_i$ provides agent $A_j$ with a justification $Q$ to why $P$ does not hold.

A request explanation dialogue commences with an utterance of the form $explain(A_i, A_j, P)$. It then continues with either a $justify(A_i, A_j, Q, P)$ or a $rebut(A_i, A_j, Q, ¬P)$, at which points it ends. The form of the property $P$ and of the justification $Q$ depends on the domain. For example, if $P$ means “the book has not been delivered”, a possible justification $Q$ for $P$, if privacy limitations allow, may include a deliverer’s commitment to deliver the book, indicating that the reason for $P$ is the deliverer’s misbehaviour.

As an example, a request explanation dialogue may be:

\[
c \rightarrow b \quad explain(customer, bookstore, ¬delivered(book))
\]

\[
b \rightarrow d \quad explain(bookstore, deliverer, ¬delivered(book))
\]

\[
d \rightarrow E_d \quad question(deliverer, E_d, ¬delivered(book))
\]

\[
d \rightarrow E_d \quad answer(E_d, deliverer, delivered(book))
\]

\[
d \rightarrow b \quad rebut(deliverer, bookstore, answer(E_d, deliverer, delivered(book)), delivered(book))
\]

where $E_d$ represents the environment of the deliverer, and the utterance $answer(E_d, deliverer, delivered(book))$ indicates the result of the deliverer’s observation from $E_d$ that the book has in fact been delivered, e.g., the delivery chart had been signed.

3. REASONING

For agent knowledge representation and reasoning we propose ABA [1], because of its strong theoretical properties, its proven capability of dealing with inconsistency and decision-making, and the fact that it is equipped with provably correct computational mechanisms, that will support any future deployment of our proposed representation.

In ABA, we define both domain-specific and general knowledge. Examples of **domain-specific** knowledge are the following two rules:

- **by_contract**$\left(cc(bookstore, customer, paid(book), delivered(book))\right)$.

- **justification**$\left(¬paid\_delivery(book), ¬delivered(book)\right)$.

The first rule is a fact, which models a contract between customer and bookstore. The second one represents that a problem in the delivery payment may be the reason for no delivery.

**General-purpose reasoning rules** consist of belief rules, commitment rules and action rules.

**Belief rules** allow to “internalise” beliefs drawn from observations and expected effects of actions, unless there are reasons not to do so.

**Commitment rules** model the evolution of commitments during the agent’s life-cycle. For example,

\[
fulfilled(c(X, Y, P)) \leftarrow by\_contract(c(X, Y, P)), P, asm(fulfilled(c(X, Y, P))).
\]

is a defeasible rule (as commitments change during the agent’s lifecycle) saying that we can assume a commitment about $P$ to be fulfilled if $P$ holds, and this assumption is feasible. To prevent unconstrained assumption making, $asm(fulfilled(c(X, Y, P)))$ will be subject to restrictions. For example, the same commitment cannot be assumed to be fulfilled and violated at the same time, or an agent cannot ask a question that has already been answered.

**Action rules** are of two types: for determining whether and how to consult the environment (action question) or for determining whether and how to conduct a request explanation dialogue.

For example,

- **explain**$(X, Y, ¬P) \leftarrow violated(c(Y, X, P))$, $by\_contract(cc(Y, X, Q, P))$, $answer(E_X, X, ¬P)$, $answer(E_X, X, Q)$, $asm(explain(X, Y, ¬P))$.

- **rebut**$(X, Y, R, P) \leftarrow explain(Y, X, ¬P)$, $justification(R, P)$, $asm(justification(R, P))$.

tell under which conditions to communicate possible explanations of exceptions, by way of explain and rebut utterances. Thus agents can produce dialogues such as the one illustrated above by way of ABA reasoning. For instance, the 5th utterance $(d \rightarrow b)$ is a conclusion of $d$’s ABA framework supported by rules such as the above for rebut, plus all legitimate assumptions that $b$ can make based on the current dialogue and its interaction with the environment.

4. RELATED AND FUTURE WORK

Related research on handling commitment exceptions has been carried out by Kafali et al. [2, 3], but without integrating the diagnosis process with agent reasoning and control cycle. Such an integration is enabled here by the underlying ABA argumentation logic. In this way we can express knowledge and reasoning in a declarative and modular way, and study properties about the overall diagnosis process. A complete definition of the diagnosis framework in ABA and the definition of its properties is ongoing work.

In the future we plan to address time, which has been recognized to be a very important aspect of commitment specification and handling [6]. To fill this gap, we plan to exploit the temporal reasoning capabilities of the KGP agent model [4], which we identified as a potential candidate for the embedding of this work.
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Introducing the hierarchical genetic algorithm, in which hierarchical crossover with a repair strategy and mutation of small perturbation are used. The phenotypic hierarchical structure space is translated to the genome-like array representation space, which makes the algorithm genetic-operator-literate. Our experiments show that competitive structures can be found by the proposed algorithm. Compared with traditional operators, the new operators produced better organizations of higher utility more consistently. The proposed algorithm extends the search processes of the state-of-the-art multiagent organization design methodologies, and is more computationally efficient in a large search space.
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1. INTRODUCTION
In the last few years, there has been a growing interest in the organization design of a multiagent system (MAS), since various organizations employed by a system with the same set of agents may have different impacts on its performance. Previous studies [1], [4] suggested the use of a utility as the quantitative measurement of the system performance to automate the process of organization design.

Among all kinds of organizations, the hierarchical structure is one of the most common observed in multiagent systems. Due to the difference in the depth and width of the hierarchy, the number of organization instances increases exponentially with the number of agents. Although many methodologies for organization modeling have been proposed, few of them present an effective way to search for an optimal organization instance.

Recently, evolutionary based search mechanisms have been used to help the design of MAS organizations [5], [2], [3]. These techniques show a promising direction to deal with organization search of hierarchical multiagent systems, as exhaustive methods become inefficient and impractical in a large search space.

This paper proposes a genetic algorithm (GA) approach to optimize hierarchical multiagent systems. We design novel crossover and mutation operators to make the algorithm suitable for organization evolution and thereby ensure competitive performance. Experiment of the algorithm is carried out with the information retrieval (IR) model [1] which exhibits numerous possible organizational variants.

2. ORGANIZATION REPRESENTATION
We propose an array representation of hierarchical MAS organizations. It converts a set of hierarchical trees into a fixed-length array with integer components. The representation is not limited to describing a single tree, or just binary trees. The number of subordinates of each node need not be a constant. Unbalanced trees, in which leaf nodes are not on the same hierarchical level, can also be depicted using this representation.

We assume that the number of leaf node agents is fixed and that the upper bound of the level number is determined. Let \( N \) be the total number of leaf nodes, so that the they can be numbered as 1, 2, ..., \( N \) respectively from left to right. Let \( M \) be the maximum tree depth (i.e. maximum height of the structure). The organization of a hierarchical MAS can be outlined by:

\[ a_1 d_1 a_2 d_2 \cdots d_{N-1} \]

where \( a_i \) is an integer between 1 and \( M \), denoting the level number where leaf nodes \( i \) and \( i+1 \) start to separate. An example with seven leaf nodes (\( N=7 \)) is illustrated in Figure 1.
nodes are displayed as circles in the figure. Leaf nodes are numbered.)

The representation is compatible with genetic operators such as one-point, two-point or uniform crossover. Bit-wise mutation can also be applied to this representation.

3. CROSSOVER AND MUTATION OPERATORS

To speed up the evolution and increase the chance of getting a desired structure with higher utility, we propose a novel crossover operator, hierarchical crossover, specially designed for optimizing tree-structured organizations. The operator, based on the representation described in Section 2, contains a swap of sub-organizations and a repair strategy to keep the number of total leaf nodes constant.1

In addition to the crossover operator, we use the mutation of small perturbation. It is different from bit-wise mutation in that the digit can only increase by 1 or decrease by 1 with equal probability. In the cases of the boundaries, if the perturbed digit is out of bounds, the original value is restored.

4. EXPERIMENT

We examine the algorithm in the IR system [1]. We compare the proposed algorithm, called hierarchical genetic algorithm (HGA), with the standard GA using one-point crossover with bit-wise mutation (SGA1) and two-point crossover with bit-wise mutation (SGA2) to show the benefits of the newly introduced operators. We evaluate the algorithms in terms of the accuracy and the stability of search, which are described by average percentage relative error (APRE) and success rate (SR) respectively. We investigate the test cases of 12, 14, 16, 18, 20, 22, 24, 26, 28, and 30 database nodes. The maximum height of the structures is set to be 4. All cases involve 10 independent runs.

From Table 1, we can see that the accuracy of HGA is better than SGA1 and SGA2 in 9 out of the 10 cases. Regarding the search ability, HGA also has an advantage over SGA1 and SGA2 in the majority of the test cases. The superiority of HGA is more pronounced in larger-scale organizations which contain more than 20 database nodes.

Moreover, HGA uses much fewer evaluations compared to other methods such as ODML [1]. For example, number of evaluations needed for HGA in the 30-database case is 200,000, whereas ODML will have to evaluate 3,788,734,984 candidates. This saves a great amount of computation burden, as the calculation of utility functions can be very computationally expensive.

5. CONCLUSION

We have proposed a novel genetic algorithm based approach to solve the problem of designing the best organization in hierarchical multiagent systems. Complementary to existing methodologies that emphasize on the pruning of the search space, our algorithm uses a bio-inspired evolutionary approach to lead the search to promising areas, and is thus suitable for optimizing multiagent systems with a great variety of possible organizations where designer expertise alone is not enough or hard to acquire.
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ABSTRACT
In this paper we present and discuss a novel language restriction for modal logics for multiagent systems that can reduce the complexity of the satisfiability problem from EXPTIME-hard to NPTIME-complete. In the discussion we focus on a particular BDI logic, called TEAMLOG, which is a logic for modelling cooperating groups of agents and which possesses some of the characteristics typical to other BDI logics. All the technical results can be found in the dissertation [5].
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1. INTRODUCTION
One of the most influential models of agency is the beliefs-desires-intentions (BDI) model [2] and logical formalisms based on the BDI model [3, 10] are among the most important in the field of multiagent systems. One of the characteristics of these multimodal formalisms is adopting, along with standard modal systems K, KDn, or KD45n, mixed axioms that interrelate modalities representing different aspects of agent description. Examples of such axioms are realism axioms [3, 10] and introspection axioms [4].

It is well known that the extension of these formalisms with fixpoint modalities representing group aspects of multiagent systems [9, 11, 1, 4] lead to EXPTIME-hardness of the satisfiability problem, even if modal depth of formulas is bounded by 2 [8, 7].

To deal with this problem we propose a new kind of language restriction called modal context restriction. In [6] we applied this restriction to standard systems of multimodal logics enriched with fix point modalities and showed that it leads to PSPACE-completeness and, when combined with modal depth restriction, to NPTIME-completeness of the satisfiability problem. In this paper we present modal context restrictions for BDI logics, choosing, as a ‘working’ formalism, TEAMLOG [4], a well known and important formalism that focuses on teamwork.

2. THE FORMALISM
TEAMLOG is a logical framework proposed to formalize individual and group aspects of BDI systems [4]. It is a multimodal formalism with the set of modal operators based on a non-empty and finite set of agents, A: \( \Omega^T = \Omega^B + \cup \Omega^G \cup \Omega^I \), where \( \Omega^B + = \Omega^B \cup \{ [B]_O^+ \cdot G \in P(A) \setminus \{ \emptyset \} \} \), \( \Omega^I + = \Omega^I \cup \{ [I]_O^+ \cdot G \in P(A) \setminus \{ \emptyset \} \} \), \( \Omega^B = \{ [B]_O^+ \cdot j \in A \} \), \( \Omega^G = \{ [G]_O^+ \cdot j \in A \} \), \( \Omega^I = \{ [I]_O^+ \cdot j \in A \} \). Operators \([B]_O^+\), \([G]_O^+\), and \([I]_O^+\) stand for beliefs, goals and intentions of agent \( j \), respectively, while \([B]_O^+\) and \([I]_O^+\) are fixpoint modalities standing for common beliefs and mutual intentions of group \( G \), respectively. The propositional multimodal language \( C^T \) of TEAMLOG and its semantics are defined in the usual way (see [4] for details).

An important aspect of the formalism is mixed axioms, interrelating different attitudes of individual agents. The fact that for each agent \( j \) intentions are a subset of goals, is reflected in the goals-intentions compatibility axiom \([I]_O^+ v \rightarrow [G]_O^+ v\). The fact that each agent \( j \) is fully aware of his goals and intentions is reflected in positive and negative introspection axioms: \([O]_j^+ v \rightarrow [B]_j^O [O]_j^+ v\) and \(\neg [O]_j^+ v \rightarrow [B]_j^O \neg [O]_j^+ v\), where \( O \in \{ G, I \} \).

As was shown in [7], the TEAMLOG satisfiability problem is EXPTIME-complete.

3. MODAL CONTEXT RESTRICTION
We start by defining the notion of modal context restriction for general language of multimodal logic. First we need a notion of modal context of a formula within a formula. Let \( \mathcal{L} \) be a multimodal language defined over some set of unary modal operators \( \Omega \).

---

\( ^* \) Supported by the MNiSW grant N N206 399334.

\( ^\dagger \) For the sake of conciseness we will use a more compact notation for operators of TEAMLOG, replacing that standard ones from [4].
Definition 1. Let \( \{ \varphi, \xi \} \subseteq \mathcal{L} \). The modal context of formula \( \xi \) within formula \( \varphi \) is a set of finite sequences over \( \Omega \), denoted as \( \text{cont}(\xi, \varphi) \subseteq \Omega^* \), defined inductively as follows:

- \( \text{cont}(\xi, \varphi) = \emptyset \), if \( \xi \notin \text{Sub}(\varphi) \),
- \( \text{cont}(\varphi, \varphi) = \{ \varepsilon \} \),
- \( \text{cont}(\xi, \neg \psi) = \text{cont}(\xi, \psi) \), if \( \xi \neq \neg \psi \),
- \( \text{cont}(\xi, \psi_1 \land \psi_2) = \text{cont}(\xi, \psi_1) \cup \text{cont}(\xi, \psi_2) \), if \( \xi \neq \psi_1 \land \psi_2 \),
- \( \text{cont}(\xi, \Box \psi) = \Box \cdot \text{cont}(\xi, \psi) \), if \( \xi \neq \Box \psi \) and \( \Box \in \Omega \),

where \( \text{Sub}(\varphi) \) denotes the set of all subformulas of \( \varphi \) and \( \Box \cdot S = \{ \Box \cdot s : s \in S \} \), for \( \Box \in \Omega \) and \( S \subseteq \Omega^* \).

Definition 2. A modal context restriction is a set of finite sequences over \( \Omega \), \( R \subseteq \Omega^* \), constraining possible modal contexts of subformulas within formulas. We say that a formula \( \varphi \in \mathcal{L} \) satisfies a modal context restriction \( R \subseteq \Omega^* \) iff for all \( \xi \in \text{Sub}(\varphi) \) it holds that \( \text{cont}(\xi, \varphi) \subseteq R \).

In this paper we propose two modal context restrictions of the language of TeamLog that lead to PSPACE completeness of the satisfiability problem. The restrictions are presented below.

Definition 3. Let

\[ R_1 = \Omega^* \setminus \left( \Omega^* \cdot \left\{ \bigcup_{G \in \mathcal{P}(A)} (S_1(G) \cup S_B(G)) \cup \bigcup_{G \in \mathcal{P}(A), |G| \geq 2} S_B(G) \right\} \cdot \Omega^* \right), \]

where

\[ S_{1B}(G) = \bigcup_{j \in G} G^+ \cdot (B_j)^* \cdot T_B(\{j\}) \cdot T_I(\{j\}) , \]

\[ S_O(G) = \{O\}^+ \cdot T_O(G), \]

\[ T_O(G) = \{O\}^+ \cdot \{H \in \mathcal{P}(A), H \cap G \neq \emptyset\}, \]

for \( O \in \{B, I\} \). The set of formulas in \( \mathcal{L}_T \) satisfying restriction \( R_1 \) will be denoted by \( \mathcal{L}_{R_1}^T \).

Definition 4. Let

\[ R_2 = \Omega^* \setminus \left( \Omega^* \cdot \left\{ \bigcup_{G \in \mathcal{P}(A)} (S_1(G) \cup S_B(G)) \cup \bigcup_{G \in \mathcal{P}(A), |G| \geq 2} \tilde{S}_B(G) \right\} \cdot \Omega^* \right), \]

where

\[ \tilde{S}_B(G) = [B]^+_G \cdot \{G\}^+ \cdot \bigcup_{O \in \{B, I\}} T_O(G) \]

and \( S_{1B} \), \( S_1 \) and \( T_O \), for \( O \in \{B, I\} \), are defined like in the case of restriction \( R_1 \). The set of formulas in \( \mathcal{L}_T \) satisfying restriction \( R_2 \) will be denoted by \( \mathcal{L}_{R_2}^T \).

Restriction \( R_1 \) forbids any operator \( [O]^+_j \) or \( [O]^+_H \), with \( O \in \{B, I\} \) in the context of \( [O]^+_H \), if \( j \in G \) or \( H \cap G \neq \emptyset \). Additionally the restriction forbids subsequences contained in \( S_{1B} \). Forbidding subsequences from \( S_{1B} \) is related to axioms of positive and negative introspection of intentions. Restriction \( R_2 \) is a refinement of restriction \( R_1 \) which forbids any operator \( [O]^+_j \) or \( [O]^+_H \), with \( O \in \{B, I\} \) in the context of \( [B]^+_G \), if \( j \in G \) or \( H \cap G \neq \emptyset \). Thus any formula \( \varphi \in \mathcal{L}_T \) satisfying restriction \( R_2 \), satisfies restriction \( R_1 \) as well, that is \( \mathcal{L}_{R_2}^T \subseteq \mathcal{L}_{R_1}^T \). Notice that if \( |A| = 1 \), then \( \mathcal{L}_{R_2}^T = \mathcal{L}_{R_1}^T \).

We have the following results regarding the complexity of the TeamLog satisfiability problems for formulas from \( \mathcal{L}_{R_1}^T \) and \( \mathcal{L}_{R_2}^T \).

Theorem 1. The TeamLog satisfiability problem for formulas from \( \mathcal{L}_{R_1}^T \) is PSPACE-complete. Moreover, it is NP-TIME-complete if model depth of formulas from \( \mathcal{L}_{R_2}^T \) is bounded by a constant.

Theorem 2. The TeamLog satisfiability problem for formulas from \( \mathcal{L}_{R_2}^T \) is PSPACE-complete, even if model depth of formula is bounded by a constant \( \geq 2 \).

It is worth noting that the second result was obtained despite the fact that formulas of \( \mathcal{L}_{R_1}^T \) can enforce exponential path in the model.
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ABSTRACT

Forming effective coalitions is a major research challenge in AI and multi-agent systems. A Coalition Structure Generation (CSG) problem involves partitioning a set of agents into coalitions so that the social surplus is maximized. Ohta et al. introduce an innovative direction for solving CSG, i.e., by representing a characteristic function as a set of rules, a CSG problem can be formalized as the problem of finding a subset of rules that maximizes the sum of rule values under certain constraints. This paper considers two significant extensions of the formalization/algorithm of Ohta et al., i.e., (i) handling negative value rules and (ii) handling externalities among coalitions.
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1. INTRODUCTION

Coalition formation is an important capability in automated negotiation among self-interested agents. Coalition Structure Generation (CSG) involves partitioning a set of agents so that social surplus is maximized. This problem has become a popular research topic in AI and multi-agent systems. Possible applications of CSG include distributed vehicle routing [7], multi-sensor networks [3], etc. and various algorithms for solving CSG have been developed.

Almost all existing works on CSG assume that the characteristic function is represented implicitly and we have oracle access to the function, that is, the value of a coalition (or a coalition structure as a whole) can be obtained using a certain procedure. This is because representing an arbitrary characteristic function explicitly requires \( \Theta(2^n) \) numbers, which is prohibitive for large \( n \).

However, characteristic functions that appear in practice often display a significant structure, and such characteristic functions can be represented much more concisely. Indeed, recently, several new methods for representing characteristic functions have been developed [1, 2, 4]. These representation schemes capture characteristics of interactions among agents in a natural and concise manner, and they can reduce the representation size significantly.

Recently, Ohta et al. [6] introduce an innovative direction for solving CSG. They assume that a characteristic function is represented using three compact representation schemes. Consequently, they show that a CSG problem can be formalized as a problem of finding the subset of rules that maximizes the sum of rule values under certain constraints. They also develop mixed integer programming (MIP) formulations of the above optimization problem and show that an off-the-shelf optimization package could perform reasonably well.

This paper considers two significant extensions of the work of Ohta et al. [6] on CSG when a characteristic function is represented by marginal contribution nets (MC-nets) [4]. Our extensions are introducing (i) negative value rules and (ii) rules that represent externalities among coalitions. Ohta et al. [6] consider other compact representation schemes. In this work, we choose MC-nets because its representation is more compact and natural than other representation schemes.

2. MODEL

Let \( A = \{1, 2, \ldots, n\} \) be the set of agents. We assume a characteristic function game, i.e., the value of a coalition \( S \) is given by a characteristic function \( v : 2^A \rightarrow \mathbb{R} \).

CSG involves partitioning a set of agents into coalitions so that social surplus is maximized. A coalition structure \( CS \) is a partition of \( A \), divided into disjoint, exhaustive coalitions. To be more precise, \( CS = \{S_1, S_2, \ldots\} \) satisfies the following conditions: \( \forall i, j(i \neq j), S_i \cap S_j = \emptyset \cup \bigcup_{k \in CS} S_i = A \). In other words, in \( CS \), each agent belongs to exactly one coalition, and some agents may be alone in their coalition. We denote by \( \Pi(A) \) the space of all coalition structures over \( A \). The value of a coalition structure \( CS \), denoted as \( V(CS) \), is given by: \( V(CS) = \sum_{S_i \in CS} v(S_i) \). An optimal coalition structure \( CS^* \) is a coalition structure that satisfies the following condition: \( \forall CS \in \Pi(A), V(CS^*) \geq V(CS) \).

An embedded coalition is a pair \( (S, CS) \), where \( S \in CS \in \Pi(A) \). We let \( M \) denote the set of all embedded coalitions, that is, \( M := \{(S, CS) : CS \in \Pi(A), S \in CS\} \). A partition function is a mapping \( w : M \rightarrow \mathbb{R} \).
3. EXISTING WORKS

This section briefly describes the marginal contribution networks (MC-nets) proposed by Ieong and Shoham [4] and the formalization/algorithm of Ohta et al. [6] for CSG problems based on MC-nets. Furthermore, we describe an extension of MC-nets for partition function games, embedded MC-nets proposed by Michalak et al. [5].

Definition 1 (MC-nets). An MC-net consists of a set of rules \( R \). Each rule \( r \in R \) is of the form: \( (P_r, N_r) \rightarrow v_r \), where \( P_r \subseteq A \), \( N_r \subseteq A \), \( P_r \cap N_r = \emptyset \), \( v_r \in \mathbb{R} \). We say that rule \( r \) is applicable to coalition \( S \) if \( P_r \subseteq S \) and \( N_r \cap S = \emptyset \), i.e., \( S \) contains all agents in \( P_r \) (positive literals), and it contains no agent in \( N_r \) (negative literals). For a coalition \( S \), \( v(S) \) is given as \( \sum_{r \in R} v_r \), where \( R_S \) is the set of rules applicable to \( S \). We assume each rule has at least one positive literal.

Ohta et al. [6] present a MIP formulation that finds a feasible rule set that maximizes the sum of rule values. A rule set \( R' \) is feasible if there exists a coalition structure \( CS \) such that each rule \( r \in R' \) is applicable to coalition \( S \in CS \).

The limitation of the method presented by Ohta et al. [6] is that it cannot handle negative value rules and externalities among coalitions. Quite recently, Michalak et al. proposed a concise representation of a partition function called embedded MC-nets, which is an extension of MC-nets.

Definition 2 (Embedded MC-nets). An embedded MC-net consists of a set of embedded rules \( ER \). Each embedded rule \( er \in ER \) is of the form: \( r_0 | r_1, \ldots, r_k \rightarrow v_{er} \), where \( r_0 \) is satisfied in the coalition that receives the value and \( r_1, \ldots, r_k \) are satisfied in other coalitions. We say that an embedded rule \( er \) is applicable to coalition \( S \in CS \) if \( r_0 \) is applicable to \( S \) and that each rule \( r_1, \ldots, r_k \) is applicable to some coalition \( S' \in CS \setminus \{S\} \). For a coalition \( S \), \( w(S, CS) \) is given as \( \sum_{r \in ER(S, CS)} v_{er} \), where \( ER(S, CS) \) is the set of embedded rules applicable to \( S \) in \( CS \).

4. CSG USING MC-NETS WITH NEGATIVE VALUES AND EXTERNALITIES

In this section, we generalize the work of Ohta et al. [6] on CSG problems to handle negative value rules and externalities. We assume \( R \) is divided into two groups, i.e., a set of positive value rules \( R_+ \) and a set of negative value rules \( R_- \).

Handling negative value rules is a challenging task. If we simply add negative value rules, the MIP formulation in Ohta et al. [6] cannot properly find an optimal coalition structure. In this paper, we develop a concise and efficient way to handle negative value rules, i.e., adding dummy rules as follows.

Definition 3 (Dummy rules). Assume there exists a negative value rule \( r_- : (P_{r_-}, N_{r_-}) \rightarrow -c (c > 0) \), where \( P_{r_-} = \{p_1, \ldots, p_k\} \), \( N_{r_-} = \{n_1, \ldots, n_l\} \). Dummy rules generated by this negative value rule are following two types:

(i) \( \{(p_i)\}, \{p_i\} \rightarrow 0 \), where \( 2 \leq i \leq k \);

(ii) \( \{(p_i, n_j)\}, \{\} \rightarrow 0 \), where \( 1 \leq j \leq l \).

We denote the set of all dummy rules as \( R_d \).

We extend the concept of a feasible rule set by Ohta et al. to handle negative value rules.

Definition 4 (Properly feasible rule set). We say a set of rules \( R' \subseteq R \cup R_d \) is properly feasible if there exists a coalition \( CS \), where each rule \( r \in R' \) is applicable to some \( S \in CS \) and \( \forall r_- \in R_- \setminus R', r_- \) is not applicable to any \( S \in CS \).

CSG using MC-nets with negative values can be modeled as finding a properly feasible rule set that maximizes the sum of the values. We develop a MIP formulation to solve this optimization problem.

Next, we introduce a method to find the optimal coalition structure when a partition function is represented as an embedded MC-net. We extend the definition of properly feasible rule set (Definition 4) for an MC-net with negative values to handle an embedded MC-nets. Then, CSG using embedded MC-nets can be modeled as finding a properly feasible embedded rule set that maximizes the sum of the values. We also develop a MIP formulation to solve this optimization problem.

Furthermore, We experimentally evaluate the performance of our proposed methods and confirmed that the overhead of our extensions is reasonably small and our approach is scalable, i.e., an off-the-shelf optimization package (CPLEX) can solve problem instances with 100 agents and 100 rules within 10 seconds.

In this paper, we considered the formalization/algorithm of Ohta et al. on CSG when a characteristic function is represented by MC-nets and extended it in two directions: (i) handling a negative value rule, and (ii) handling the embedded rule proposed by Michalak et al., which represents positive/negative externalities among coalitions. These two extensions are essential for dealing with a wider range of application domains of CSG. For either extension, we proved that the problem is NP-hard and inapproximable and developed a MIP formulation. Experimental results showed that the overhead of our extensions is reasonably small and our approach is scalable.
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ABSTRACT
The success of contract-based multiagent systems relies on agents complying with their commitments. When something goes wrong, the key to diagnosis lies within the commitments' mutual relations as well as their individual states. Accordingly, we explore how commitments are related through the three-agent commitment delegation operation. We then propose exception diagnosis based on such a relation.
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1. INTRODUCTION
A commitment describes a contract between two agents: the debtor commits to satisfy a property for the creditor. In a contract-based multiagent system, several such commitments are in effect, e.g., the merchant is committed to deliver the goods when the customer pays. This is represented by a conditional commitment:

\[ CC(\text{merchant, customer, paid, delivered}) \]

Often, agents delegate their commitments to others. For example, \( CC(\text{merchant, customer, paid, delivered}) \) is a delegation of \( CC(\text{merchant, customer, paid, delivered}) \) where the merchant delegates the task of delivery to the courier.

When there are many such commitments in the system at hand, in order to diagnose an exception we need effective ways to explore the space of commitments. In particular, we need to identify links between commitments and exclude from our search the irrelevant instances. To this end, we propose a similarity relation to relate commitments with each other. Through the relations, we identify what has gone wrong when there is an exception.

2. DELEGATION OF COMMITMENTS

DEFINITION 1. A delegation of a commitment \( CC(X, Y, Q, P) \), called primary, is a new commitment where either \( X \) or \( Y \) plays the role of the creditor or debtor, and a new agent \( Z \) is responsible for bringing about the antecedent \( Q \) or the consequent \( P \).

Six types of delegation are particularly meaningful. Only some of them have been considered in previous literature.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sample-delegations.png}
\caption{Sample Delegations}
\end{figure}

DEFINITION 2. (Explicit delegation) The primary is canceled and a new commitment \( CC(Z, Y, Q, P) \) is created. That is, a new debtor is committed to the same creditor. This delegation operation was proposed by Yolum and Singh [5].

DEFINITION 3. (Weak explicit delegation) The primary is canceled and a new commitment \( CC(Y, Z, P, Q) \) is created. That is, the creditor \( Y \) of the primary is now the debtor of the new commitment, and \( Y \) wishes to achieve \( P \) via a new creditor \( Z \). This is a weak delegation to achieve \( P \) since there is no obligation for \( Z \) to satisfy \( P \) unless \( Z \) needs \( Q \) satisfied. The concept of weak delegation is inspired by Chopra et al.'s work [2].

DEFINITION 4. (Implicit delegation) While the primary is still active, a new commitment \( CC(Z, X, R, P) \) is created. That is, the debtor \( X \) of the primary is now the creditor of a new commitment for the same consequent \( P \). This type of delegation chain (e.g., two dependent commitments) was proposed by Kafalı et al. [3].
DEFINITION 5. (Weak implicit delegation) While the primary is still active, a new commitment \( CC(X, Z, P, R) \) is created. That is, the debtor \( X \) of the primary also becomes the debtor of a new commitment where the antecedent \( P \) is its consequent.

DEFINITION 6. (Antecedent delegation) While the primary is still active, a new commitment \( CC(Z, Y, R, Q) \) is created. That is, the creditor \( Y \) of the primary also becomes the creditor of a new commitment for the antecedent \( Q \) of the primary. We propose this to connect delegations in a chain-like structure.

DEFINITION 7. (Weak antecedent delegation) While the primary is still active, a new commitment \( CC(X, Z, P, R) \) is created. That is, the debtor \( X \) of the primary is now the debtor of a new commitment which has the same antecedent \( Q \) as the primary.

The above definitions can be extended to base-level commitments. In addition, (weak) explicit delegation can be extended to have an antecedent \( R \) different from \( Q \). Also note that a special case of (weak) implicit delegation is where \( R = Q \). Figure 1 gives some examples of commitment delegation.

We say that a commitment is \textit{delegation-similar} to another commitment if one is a delegation of the other according to Definitions 2-7. If we only consider “rational” delegations, where the responsibilities of roles in relation with the primary’s properties are preserved, then our account of commitment delegation is exhaustive.

3. DIAGNOSIS

Full details on delegation-similarity and on the diagnosis process can be found in [4]. Here, we only provide the main definitions and an illustration.

DEFINITION 8. A diagnosis framework \( \mathcal{F} \) is a tuple \( \langle P, R, A, T, D \rangle \), where \( P \) is a set of conditional commitments, representing a protocol [2, 5]. \( R \) is a set of roles, each consisting of a subset of \( P \)’s commitments and a set of action descriptions. \( A \) is a set of agents enacting roles in \( R \). \( T \) is an event trace, e.g., a set of actions performed at specific time points, and \( D \) is a diagnosis process.

Commitments in \( P \) are abstract entities, i.e., templates that include roles from \( R \) in place of agents. Table 1 shows part of the protocol components for acquiring a credit card. When the agents in \( A \) are bound to the roles in \( P \), the commitments become real. The trace of events \( T \) describes a specific protocol execution, by which commitments change state accordingly [5]. A diagnosis process \( D \) can be initiated throughout \( T \) upon a commitment violation, which maps a diagnosis point \( D_i \) to a diagnosis outcome \( D_o \). The diagnosis point \( D_i \) consists of a violated base-level commitment \( C_i \) and a time point \( T \). Based on the current set of commitments \( C_T = \{C_1, \ldots, C_n\} \) at \( T \), the diagnosis outcome \( D_o \) associates a commitment \( C_o \in C_T \) that has caused the violation of \( C_i \).

Reasoning of \( D \) is based on the delegation-similarity relation. Let us consider the protocol in Table 1. The numbers inside the consequents represent the deadlines for the commitments, e.g., the bank must deliver the card within 7 days of the customer’s request (\( CC_1 \)). When the card is requested, the bank notifies the office for printing the card (\( CC_3 \)). Then, the courier delivers the card to the client (\( CC_2 \)). The client’s role only includes the commitment \( CC_2 \) and two actions, for requesting and getting the card delivered. The last row of Table 1 shows which agents enact the corresponding roles in the protocol. Consider now the following trace:

\[
T = \begin{cases} 
1 & \text{request(cli, ban)} \quad \text{(the client requests the credit card from the bank on day 1)} \\
4 & \text{confirm(ban, off)} \quad \text{(the bank confirms the request)} \\
7 & \text{print(off, cou)} \quad \text{(the office produces the card and passes it to the courier)}
\end{cases}
\]

\[
P_{\text{card}} = \{CC_1(\text{bank, client, requested, delivered(7)}), \]
\[
CC_2(\text{courier, bank, printed, delivered(3)}), \]
\[
CC_3(\text{office, bank, confirmed, printed(3)})
\]

\[
R_{\text{client}} = \{CC_1, \text{request(client, bank)} \rightarrow \text{requested, deliver(_-, client)} \rightarrow \text{delivered}\}
\]

Table 1: Acquire credit card (\( P_{\text{card}} \))

The following commitments are in place at time 8:

\[
C_8 = \{CC_1(\text{bank, client, delivered(8)}), \]
\[
CC_2(\text{courier, bank, printed, delivered(3)}), \]
\[
CC_3(\text{office, bank, printed(7)})
\]

Notice the pattern among these three commitments; \( CC_2 \) is an implicit delegation of \( C_1 \) (Definition 4), and \( C_3 \) is an antecedent delegation of \( CC_2 \) (Definition 6). Then \( C_3 \) is delegation-similar to \( C_1 \) via \( CC_2 \).

Now assume that no delivery has occurred until time 9. \( C_1 \) is indeed violated since its deadline has passed and \( delivered \) has not been brought about. Because of the delegation-similarity relation, \( CC_2 \) and \( C_3 \)’s deadlines together affect \( C_1 \). Even though the printing of the card is completed at day 7, the courier has 3 more days for delivery, which will eventually exceed \( C_1 \)’s deadline. Here, the bank should have confirmed the client’s request earlier, and notified the office accordingly.

4. DISCUSSION

This paper advances the state of the art in several directions. We identify the ways that a commitment can be extended with a third party (e.g., a delegate agent). We exploit the commitment delegation operation to address related exceptions. Such an exhaustive study on commitment delegation had never been published before. Moreover, our similarity relations also account for the regulative perspective [1] of contract execution as well as the well-known constitutive side of commitment protocols.

Due to space limitations, we only mentioned some of the other key features of our commitment diagnosis framework. In [4], we give a more elaborate account of temporal constraints and we discuss prognosis alongside diagnosis.
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1. ABSTRACT

In this paper we present a lightweight teamwork implementation through use of abstraction hierarchies. The basis of this implementation is ADAPT, which supports Autonomous Dynamic Agent Planning for Teamwork. ADAPT’s novelty stems from how it succinctly decomposes teamwork problems into two separate planners: a task network for the set of activities to be performed by a specific agent and a separate group network for addressing team organization factors. Because abstract search techniques are the basis for creating these two components, ADAPT agents are able to effectively address teamwork in dynamic environments without explicitly enumerating the entire set of possible team states. During run-time, ADAPT agents then expand the teamwork states that are necessary for task completion through an association algorithm to dynamically link its task and group planners. As a result, ADAPT uses far fewer team states than existing teamwork models. We describe how ADAPT was implemented within a commercial training and simulation application, and present evidence detailing its success in concisely and effectively modeling teamwork.
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2. TECHNIQUE DESCRIPTION

ADAPT’s model is based on decomposing teamwork problems’ task and group elements in a top-down manner from a high level to progressively lower levels. Specifically, a given teamwork problem is converted into two hierarchical networks: a task network to model the set of activities a given agent can perform and a separate group network for addressing organization factors. Within both hierarchical networks, behaviors are decomposed such that the general task and group problems are progressively redivided into partial plans involving smaller sets of subtasks and subgroups. ADAPT contains two novel elements designed to further reduce the size of these hierarchies. First, as hierarchical abstraction is used, agents incrementally elaborate only relevant task and group information during task execution. Second, ADAPT uses an association algorithm to effectively perform task allocation. Agents only check those constraints which it may possibly perform, further adding to ADAPT’s concise nature. The net result is that ADAPT can effectively implement teamwork problems, even in dynamic environments, yet uses far fewer states than existing approaches.

The planning strategies of the elaboration processes of each network in ADAPT are based on abstract search techniques [3]. Accordingly, the planning procedures of each elaboration process involves three major steps: (1) A branching step identifies possible candidates for expanding a partial plan; (2) A refinement step for adding constraint information to the partial plan; (3) a pruning step for removing unpromising candidates based on these constraints in order to avoid failures. While abstract-search is a well known technique for automated task planning [3], ADAPT’s contribution stems from applying these techniques to teamwork modeling.

3. MOTIVATING EXAMPLE

Assume that a group must work as a team on a joint mission, say to capture a flag. A group of blue agents must plan how they will infiltrate the territory of the opposing team of red agents that are defending the flag. In dynamic environments it is almost impossible to predict all possible event permutations that may occur while the blue agents complete their task.

subgroup approaches and engages the 2 red subgroups. However, during this stage an unplanned event occurs, and one of the blue agents is incapacitated by a red team member. Consequently, the blue team must realign their mission with only 7 of the 8 agents. In the final stage (top right corner), we see the group of 7 remaining blue agents still completing the task and capturing the flag.

We depict the networks of the teamwork model formation for the blue team in the bottom of Figure 1. ADAPT decomposes teamwork into both task and group networks. In the first stage each of these components are only described generally as one abstract node (the bold vertices at Figure 1). To graphically differentiate between the two task and group abstractions, we present the task hierarchy in rectangles, and the group hierarchy in ovals. At the beginning of execution, one rectangular task node describes the high level “Capture the Flag” task, and the group hierarchy “Package” describes the blue agents’ attributes and capabilities that can be used to perform this task. In order for the blue agents can perform the team task, “Capture the Flag”, their group and task planners must decide exactly how they will properly connect these two hierarchies.

4. MODELING ADAPT’S NETWORKS

ADAPT contains many similarities to previous Hierarchical Task Network (HTN) planning approaches [3]. Formally, we define an atomic task in ADAPT as an action act(𝑣) that can be directly executed by the agents (e.g., FlyTo(origin, dest)). A (higher-level) complex task c(𝑣) is one that cannot be executed directly and is decomposed into subtasks. To execute a high-level complex task c(𝑣), agents must identify a method which encodes all constraints for how this task including key information about who and how it can be performed. We define a method, m, as a 5-tuple containing: (name(m), task(m), constr(m), subtasks(m), relation(m)), where name(m) is the name of the method, and task(m) is the name of the complex task. We define subtasks(m) as the sequence of tasks and constr(m) as the set of constraints \{p1, . . . , pk\} that may apply when using the method m. Each constraint pi involves a subset of variables and specifies all combinations of values for these variables. We define these variables as the set of \{X1, . . . , Xn\} where each variable Xi is taken from a given domain Di with a set of possible values. Constraints may include specific required capabilities that a certain number of agents perform a specific subtasks(m). The relationship between subtasks, relation(m), contains constraints on the execution of the subtasks(m) and may be one of the following: (i) AND; (ii) OR; and (iii) NEXT.

In parallel to the task hierarchy, ADAPT also deconstructs teamwork into a group component to model constraints about which agents can perform given tasks. We refer to the hierarchy about the entities’ combined capabilities as the group. Parallel to our task definitions, we decompose the hierarchy as per the group decomposition into higher levels of complex entities and atomic entities which cannot be divided into further levels.

We define two separate networks dtask and dgroup. A network \(d_i = [G_i, \rho_i]\) is defined as a collection of items i that have to be accomplished under constraints \(\rho_i\) (the item i denotes the type of the network, i.e., group/task). Network \(d_i\) is represented by an acyclic digraph \(G_i = (V_i, E_i)\) in which \(V_i\) is node set, \(E_i\) is the edge set, and each node \(v \in V_i\) contains an item i. The Planning domain \(\mathcal{D}_i\) consists of library methods \(\mathcal{M}_i\) and library \(\mathcal{A}\) of atomic items. A task planning problem is defined as a triple \(P_{\text{task}} = (d_{\text{task}}, \mathcal{B}, D_{\text{task}})\), where \(d_{\text{task}}\) is the task network to be executed, \(\mathcal{B}\) is the initial state and \(D_{\text{task}}\) is the planning domain. A task plan is a sequence act1, . . . , actn of atomic actions. A group planning problem is defined as a triple containing \(P_{\text{group}}\) defined as \((d_{\text{group}}, \mathcal{B}, D_{\text{group}})\) where \(d_{\text{group}}\) is the group network to be executed, \(\mathcal{B}\) is the set of agents with their concrete capabilities and \(D_{\text{group}}\) is the planning domain. A group plan assigns agents to the appropriate nodes in the group network based on their capabilities in such a way that all the constraints are satisfied. Given either task or group planning problem instance, the planning process of each of them involves the branching, refinement and pruning steps.

The branching step is defined by retrieving the entire set of methods in \(\mathcal{M}_i\) which may be applied to the required item. Refinement then has each local agent check its constr(m) and sends what it considers to be its best option to the mediator agent within the DCOP solver. In ADAPT’s pruning stage, the mediator uses the OptAPO algorithm (see [2]) to search for this teamwork solution. If a solution for \(\mathcal{M}_i\) cannot be constructed the mediator agent asks each agent to iteratively selects its next possible method until a solution is found. This process can either result with a plan being found, or a NULL plan in failure.

5. IMPLEMENTATION AND RESULTS

We have implemented ADAPT within a commercial training and simulation system at Elbit Systems Ltd. Specifically, we applied the general technique in Section 3 regarding the Capture the Flag problem to scenarios involving fighter jets attempting to destroy an enemy target. Each scenario involved a target that needed to be destroyed, as well as groups of attacking and defending planes. We relied on a group of professional fighter pilots to provide details about how they would perform theoretical missions. We then encapsulated this information to form ADAPT’s networks.

<table>
<thead>
<tr>
<th># of Agents</th>
<th>Task</th>
<th>Group</th>
<th>Task</th>
<th>Group</th>
<th>Task</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>561</td>
<td>18</td>
<td>44</td>
<td>5</td>
<td>37.1</td>
<td>3.67</td>
</tr>
<tr>
<td>8</td>
<td>624</td>
<td>146</td>
<td>53</td>
<td>8</td>
<td>39.65</td>
<td>6.29</td>
</tr>
<tr>
<td>12</td>
<td>829</td>
<td>400</td>
<td>68</td>
<td>8</td>
<td>56.86</td>
<td>6.17</td>
</tr>
</tbody>
</table>

Table 1: Comparing the number of task and group teamwork states in ADAPT versus BITE teamwork models

To study the savings in the number of states within ADAPT versus other previous BITE static approaches [1], we focused on missions with groups of 5, 8 and 12 blue planes which needed to destroy one target on the red team guarded by a fixed number of 5 jets. We recorded the number of task and group nodes required to encode teamwork within ADAPT throughout the task’s execution versus BITE. As Table 1 demonstrates, we found that ADAPT’s use of abstraction yielded an enormous savings in the number of teamwork states needed to be stored and represents a radical departure over previous models which need to exhaustively describe all possible interactions prior to task completion [1]. ADAPT builds teamwork models incrementally during task execution, thus allowing agents to apply refinement and pruning steps in order to limit the size of the teamwork model which needs to be stored. This fundamental difference not only yields teamwork models that are smaller by several orders of magnitude, but also agents to quickly find their optimal behavior within this smaller model.
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ABSTRACT

We propose “Rip-off”, a new multi-player bargaining game based on the well-studied weighted voting game (WVG) model from cooperative game theory. Many different solution concepts, such as the Core and the Shapley value have been proposed to analyze models such as WVGs. However, there is little work on analyzing how humans actually play in such settings. We conducted several experiments where we let humans play “Rip-off”. Our analysis reveals that although solutions of games played by humans do suffer from certain biases, a player’s average payoff over several games is roughly reflected by the Shapley value.
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1. INTRODUCTION

Many domains involve both competition and cooperation. Researchers have coined the term “co-opetition” to describe such settings [6]. One example is the model of weighted voting games (WVG), where each player has a weight, and a coalition of players wins the game if the sum of the weights of its participants exceeds a certain quota. Agent behavior in such settings has been studied in cooperative game theory. Forming a stable coalition requires the agents to share the gains in an appropriate way. Cooperative game theory provides several solution concepts that define how these joint gains should be distributed, such as the core [4] and the Shapley value [8], which were also studied in the context of WVGs [3, 1, 9, 2]. These solutions model “co-opetition”, but it is unclear whether they predict human behavior. They assume that agents are completely rational, however human rationality may be bounded, and humans may have social biases such as avoiding very unequal payoffs [5, 7].

We study how humans behave in “co-opetition” settings and compare the payoff distribution results with those predicted by existing solutions. We have developed a new online multi-player cooperative bargaining game called “Rip-off”, based on the WVG model. We conducted experiments where groups of people played this game to win money. Our analysis revealed that solutions agreed by humans contain some biases, but that player’s expectations of their payoff are roughly reflected by the Shapley value.

1.1 The Rip-off Game

A transferable utility (TU) coalitional game $\Gamma$ is composed of a set of $n$ agents, $I$, and a characteristic function $v_I : 2^I \rightarrow \mathbb{R}$, mapping any subset (coalition) of the agents to a real value, indicating the total utility they achieve together. A specific class of games are weighted voting games (WVGs). In WVGs each agent $i \in I$ has weight $w_i$, and the game has a threshold $t$. A coalition $C \subseteq I$ wins if its total weight exceeds $t$: $v(C) = 1$ if $\sum_{i \in C} w_i \geq t$ and otherwise $v(C) = 0$. We denote the WVG over the $n$ agents with weights $w_1, w_2, \ldots, w_n$ and threshold $t$ as $[w_1, w_2, \ldots, w_n; t]$. Given a coalition $C \subseteq I$ we denote $w(C) = \sum_{i \in C} w_i$. Game theory provides solutions that define how the participants might distribute the gains. An imputation $(p_1, \ldots, p_n)$ is a division of the gains, where $p_i \in \mathbb{R}$ and $\sum_{i=1}^{n} p_i = v(I)$. The value $p_i$ is the payoff of agent $i$, and a coalition’s payoff is $C = p(C) = \sum_{i \in C} p_i$. The Shapley value is an imputation fulfilling certain fairness axioms [8]. We denote by $\pi$ a permutation of the agents, by $H$ the set of all such permutations and by $S_{\pi}(i)$ the predecessors of $i$ in $\pi$. The Shapley value of a game $\Gamma$ is $sh(\Gamma) = (sh_1(\Gamma), \ldots, sh_n(\Gamma))$ where $sh_i(\Gamma) = \frac{1}{n!} \sum_{\pi \in H} [v(\pi(S_{\pi}(i)) \cup \{i\}) - v(S_{\pi}(i))]$.

“Rip-off” is an online instance of a WVG played by humans. Similarly to a WVG $[w_1, w_2, \ldots, w_n; t]$ where $C \subseteq I$ wins if $\sum_{i \in C} w_i \geq t$, in “Rip-off” each player $i \in I$ is endowed with a fixed random weight $0 \leq w_i \leq 1$ and a “desired-share” $0 \leq s_i \leq 1$ which is specified by the player. The share represents the amount the player would win if she is part of the winning coalition when the game ends. Thus, players wish to have the highest possible share. However, the winning coalition is entitled to £1 in total, to be shared among all the members of the winning coalition. Each “Rip-off” player sees the entire board, which includes the weight, desired payoff and current team number of each player. There are as many teams as there are players. All players who choose the same team number are considered
as part of a single coalition. Given a team j, we denote the players whose current choice is team j as Cj ⊆ I. A coalition Cj ⊆ I is successful if the sum of the weights of its players exceeds the threshold t = 1, i.e., w(Cj) = ∑j∈Cj wj ≥ t. A coalition Cj ⊆ I of players is in agreement if the sum of the ‘desired-shares’ of its players is at most £1, i.e., ∑j∈Cj sj ≤ 1. A coalition wins if it is both successful and in agreement. We say that Cj is in the “negotiation phase” if it successful so w(Cj) ≥ 1 but has not yet reached agreement so s(Cj) > 1. More formally, w(Cj) = ∑j∈Cj wj ≥ t and ∑j∈Cj sj ≤ 1. Such a coalition Cj is a winning coalition in the underlying WVG. The player weights are chosen so no player can win the game on their own i.e., for all i, wi < 1. A successful team could potentially win £1, however its players must agree on how to split this reward. To negotiate how to share the reward, each “Rip-off” player i ∈ I chooses a share 0 ≤ si ≤ 1 by entering a number into a text field.

Initial State: The game starts with player i starts in team i, so all players are assigned to different teams. The shares of all players are initialized to 1. Figure 1 shows the initial state for the WVG [0.25, 0.25, 0.4, 0.4, 0.4, 0.25; 1], from the perspective of Player 1. Each player can identify who she is, as the active player is marked with a box. A player can only change her team and share and not those of the other players, but the selections of all players are displayed.

Progress: At any time a player may change her selection of a team, thereby choosing to join a different coalition. A player may also change her share at any time. However, a player is not allowed to join already successful teams.

Termination: The game ends when a winning coalition Cj is formed, i.e., a team which is both successful and in agreement. Upon termination, each player i ∈ Cj in the winning coalition obtains a reward of si. Any agent i ∈ I\Cj obtains a reward of zero, regardless of her share si.

2. RESULTS AND ANALYSIS

We invited 20 volunteers to play “Rip-off”. The participants were divided into 4 groups of 5 participants each. Each group played for 90 minutes and players were awarded the sum of their payoffs through all the games played. We picked games with 9 different weight settings, to cover a broad range of Shapley values. The configurations were chosen uniformly at random for the various games, and the weights were randomly assigned to the players. The “Rip-off” game are directly based on WVGs so one can view their game theoretic solutions as predictions regarding the results of such games.

Not all “Rip-off” players are equally powerful: depending on the weights, some coalitions are winning while others are losing. Players are aware of all the weights and the team selections of other players, although they cannot change them. The Shapley value is considered a powerful tool to analyze a player’s power in such settings, which may not be proportional to her weight. It reflects the fair share each player (weight) should get in a WVG.

One can interpret the Shapley value as the average amount a weight is likely to get over many “Rip-off” games. We denote the set of all weights as W. For each playing group and each board (weight configuration) we logged the total rewards each weight has won, and denote this as tof(w). Given a weight w, its proportional gain is p(w) = tof(w) / tof(wot).

Figure 2 is a scatter plot, showing the relation between a weight’s Shapley value and its proportional gain. An experiment is the session of all the games a single group of 5 human participants played. Each data point represents a single WVG board configuration in an experiment. The x-axis is the Shapley value of the weight and the y-axis is the proportional gains of that weight.

Figure 2: Scatter plot showing correlation between a weights Shapley value and its gains proportion.

Figure 2 shows that the Shapley value is quite accurate as a prediction of a weight’s proportional gains. If it truly predicted the gains, all points should be on the line y = x. The points are indeed close, and the correlation coefficient is 95%. Although the Shapley value was designed as a theoretical tool for fair allocation, it can be a useful tool for predicting human negotiation in “co-operation” settings.

3. REFERENCES

Interfacing a Cognitive Agent Platform with a Virtual World: a Case Study using Second Life

(Extended Abstract)

Surangika Ranathunga  Stephen Cranefield  Martin Purvis

Department of Information Science
University of Otago
Dunedin 9054, New Zealand
{surangika, scranefield, mpurvis}@infoscience.otago.ac.nz

ABSTRACT

Online virtual worlds provide a rich platform for remote human interaction, and are increasingly being used as a simulation platform for multi-agent systems and as a way for software agents to interact with humans. It would therefore be beneficial to provide techniques allowing high-level agent development tools, especially cognitive agent platforms such as belief-desire-intention (BDI) programming frameworks, to be interfaced with virtual worlds. This is not a trivial task as it involves mapping potentially unreliable sensor readings from complex virtual environments to a domain-specific abstract logical model of observed properties and/or events. This paper investigates this problem in the context of agent interactions in a multi-agent system simulated in Second Life. We present a framework which facilitates the connection of any multi-agent platform with Second Life, and demonstrate it in conjunction with the Jason BDI interpreter.
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1. INTRODUCTION

Multi-purpose online virtual worlds provide a sophisticated and convenient simulation platform for testing multi-agent systems and other AI concepts, where software-controlled agents can be made to interact with human-controlled agents. It would therefore be beneficial to provide techniques allowing high-level agent development tools, especially cognitive agent platforms such as belief-desire-intention (BDI) programming frameworks, to be interfaced with virtual worlds.


When interfacing agent platforms with virtual worlds, there are two non-trivial challenges to be addressed: how the agent actions are performed on the virtual environment and how the large volumes of (potentially unreliable) sensor readings from the virtual environment are mapped to a domain-specific abstract logical model of observed properties and/or events, to be used by a multi-agent system.

This paper addresses these challenges in the context of agent interactions in a multi-agent system simulated in the popular multi-purpose virtual world Second Life. The main focus of this paper is on how the potentially unreliable data received by an agent deployed in a Second Life simulation can be processed to create a domain-specific high-level abstract model to be used by the agent’s cognitive modules. In order to accomplish this, we have developed a framework with the use of the LIBOMV client library, and this framework facilitates the connection of any Multiagent framework with Second Life. The main responsibility of the framework is to accurately extract the sensor readings from Second Life, to identify the high-level domain specific information embedded in those low-level data, and finally to convert this information into a form that can be used by the multi-agent system. Here, the latter two aspects have not gained much attention in research related to Second Life.

2. SYSTEM DESIGN

Figure 1 shows how the different components of the system are interfaced with each other. In this paper, we demonstrate our framework in conjunction with the Jason BDI agent development platform [2].

2.1 Interface Between the LIBOMV Client and the Jason Agent

The interface between the LIBOMV client and the Jason agent is facilitated using sockets (denoted by ‘S’ in Figure 1). This decoupling makes it possible to connect any agent platform with the LIBOMV clients. The module that contains LIBOMV clients is capable of handling multiple concurrent LIBOMV clients and socket connections. Therefore if the corresponding multi-agent system is able to create concurrently operating agents, this can easily create a multi-agent simulation inside Second Life. Consequently, the module that contains the Jason platform is designed in such a way that it is capable of handling multiple concurrent instances of socket

1http://secondlife.com
2http://lib.openmetaverse.org/wiki/Main_Page
connections connected to the Jason agents.

2.2 Interface Between the LIBOMV Client and the Second Life Server

Although a LIBOMV client connected to Second Life can extract data from Second Life in a more robust way than using the *Linden Scripting Language* (LSL), it also has several limitations, which affect the accuracy of the extracted sensory readings. Therefore we implemented a combined approach to extract data from Second Life, where a scripted object is attached to the LIBOMV client. Detection of the avatars and objects to be monitored is done at the LIBOMV client side. Identification information for these is then sent to the script. As the script already knows what to be tracked, an efficient, light-weight function can be used to record the position and velocity information instead of the normal LSL sensor functionality. Avatar animation updates are directly captured by the LIBOMV client to make sure animations with short durations (e.g. crying or blowing a kiss) are not missed out. The communication messages (chat exchanged in the public chat channels, instant messages sent to the agent) are also directly captured by the LIBOMV client.

2.3 Data Processing Module

The data processing module consists of three main components; the data pre-processor, the complex event detection module and the data post-processor. The responsibility of the data processing module is to map the received sensor readings from complex Second Life environments to a domain-specific abstract logical model. In essence, it creates snapshots of the system that include low-level data (position and animation information of the avatars and objects) generated in the given Second Life environment in a given unit of time, along with the identified high-level domain-specific information and other contextual information.

In accomplishing this, first the data pre-processor amalgamates the data received from the LSL script and the received updates for avatar animations and communication messages, and creates snapshots of the environment. A snapshot includes the position and velocity information of all the avatars and objects of interest that are valid at a given instant of time, along with avatar animation information. The data pre-processor also deduces the basic high-level information about the avatars and objects, e.g. whether an avatar is moving, and if so, in which direction and the movement type (e.g. walking, running or flying), and whether an avatar is in close proximity to another avatar or an object of interest. Other contextual information such as the location of the avatar or the role it is playing can also be attached to this retrieved information as needed.

These low level data are then sent to the complex event detection module, to identify the high-level domain-specific information embedded in those low-level data. For this, we use an event stream processing engine called Esper.

Finally, the data post-processor converts the processed data into an abstract model to be passed to the connected multi-agent system. The detected low-level and high-level events, along with other context information are grouped into states (a state corresponds to a snapshot of the Second Life environment at a given instant of time) which are represented as a set of propositions. These propositions are sent to the multi-agent system, to be converted to any representation needed by the multi-agent system. For example, in Jason, these are converted to percepts, which are recorded as agent beliefs.

3. CONCLUSION

In this paper we presented a framework that can be used to deploy multiple concurrent agents in complex Second Life simulations, and demonstrated it with the Jason BDI agent development platform. The main focus of this paper was on how the potentially unreliable data received by an agent deployed in a Second Life simulation should be processed to create a domain-specific high-level abstract model to be used by the agent’s cognitive modules. Although there have been some practical implementations of agent societies inside Second Life [1], they have mainly focused on creating Second life simulations specifically for human-agent interaction, rather than trying to integrate agent platforms with the already existing Second Life simulations as we have done. Moreover, we do not see these specific problems have been properly investigated there. On the other hand, the other theoretical proposals that addressed this issue have not been implemented yet [3].

We have successfully tested our framework with Jason agents deployed in the SecondFootball simulation in Second Life, and currently the framework is customized for this simulation. However in the future, we are planning to make the framework more generalized. Further details, discussion and a comparison with related work can be found in the full version of this paper [4].
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ABSTRACT
We show how to generate multi-agent Kripke models from message exchanges. With these models we can analyze the epistemic consequences of a message exchange. One novelty in this approach is that we include the messages in our logical language. This allows us to model messages that mention other messages and agents that reason about messages. Our framework can be used to model a wide range of different communication scenarios.
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1. INTRODUCTION
This paper is a proposal to combine the best of history-based message interpretation, as in [4] and [1], and dynamic epistemic semantics, as in [2, 3].

We model communication between agents by means of message sequences. Here a message is assumed to be a formula sent by one agent to a group of other agents. We assume all communication to be truthful, so all formulas that are sent in messages must be true. We also assume that the communication is reliable, so any message that is sent is also received and immediately read.

We define a logical language containing both messages and epistemic operators. This allows us to reason about what knowledge agents have about the messages themselves. Some interesting examples of communication we can model with our framework are:

Send Communication step consisting of a single message.


Acknowledgement Receipt of a message m can be expressed as (j, m, sm) where j ∈ rm.

Reply Reply to sending of m with reply-contents ψ can be expressed as (j, m ∧ ψ, sm) where j ∈ rm.

Forward Forwarding of m can be expressed as (j, m, k) where j ∈ rm, k /∈ rm.

Bcc A message m with bcc-list {j1, . . . , jn} can be treated as a sequence of messages m, (sm, mj1), . . . , (sm, mn). Each member on the bcc list of m gets a separate message from the sender of m to the effect that message m was sent.

2. FACTUAL COMMUNICATION
Let P be a set of proposition letters. Let N be a finite set of agents.

Definition 1. Let L0 be the language given by ψ and let L be the language given by ϕ in the following construct:

ϕ ::= ψ | ¬ϕ | ϕ ∧ ϕ | [m]φ | [α]ϕ
m ::= (i, ψ, G) where i ∈ G ⊆ N
ψ ::= T | p | m | ¬ψ | ψ ∧ ψ where p ∈ P
α ::= i | ϕ | α; α | α ∪ α | α* where i ∈ N

L0 is propositional logic enriched with factual messages. The formula m expresses that message m was sent at some moment in the past. If m = (i, ψ, G) is a message, we use bm for its body ψ, sm for its sender i, and rm for its recipient set G. The body of a message must be from the basic language L0, so it cannot contain arbitrary L-formulas.

The language L contains an epistemic modality [α]φ which is standard for epistemic logic: [α]φ expresses that agent i knows φ, [∪G∈G α]φ expresses common knowledge in the group G. The message modality [m]φ expresses that immediately after sending message m, φ will hold.

For each formula we define its vocabulary: the set of propositions and messages used in it.

Definition 2 (Vocabulary of ψ).

Vp ::= {p}
Vm ::= {m} ∪ Vbm
V¬ψ ::= Vψ
Vψ1 ∧ ψ2 ::= Vψ1 ∪ Vψ2

We interpret the formulas from L on Kripke models as is standard in epistemic logic. Specifically, [α]φ holds in a
state $s$ of a Kripke model iff for all states $t$ such that there is an $\alpha$-path from $s$ to $t$, $\phi$ holds in $t$.

We need to define the interpretation of our new modality $[m]\phi$. For this purpose, we define a ‘message update’ in the style of [3]. Rather than giving a formal definition, we will give an example to demonstrate our modeling procedure.

Assume $1$ knows (only) about $p$ and $2$ and $3$ have common knowledge about $q$. Suppose $p$ is true and $q$ false. Given that the initial facts only mention $p$ and $q$, we can assume that the initial vocabulary is the set $\{p, q\}$. Our initial Kripke model looks like this:

![Initial Kripke Model](image)

As usual, a link for agent $i$ between two worlds indicates that agent $i$ cannot distinguish the two worlds and does not know which one of them is the case. The grey shading indicates the actual world.

Now message $m\oplus(1, p \lor q, 2)$ gets sent. The first step of processing $m$ is expansion of the model to include $m$ as a new vocabulary element $m$. Now $m$ can be either true or false at each node (true means the message was sent, false means that it was not). If it was sent, then the sender must know its contents. This rules out situations where $m$ is true and $K_1(p \lor q)$ is false, and it gives the following Kripke model:

![Kripke Model After Sending Message](image)

Convention: an $i$ link exists if there is an $i$ path in the picture, so all relations are equivalence relations. Note that the picture represents that no-one knows whether $m$ was actually sent. What we have done is make the awareness of the agents include a new element, the message $m$. Both of the situations $\overline{pqm}$ and $\overline{pq}\overline{m}$ could be true, and this is common knowledge at this stage.

Note that none of the agents learns anything new about the facts of the world. All of them become aware of the existence of a certain message that can be sent or not. Since the message can only be sent in worlds where $1$ knows $p \lor q$, $\overline{pqm}$ and $\overline{pq}\overline{m}$ are ruled out from the set of worlds.

Now the epistemic effect of the actual sending of $m$ is three-fold:

- it rules out $\overline{pq}\overline{m}$ from the set of candidates for the actual world;
- it erases accessibility links for $2$ between $p \lor q$ and $\neg(p \lor q)$ worlds, indicating that $2$ has learned from $m$ that $p \lor q$ is true.
- it erases accessibility links for $1$ and $2$ between worlds where the message was sent and worlds where it was not, indicating that $1$ and $2$ now know whether $m$ was sent, but $3$ still does not.

These effects are expressed in the following model, which models the final result of sending $m$:

![Final Kripke Model](image)

Note that $\overline{pq}\overline{m}$ is no longer a candidate for the actual world. Agent $3$ still cannot distinguish situations where $m$ was sent from situations where $m$ was not sent. But as a result of the sending action, $2$ now knows everything there is to know about the vocabulary: that $p$ is true, that $q$ is false, and that $m$ was sent.

If we consider the class of models that are generated in such a way from a sequence of sent messages, then the following axiom is sound:

$$m\oplus(i, \psi, G) \rightarrow \psi$$

This indicates that we are indeed modeling truthful communication.

3. CURRENT AND FURTHER WORK

We have found a sound and complete axiomatisation of our language using reduction axioms in the style of [3].

We are also considering an extension with messages containing any formula of $L$, not just $L_0$. This would allow the agents to send messages containing information like "Alice does not know that Bob sent this message". We are currently working on a sound and complete axiomatisation of this language.

Another extension we are investigating is to lift the restriction to truthful communication and consider the effects of lying.

There could also be a great use of our framework in a distributed setting, where every agent has a local Kripke model expressing his knowledge. We are currently investigating this perspective by tracing the logical connections between the distributed and the global views on communication histories.
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ABSTRACT
We propose a method for using ethnographic field data to substantiate agent-based models for socially-oriented systems. We investigate in-situ use of domestic technologies created to encourage fun between grandparents and grandchildren separated by distance. The field data added an understanding of what intergenerational fun means when imbued with concrete activities. Our contribution is twofold. First, we extend the understanding of agent-oriented concepts by applying them to household interactions. Second, we establish a new method for informing quality goals with field data to enable development of novel applications in the domestic domain.
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1. SOCIAL REQUIREMENTS
Technology can facilitate interpersonal contact in social situations, but that technology is only valuable if it addresses and fulfils the felt needs of people acting in their social environments. Domestic and social goals do not fit well with traditional software engineering methods and processes. Social needs typically include many that are high-level, cognitive, emotional, and hard to measure, such as playfulness, the act of engaging in an activity or expressing feelings. Such socially-oriented requirements are difficult to quantify and measure, and as such, engineering systems to fulfill them is a non-trivial task. Our method is defined to substantiate these high-level quality goals [2] with more meaningful attributes that are obtained from ethnographic data. Ethnographic data can be used to inform system models and to help define socially-oriented requirements [3]. However, ethnographic data does not translate directly into requirements [1]. Themes extracted from ethnographic data are not limited to functionality; that is, it is not what users actually want. Therefore a problem occurs when we want to inform models with rich field data: the ethnographic data is a bottom-up view of the domain, while system models are typically derived top-down (albeit iteratively). Development tools typically deal best with clearly defined, hierarchical goals that endure over time while the field researchers’ focus is on the current and complex lives of people. Consequently there are gaps and disconnections that have to be made up in the design process. Our work defines a method for closing the gap between ethnographic data and agent-oriented models via the use of quality goals. Agent-oriented models are suitable for modelling the social domain because they represent the goals and motivations of individuals using everyday language.

2. QUALITY GOALS
Technologies for strengthening bonds within separated families must fulfill hard-to-define and complex quality goals. In our requirements elicitation process, we seek complexity reduction without losing the richness of the social concepts themselves while generating models that can be implemented into technologies. High-level quality goals can be used as such a descriptive complexity reduction mechanism.

High-level goals associated with activities can act as a point of reference for discussing the usefulness of design alternatives to achieve these goals instead of a decomposition into single requirements. To this end, we suggest that quality goals are a necessary part of the abstraction process because they can be used to represent a set of goals comprising the kinds of complex social concepts that are present in field data. Our research builds on the work of Sterling and Taveter [2]. Their motivation models contain goals and quality goals that can be connected using arcs, which indicate relationships between them. Here we look more closely into quality goals describing the essence of intergenerational activities. The motivation model for intergenerational fun contains the goals play, gift, show & tell, look & listen and the quality goals show presence, share fun and show affection.

2.1 Substantiating quality goals via field data
The success of a design in achieving its goals can really only be investigated after implementation. Therefore we started with building a set of “lightweight” technologies that focus on certain goals of the model such as gifting. For example the “electronic Magic Box” allowed the sending of a treasure box that could be
filled with photographs and messages. The box was hidden in a forest and a maze had to be solved by the recipient in order to open the box. The applications were installed in three family homes between three and six weeks over a period of four months. The technology probe data collected for example with the Electronic magic box application included 102 boxes (electronic letters and photographs), time stamps for all messages and seven interviews about the application use.

The data was analysed focusing on the quality goals as over-arching themes. We investigated and evaluated the activities and interactions and not the technology per se. On the goal model level we do not prescribe how to use specific technologies and independent of one concrete implementation. This procedure enabled us to find sub-themes for all of the quality goals and therefore to learn more about each goal in the light of typical activities between grandparents and grandchildren. This analytic procedure helped us to keep the focus on the human needs with the technology as mediator tying them back to the motivation model. We avoid the risk of focusing on the technology as our aim is not to create a finalised technology, but implementations that support us in further investigating the social requirements themselves. Even further this analysis evaluated our existing understanding in looking for examples for “this was fun” or “this was not fun”. The sub-themes that emerged from our data analysis were organised into quality clouds, as shown in Figure 1 for the quality goal show affection. The quality clouds consist of one quality goal with associated qualities factored around. The quality clouds can be seen as an abstract representation of field data into which we are able to zoom into the associated quality goal more closely. Each sub-quality of a main quality goal is briefly described and directly linked to the respective quotations in the interview data. Certain value sets we discovered have so far been marginalised such as disclosing weaknesses and laughing about them or the demonstration of grief and openly sharing it with a loved one. In one instance the grandmother does not try to brush the child’s grief about the loss of the loved dog away with some happy comment, but she honestly acknowledges that this is indeed sad.

Figure 1. Quality cloud for the quality goal show affection.

We also permitted new main quality goals to emerge, and hence allow changes to our overall goal model. For example qualities emerging that we could not group with our existing quality goals were themes surrounding the technology use itself - still explicitly described as fun. The new quality goal that emerge is build up confidence with sub-themes such as mastering the technology and showing off.

2.2 From quality goals to design requirements

The quality representations of the field data helped to formulate high-level requirements for a design of a more complex and refined technology concept for grandparents-grandchildren interactions that we are currently building. For example requirements are influenced by the new quality goal. Building confidence is part of the intergenerational interaction and it has implications on how the technology should be designed: not put everything in an application at once, because it scares the grandparents away. We now maintain simple screen views and a layered application instead of one packed with functionality.

Another important insight was discovering “the other side of fun”. According to our results, the dealing with these kinds of emotions is just as important for a strong tie relationship as demonstrating love, play together and laugh about a joke. It is no contradiction that technologies for intergenerational fun also allow and even aim for activities that deal with aspects we would normally avoid to show openly.

3. BENEFITS OF OUR APPROACH

We experienced many practical benefits of this interleaved process and information exchange between the field data and the agent-oriented models. The standard software engineering process is a top down process. We used the high-level structured view – the quality goals – as a lens to analyse the bottom-up field data in a top-down manner. We changed the model as we found new qualities and learnt about existing quality goals. We matched the two different perspectives of top-down and bottom-up. The two processes overlap and inform each other and demonstrate to what extent the gap was closed appropriately and where we still have to achieve a better match.

Quality goals allow a focus on understanding the reasons why people do things or the essence of a relationship rather than describing a physical action. With the quality clouds, we were creating a set of new testing artefacts for lightweight evaluation. They were useful in the process to validate associations between activities and high-level goals and evaluate the degree of the match between the two. The proposed method helped us to substantiate quality goals for social interactions for the development of meaningful domestic technologies, helping us to bridge the gap between the agent-oriented models, and the ethnographic data. The main features of our approach are:

-Use of agent-oriented models with a focus on quality goals.
-The implementation of lean, but focused technologies.
-Iterative exploration and discussion of social requirements.
-Lightweight evaluation of quality goals in ethnographic studies.
-Analysis of quality goals and creation of quality clouds.
-Refining user needs and eliciting socially-oriented requirements.
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ABSTRACT
The environment is an essential component of multi-agent systems, which is often used to coordinate the behaviour of individual agents. Recently many programming languages have been proposed to facilitate the implementation of such environments. This extended abstract is motivated by the emerging programming languages that are designed to implement environments in terms of normative concepts such as norms and sanctions. We propose a formal analysis of normative environment programs from a mechanism design perspective. By doing this we aim at relating normative environment programs to mechanism design, setting the stage for studying formal properties of these programs such as whether a set of norms implements a specific social choice function in a specific equilibria.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—Multiagent Systems; I.2.4 [Artificial Intelligence]: Knowledge Representation Formalisms and Methods—Modal logic

General Terms
Theory, Verification, Languages
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1. INTRODUCTION
The overall objectives of multi-agent systems can be ensured by coordinating the behaviors of individual agents and their interactions. Existing approaches advocate the use of exogenous normative environments and organisational models to regulate the agents’ behaviors and interactions \[4, 5, 7\]. Norm-based environments regulate the behavior of individual agents in terms of norms being enforced by means of regimentation and sanctioning mechanisms. Generally speaking, the social and normative perspective is conceived as a way to make the development and maintenance of multi-agent systems easier to manage, e.g., AMELI \[4\] and Moise+ \[6\].

This extended abstract departs from the normative environment programming perspective and proposes a formal analysis of normative environment programs by relating them to concurrent game structures (a well-known model used for modelling multi-agent systems) \[2\] and mechanism design. In our view, normative environment programs can be modelled as concurrent game structures where possible paths in game structures denote possible execution traces of the corresponding normative environment programs. This relation would set the stage for studying formal properties of normative environments such as whether a set of norms implements specific choice functions in specific equilibria. This also allows, for example, to analyse whether groups of agents are willing to obey the rules specified by a normative system. Such a formal analysis is closely related to the work presented in \[1, 11\], where norms are modelled by the deactivation of transitions, and the work presented in \[9, 10\], where social laws were proposed to be used in computer science to control agents’ behaviours.

2. NORMATIVE PROGRAMS
The general setting of our programming framework is as follows. A normative multi-agent program consists of a normative environment program and a set of agents programs that when executed perform actions in the normative environment. In this framework, the programmed agents may or may not have access to the specified norms in the environment, their actions are performed simultaneously, and the actions’ outcomes are determined by the normative environment programs.

We are interested in programming languages which are designed to implement normative environments in terms of norms and sanctions. These languages often provide programming constructs to specify 1) the (initial) state of an environment, 2) the outcomes of the agents’ actions, and 3) norms and sanctions. The interpreter of such languages is based on a cyclic process that continuously monitors the agents’ (observable) actions, determines the outcome of the actions, and imposes norms and sanction if necessary. Intuitively, the performance of agents’ actions will change the environment state and possibly cause a violation of some specified norms. Imposing sanctions may in turn modify the environment state, which can be considered as a way to bring the violated state of the environment back to an optimal one. It is important to note that possible executions of a normative environment program depend on the agents’
actions and the interpreter of a normative environment programming language which selects an execution path among all possible ones. In order to relate the execution models of such normative environment programs to mechanism design and study their formal properties, the normative environment programming languages are required to have formal (operational) semantics. A candidate for such a normative environment programming language is 2OPL [3].

3. NORMATIVE MECHANISM DESIGN

We propose to use concurrent game structures [2] as abstraction and as a formal model of normative environment programs. In such models it is assumed that all agents execute their actions synchronously. A combination of actions together with the current environment state determines the next state of the environment. An environment and a concurrent game structure are considered equivalent if the set of environment program executions coincides with the set of paths in the concurrent game structure. As program executions and paths are considered as the semantics of both normative environments and concurrent game structures, it is very natural to consider agents’ preferences as relations on the sets of executions. In this way, an agent prefers some executions over others.

In social choice theory a social choice function assigns outcomes to given preference profiles (cf. e.g.[8]), where a preference profile consists of one preference for each participating agent. The task of a social choice function is to determine an outcome with respect to the preference profile. Various natural requirements are imposed on the social choice function in order to ensure e.g. fairness.

Mechanism design is concerned with creating a protocol or a set of standards for behaviours such that the outcome agrees with a social choice function provided that agents behave rationally—in some sense—according to their preferences. In game theoretic terms behaving rationally means to act according to some solution concept (e.g. the concept of Nash equilibria). If such a mechanism exists it is said that the mechanism implements the social choice function in an equilibrium (e.g., Nash equilibrium).

We define a normative behaviour function as a social choice function that assigns a set of “desired” environment executions to each preference profile. We refer to the outcomes as the normative behaviours wrt a specific preference profile. As a consequence, the aim of normative mechanism design is to come up with a normative mechanism or a normative environment program which imposes norms and sanctions based on the performed agents’ actions such that agents—again following some rationality criterion according to their preferences—behave in such a way that the system executions stay within the normative outcome. Given an environment program and its corresponding concurrent game structure we are interested in the following question: Can we specify a set of norms and sanctions such that extending the environment programs with the norms and sanctions implements a normative behaviour function in an equilibrium (e.g. dominant or Nash)?

As said before, our work is closely related to [1, 11]. In the former, labelled Kripke structures are considered as models supposing that each agent controls some transitions. A norm is then considered as the deactivation of specific transitions. The main difference to our work is that adding norms and sanctions to an environment program in our framework can also “activate” new transitions in the underlying environment execution model. This is because the activation of transitions in our framework does depend on actions’ pre- and postconditions.

4. CONCLUSIONS

In this extended abstract we are proposing normative mechanism design as a formal tool for analysing normative environment programs. We have argued how one can abstract from such programs and then apply methods from mechanism design to verify whether the restrictions imposed on the program agree with the behaviour the designer expects. More precisely, we have introduced normative behaviour functions for representing the “ideal” behaviour of the system with respect to different sets of agents’ preferences. The latter has enabled us to apply concepts from game theory to identify agents’ rational behaviour. These ideas can now be used to verify whether a programmed normative environment is sufficient to motivate agents to act in such a way that the behaviour described by the normative behaviour function is met.
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1. INTRODUCTION
Westin [5] defined privacy as a “personal adjustment process” in which individuals balance “the desire for privacy with the desire for disclosure and communication”. Westin proposed his definition for privacy long before the explosive growth of the Internet. As far as we are concerned, it also applies to autonomous agents that engage in online interactions that require the disclosure of their principals’ personal data attributes (PDAs). Agents, then, need to incorporate self-disclosure decision-making mechanisms allowing them to autonomously decide whether disclosing PDAs to other agents is acceptable or not.

Current self-disclosure decision-making mechanisms are usually based on a privacy-utility tradeoff ([2]). This tradeoff considers the direct benefit of disclosing a PDA and the privacy loss it may cause. There are many cases where the direct benefit of disclosing PDAs is not known in advance. This is the case in human relationships, where the disclosure of PDAs in fact plays a crucial role in the building of these relationships [1]. In such environments, the privacy-utility tradeoff is not appropriate and other more social approaches are needed. We present a self-disclosure decision-making mechanism based on what we call the privacy-intimacy tradeoff. This tradeoff considers the increase in intimacy to another agent rather than considering a direct benefit when disclosing a PDA.

2. UNCERTAIN AGENT IDENTITIES
We assume a Multiagent System composed of a set of intelligent autonomous agents $Ag = \{a_1, \ldots, a_M\}$ that interact with one another through message exchanges. Agents in $Ag$ are described using the same finite set of PDAs, $A = \{a_1, \ldots, a_N\}$. Each PDA $a \in A$ has a finite domain of possible values $V_a = \{v_1, \ldots, v_{K_a}\}$.

Definition 1. Given a set of PDAs $A = \{a_1, \ldots, a_N\}$, each one with domain $V_a = \{v_1, \ldots, v_{K_a}\}$, an uncertain agent identity (UAI), $I = \{P_1, \ldots, P_N\}$ is a set of discrete probability distributions $P_i$ over the values $V_a$ of each PDA $a_i$.

We thus denote $P_a$ as the probability distribution of $a$ over $V_a$ and $p_a(\cdot)$ as its probability mass function, so that $p_a(v)$ is the probability for the value of $a$ being equal to $v \in V_a$.

An agent $\alpha \in Ag$ manages its own UAI and two UAI$s$ associated to each agent $\beta \in Ag \setminus \{\alpha\}$. We will refer to the UAI of an agent $\alpha$ as $I_\alpha$. We denote $I_{\alpha,\beta}$ as the UAI that $\alpha$ believes that $\beta$ has, i.e., what $\alpha$ knows (or thinks it knows) about $I_\beta$. Finally, we denote $I_{\alpha,\beta,\gamma}$ as the UAI that $\alpha$ believes that $\beta$ believes that $\gamma$ has. This UAI is crucial for an agent $\alpha$ to model what agent $\beta$ may know about its own UAI $I_\alpha$ for measuring privacy loss.

2.1 Uncertainty Measures
An agent needs to measure how much uncertainty there is in the probability distribution of a PDA. Taking into account this uncertainty, the agent may decide, for instance, whether to take specific actions to reduce this uncertainty under a desired threshold or not. A well-known measure of the uncertainty in a probability distribution is Shannon entropy:

$$H(P_a) = -\sum_{v \in V_a} p_a(v) \log_2 p_a(v)$$  \hspace{1cm} (1)

A method for aggregating the uncertainties of all of the probability distributions in an UAI is needed. In this paper,
we use a simple computational method that is the mean of the uncertainties in each of the probability distributions in an UAI:

\[ H(I) = \frac{1}{|A|} \sum_{a \in A} H(P_a) \]  

(2)

With this measure an agent is able to know how certain it is about an UAI. We assume that at initialization time the entropy of an UAI \( I \) is the highest possible, i.e., the uncertainty in \( I \) will decrease as the agent obtains more information related to the PDAs being modeled.

2.2 Updating UAIAs

UAIAs are supposed to be dynamic, i.e., they may change as time goes by. These changes will potentially reduce the uncertainty in an UAI. An agent \( \alpha \) may update the UAIAs that it manages as it gets more information about the probability distributions for the PDAs in these UAIAs. PDA values are private to each agent. We assume that \( \alpha \) discloses its PDA values for \( \alpha \) to \( \beta \) by sending a message \( \mu = \langle \alpha, \beta, \langle \alpha, a, P_a \rangle \rangle \), where \( \alpha \) represents the sender, \( \beta \) represents the receiver, and \( \langle \alpha, a, P_a \rangle \) represents the claim “the probability distribution for the PDA \( a \) of \( \alpha \) is \( P_a \).

UAIAs are updated with the disclosures that agents carry out. The update process of an UAI has two steps: (i) updating the probability distribution of the PDA being disclosed; and (ii) inferring updates of probability distributions of other PDAs based on the PDA being disclosed and other information already known. We denote that an UAI \( I \) is updated with a message \( \mu \) as \( I^\mu \). Moreover, we denote that an UAI \( I \) is updated sequentially and in order considering a tuple of messages \( M = (\mu_1, \ldots, \mu_P) \) as \( I^M \).

Details about the updating process are obviated due to space restrictions.

3. INTIMACY

According to [3], intimate human partners have extensive personal information about each other. They usually share information about their PDAs, including preferences, feelings, and desires that they do not reveal to most of the other people they know. Indeed, self-disclosure and partner disclosure of PDAs play an important role in the development of intimacy[1].

Definition 2. Given an UAI \( I \) and a message \( \mu \), the information gain of message \( \mu \) is:

\[ I(I, \mu) = H(I) - H(I^\mu) \]  

(3)

Definition 3. Given an UAI \( I \) and a tuple of messages \( M \), the information gain of \( M \) is:

\[ I(I, M) = H(I) - H(I^M) \]  

(4)

Sierra and Debenham [4] defined the intimacy between \( \alpha \) and \( \beta \) considering the amount of information that \( \alpha \) knows about \( \beta \) and vice versa. We adapt this definition for the case of UAIAs. Thus, we define intimacy as follows.

Definition 4. Given the UAIAs \( I_{\alpha, \beta} \) and \( I_{\beta, \alpha} \), a tuple of messages \( M \) from \( \beta \) to \( \alpha \) and a tuple of messages \( M' \) from \( \alpha \) to \( \beta \), the intimacy between \( \alpha \) and \( \beta \) is:

\[ I_{\alpha, \beta} = I(I_{\alpha, \beta}, M) \oplus I(I_{\beta, \alpha}, M') \]  

(5)

Where \( \oplus \) is an appropriate aggregation function.

4. PRIVACY LOSS

Disclosure PDAs always comes at a loss of privacy because personal information is made known. Therefore, it is crucial for agents to estimate the privacy loss that a disclosure may imply before deciding whether they actually carry it out.

Agent \( \alpha \) may estimate (from its point of view) the extent to which \( \beta \) knows \( I_{\alpha} \) by measuring the distance between \( I_{\alpha} \) and \( I_{\beta, \alpha} \). Agent \( \alpha \) can calculate this distance by measuring the Kullback-Leibler divergence between each probability distribution for each PDA in these UAIAs.

Definition 5. Given two agents \( \alpha \) and \( \beta \), the message \( \mu \), and considering \( Q_a \in I_{\alpha, \beta, \alpha}, Q_a' \in I_{\alpha, \beta, \alpha}^\mu \) and \( P_a \in I_{\alpha} \), the privacy loss for agent \( \alpha \) if it sends \( \mu \) to agent \( \beta \) is:

\[ I(I_{\alpha, \beta, \alpha}, \mu) = \sum_{a \in A} w_\alpha(a) \cdot KL(Q_a || P_a) - KL(Q_a' || P_a) \]  

(6)

\( KL(\cdot) \) is the Kullback-Leibler divergence. \( w_\alpha(\cdot) \) is the sensitivity function for agent \( \alpha \) that is defined as \( w_\alpha : A \rightarrow [0, 1] \), such that \( w_\alpha(a) \) is the subjective valuation that \( \alpha \) attaches to the sensitivity for disclosing \( a \).

5. DECISION MAKING

We consider the estimation of intimacy gain between two agents and the privacy loss. To estimate the increase in intimacy that the sending of a message \( \mu \) may cause between \( \alpha \) and \( \beta \), we consider the information gain of \( \mu \), i.e., \( I(I_{\alpha, \beta}, \mu) \). We consider that \( I(I_{\alpha, \beta}, \nu) \) also acts as an estimation for \( I(I_{\alpha, \beta}, \nu) \), considering \( \nu \) as a future message received by \( \alpha \) from \( \beta \) as the reciprocation to \( \mu \). Then, \( \alpha \) estimates that after sending \( \mu \) to \( \beta \) and receiving \( \nu \) from \( \beta \), \( Y_{\alpha, \beta} \approx I(I_{\alpha, \beta}, \mu) \oplus I(I_{\alpha, \beta}, \nu) \). This assumption is grounded on the disclosure reciprocity phenomenon [1].

Disclosure PDAs always comes at a privacy loss. Then, \( \alpha \) may choose to disclose a PDA that maximizes the estimation of the increase in intimacy while at the same time minimizing the privacy loss.
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1. INTRODUCTION

The conventional understanding of regulated open MAS presumes the existence of autonomous rational agents that are subject to some explicit conventions that regulate their behaviour. Of special interest are those systems where conventions may be understood as norms and agents may decide whether to comply with those that are in force at any given time. In this paper we look into that problem, not from the normative system designer’s perspective but from that of the individual agent who faces the dilemma. We propose an architecture for agents whose deliberations are aware of those norms that currently apply to them.

The main topic addressed by this paper is the problem of making decisions about violating or obeying norms. Specifically, a reasoning process for making decisions about norm compliance is proposed. This mechanism has been applied in a Normative BDI Architecture (or n-BDI for short) [2]. The n-BDI proposal is an extension of a Multi-Context Graded BDI architecture [1] with an explicit representation of norms.

2. NORMATIVE MULTI-CONTEXT GRADED BDI ARCHITECTURE (N-BDI)

A logical multi-context system [3] is defined as a set of interconnected contexts. Each context has its own language and, typically, a modal logical system with axioms and inference rules. Contexts are connected through bridge inference rules whose premises and conclusions belong to different contexts. It is assumed that logical multi-context systems have computational implementations. The n-BDI architecture for norm aware agents that we propose (detailed in [2]) is formed by (see Figure 1):

![Figure 1: The n-BDI Architecture](image)

1. Mental contexts that characterize beliefs (BC), intentions (IC), and desires (DC). Following [1], they are defined with propositional graded modal logics for
representing degrees of certainty, desirability, or intentionality of mental predicates.

2. We assume two functional contexts (also based on [1]) the Planner Context (PC), which allows agents to decide the set of actions that will be attempted according to their desires; and the Communication Context (CC), which communicates agents with their environment.

3. Finally, we include two normative contexts that allow agents to reason about an explicit representation of norms that are relevant for their actions [2]:

- **Norm Acquisition Context** (NAC). It updates the set of norms that are in force at a given moment, i.e. the legislation the agent is subject to. Specifically, the NAC receives information from the environment (observed and communicated facts), determines if that information is a norm that regulates his own behaviour and updates, accordingly, his existing set of norms.

- **Norm Compliance Context** (NCC). This is the component responsible for reasoning about the set of norms that hold at a specific moment. It determines those norms whose activation conditions are met. In this sense, the NAC contains all the abstract norms that are in force, whereas the NCC only contains those norm instances that are active in the current situation.

3. **REASONING PROCESS IN THE N-BDI ARCHITECTURE**

The n-BDI architecture described in [2] allows agents to have an explicit representation of norms. Thus, agents are capable of detecting the activation of norms and selecting those plans that comply with active norms. However, a norm-aware agent may decide whether to comply with a norm or not. In this work we propose a coherence-based mechanism to enable such an agent to make that decision. Namely, this paper proposes carrying out the reasoning process in the n-BDI architecture in three steps:

**Step 1. Norm-based Expansion.** This first step consists in extending the agent’s theory of mental propositions with those norms that become active as well as those norms that become inactive. In other words, this step creates a state of mind where the agent is to fulfill all applicable norms. The norm-based expansion process is made up of two phases: (i) **NCC update**, i.e., when the activation conditions of a norm in the NAC hold, the abstract norm is instantiated and included in the NCC; likewise, when a termination condition is satisfied, the norm instance is removed from NCC; and (ii) **norm internalization**, where norms, currently in NCC, are propagated through bridge rules to the agent’s mental and functional contexts. Notice that the updating of NCC is the agent’s truthful understanding of the norms that are objectively applicable to him. The consequences of applicable norms are propagated to the agent’s mental and functional contexts (internalized) every time NCC is updated because his actions are triggered by his prevalent state of mind. 4

**Step 2. Coherence-based Contraction.** The internalization process just described may produce deontic conflicts within each context. In those cases, the agent needs to address those conflicts so that he may take action. Specifically, our proposal employs coherence as a criterion for determining which propositions (both mental and normative) must be removed to resolve those conflicts. In fact, we use coherence to face three different problems: (i) deliberating about the coherence of desires in view of applicable norms; (ii) determining degrees of coherence in states with normative conflicts; and (iii) in each context, choose a subset of maximal coherence to resolve normative conflicts. Actually, the coherence-based contraction algorithm takes into account the following: (i) the beliefs that sustain the activation of norms and other beliefs that explain or contradict them; (ii) the norm instances and the conflict relationships among them; and (iii) the evaluation of the main goals as well as other goals that potentially facilitate them.

**Step 3. Decision Making.** Finally, intentions are generated by considering plans that achieve those desires belonging to the coherence maximizing set. These intentions will determine the next action to be performed by the agent. For the key decision of norm compliance, we will profit from Joseph’s proposal [4] to enable n-BDI agents to choose the propositions that maximize the coherence of the context. 2
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ABSTRACT

We discuss the emergence of social norms for efficiently resolving conflict situations through reinforcement learning and investigate the features of the emergent norms, where conflict situations can be expressed by non-cooperative payoff matrix and will remain if they fail to resolve the conflicts.
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1. INTRODUCTION

Facilitation of coordination and conflict resolution is an important issue in multi-agent systems. One method to cope with these problems is to use social laws or social norms that all agents are expected to follow. In this paper, we discuss whether the conventions which are the special form of norms can emerge by reinforcement learning and based on the payoff matrices that characterize the participating agents.

There are a number of studies on learning-based norm emergence such as in [2, 3], where agents individually learn, through interactions with others, the identical conventions that maximize their payoffs. For example, [2], uses coordination games that have simple but multiple equilibria, whereby all agents evolve a policy to select one of the equilibria.

On the other hand, our research concerns competitive or conflicting situations that can be expressed as a two-player game. In addition, the game is iterated if the agents fail to resolve the situation. Thus, agents want to make the society more efficient by using norms.


The aim of this paper is to investigate the question of whether norms that lead efficient conflict resolutions in the society emerge as a result of reinforcement learning. Although agents act and learn according to their own payoff matrices, they may have different matrices in each experiment; thus, the average payoffs that all the agents gain can’t be compared with each other. Some agents cannot take the obvious best action that may lead to zero or negative payoffs because of conflicts. However, by taking a less than best action, they may be able to create an efficient society and, as the result, yield better payoffs in the end. In such situations, we want to investigate how changing the agent type affects norm emergence and the efficiency of the resulting societies. Our results indicate that agents having explicit orders of actions can evolve stable social norms, whereas those that are not willing to give the other an advantage (negative payoffs) cannot evolve stable norms.

2. MODEL AND PROBLEM

2.1 Narrow Road Game in Agent Society

We consider a modified version of the narrow road game (MNR game) [1] in which car agents encounter the situation shown in Fig. 1. This is a two-player game, more precisely a sort of Markov game, expressed by the following payoff matrix where the agents take one of two actions, p (proceed) or s (stay):

\[
\begin{matrix}
p & s \\
\begin{matrix}
p & -5 & 3 \\
-s & -0.5 & 0 \\
\end{matrix}
\end{matrix}
\] (M1)

The agents having matrix (M1) receives −5 (maximum penalty) if their action is (p, p) because they have to go back to escape the deadlock. However, (s, s) does not induce any benefit or
penalty because no progress occurs (later, we introduce a small penalty for \((s, s)\)).

We consider that agents in two parties \(A_L\) and \(A_R\), which are the disjoint sets of agents, play the MNR game. We also assume that \(A = A_L \cup A_R\) is the society of agents. The two-lane road, as shown in Fig. 2, is one in which agents in \(A_L\) \((A_R)\) move forward in the left (right) lane. The road has a number of narrow parts where left and right lanes converge into one. In this environment, two agents \(a^L_j \in A_L\) and \(a^R_j \in A_R\) play the narrow-road game when they are on either side of a narrow part. We assume that this road has a ring structure.

### 2.2 Emergence of Norms and Payoff Matrices

We investigated how agents learn the norms for the MNR games by reinforcement learning and how their society becomes more efficient as a result of the emergent norms. We expect that the consistent joint norm in agents in \(A_L\) (or \(A_R\)) emerges.

To introduce some kinds of agents in this game, we define addition four payoff matrices that characterize the agents:

\[
(M2) \quad \text{Moderate} \quad M \quad \text{Selfish} \\
\begin{pmatrix}
-5 & 3 \\
0.5 & 0
\end{pmatrix} \quad \begin{pmatrix}
-5 & 3 \\
-0.5 & -0.5
\end{pmatrix}
\]

\[
(M4) \quad \text{Generous} \quad M \quad \text{Self-centered} \\
\begin{pmatrix}
-5 & 3 \\
3 & -0.5
\end{pmatrix} \quad \begin{pmatrix}
-5 & 3 \\
-5 & -0.5
\end{pmatrix}
\]

Note that we call an agent characterized by matrix \(M1\) normal. An agent has only one payoff matrix.

Matrix \(M2\) characterizes a moderate agent whose payoff of \((s, p)\) is 0.5 (positive); it may be able to proceed the next time. The selfish (or self-interested) agent is characterized by \(M3\) which has a positive payoff only when it can proceed the next time. (Joint action \((s, s)\) also induces a small penalty because it is the waste of time). The generous agent defined by \(M4\) does not mind if its adversary proceeds first (it can proceed the next time if the game is over). This matrix defines the coordination game and has two obvious equilibria. [2] if this is not a Markov game. The self-centered agent characterized by \(M5\) is only satisfied when it can proceed and is very unhappy if the adversary goes ahead. Matrix \(M5\) has the obvious best action \(p\) if the game is not iterative.

### 3. EXPERIMENT – IMPROVEMENT OF SOCIAL EFFICIENCY

We assume that the populations of both parties \(|A_L|\) and \(|A_R|\) are 20, the road length \(l\) is 100 and there are four narrow parts along the road (the positions are random). All agents in \(A_L\) \((A_R)\) are randomly placed on the left (right) lane except the narrow parts. The data shown in this paper are the average values of 1000 trials.

We examine a number of cases, but here we will show the result when the society consists of homogeneous agents. We compared the average go-round times (AGRT) of the societies, where go-round time is the time required to come back to the start position. The results are shown in Fig. 3.

![Figure 3: Average go-round time (AGRT).](image)

This figure indicates that the AGRT values become smaller in all societies except the self-centered one. Because a smaller AGRT means that conflicts can be resolved more quickly, we can say that the society become more efficient by reinforcement learning.

### 4. CONCLUDING REMARK

We are interested in the emergence of social norms (conventions) that may incur a certain cost/penalty to a number of agents but are beneficial to the society as a whole. This kind of norm plays a significant role in conflicting situations.

Our results showed that selfish agents, which have a large positive payoff for its own advantage and a small negative payoff for other’s advantage, can evolve stable social norms. However, they cannot evolve norms if they also have a large negative payoff for the adversary’s advantage.
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1. INTRODUCTION

The term Multi-Agent Planning (MAP) refers to any kind of planning in domains in which several independent entities (agents) plan and act together. Recently, a number of attempts have used argumentation to handle the issue of selecting the best actions for an agent to do in a given situation [4]. Particularly, there have been proposals to apply argumentation theory to planning, for dealing with conflicting plans or goals. Most notably, the work in [3] represents a step ahead towards the resolution of a planning problem through argumentation by modeling a planner agent able to reason defeasibly. None of these works, however, apply to a multi-agent scenario except the work in [2] which presents an argumentation-based approach for cooperative agents who discuss plan proposals.

MAP is regarded here as devising a mental process (plan) among several heterogeneous agents which have different capabilities, different (and possibly conflicting) views of the world, and different rationalities. In this paper we present an argumentation-based partial-order planning model that allows agents to solve MAP problems by proposing partial solutions, giving out opinions on the adequacy of these proposals and modifying them to the benefit of the overall process. We adapt the instantiation of an argument scheme and the associated critical questions to a MAP context by following the computational representation of practical argumentation presented in [1].


2. THE MAP FRAMEWORK

A MAP task is a tuple $T = (\mathcal{A}, \mathcal{P}, \mathcal{A}, \mathcal{I}, \mathcal{G}, \mathcal{F})$, where $\mathcal{A}$ is the set of planning agents, $\mathcal{P}$ is a finite set of propositional variables, $\mathcal{A}$ is the set of deterministic actions of the agents’ models, $\mathcal{I}$ is the initial state of the planning task, $\mathcal{G}$ is the set of problem goals and $\mathcal{F}$ is the utility function.

In our model agents interact to design a plan that none of them could have generated individually in most cases. An agent in $\mathcal{A}$ is equipped with three bases $(B, \Theta, PG)$ such that $B$ is the agents’ belief base, $\Theta$ is the agents’ base of actions (planning rules), and $PG$ is a (possibly empty) set of private goals. A literal is a proposition $p$ or a negated proposition $\sim p$. Two literals are contradictory if they are complementary. Agents discuss on the truth value of belief literals and when they reach a consensus the literal becomes an indisputable statement, a fact that is stored in the set commitment store $CS$. An action $a$ is a tuple $(PRE, EFF)$ where $PRE$ is a set of literals representing the preconditions of $a$, and $EFF$ is a consistent set of literals representing the consequences of executing $a$. $PRE$ denotes the set of literals that must hold in a world state $S$ for that $a$ be applicable in this state. Additionally, actions have an associated cost; $cost(a) \in \mathbb{R}_0^+$ is the cost of $a$ in terms of the global utility function $F$. Finally, the problem’s initial state $\mathcal{I}$ is computed as the union of the beliefs of the agents so $\mathcal{I}$ might initially comprise contradictory beliefs.

A partial plan is a triple $\Pi = (\Delta, OR, CL)$, where $\Delta \subseteq A$ is the set of actions in the plan, $OR$ is a set of ordering constraints ($\prec$) on $\Delta$, and $CL$ is a set of causal links over $\Delta$. A partial plan $\Pi$ is a consistent multi-agent plan if for every pair of unequal and unordered actions $a_i$ and $a_j$ that belong to different agents, then $a_i$ and $a_j$ are not conflicting (mutex) actions. An open goal in a partial plan $\Pi = (\Delta, OR, CL)$ is defined as a literal $p$ such that $a_i \in \Delta$, $p \in PRE(a_i)$, and it does not exist a causal link in $CL$ which enforces $p$. openGoals($\Pi$) denotes the set of open goals in $\Pi$. A partial plan $\Pi_i$ is a refinement of another partial plan $\Pi_j$ if and only if $\Delta_i \subseteq \Delta_j$, $OR_i \subseteq OR_j$, $CL_i \subseteq CL_j$, and $\exists p \in openGoals(\Pi_i)/p \notin openGoals(\Pi_j)$.

3. THE ARGUMENTATION PROCESS

We propose here an adaptation of the computational representation of practical argumentation presented in [1] for solving a MAP task. Agents present refinements on the current base plan $\Pi_0$, which initially is the empty plan $\Pi_0$, in the form of an argument scheme to solve one or more of the open goals in $\Pi_0$:
AS  In the current circumstances given by $\Pi_b$, $G$, and $CS$
We should proceed with the partial plan $\Pi_s$
Which will result in a new valid base plan $\Pi_s = \Pi_b \circ \Pi_s$

During this evaluation process, if agents do not agree with
the presumptive argument, they may challenge some of its
elements by presenting critical questions. A critical question
identifies a potential flaw in the argument, so they are used
to attack the argument scheme. Five critical questions in [1]
are adapted to our model to assess the acceptability of the
argument.

Critical questions CQ1: Are the believed circumstances true? and CQ2: Are the circumstances as described possible? are put forward by an attacker agent if the beliefs used by the proponent agent of $\Pi_b$ get in contradiction with his own beliefs. The critical question CQ3: Is the action possible? is used as an attack against the refinement step $\Pi_s$ if $a \in \Delta_s$, $p \in \text{PRE}(a)$, $p \in \text{openGoals}(\Pi_s)$, and, according to the knowledge of the attacker agent, the literal $p$ is an unreachable precondition.

The critical question CQ4: Are the consequences as described possible? is articolated when, according to the beliefs of an agent, there exist two mutex actions in $\Pi_s$. Finally, the attack CQ5: Can the desired goal be realized? occurs when a problem goal, $g \in G$, is still unsupported in $\Pi_s$, i.e. $g \in \text{openGoals}(\Pi_s)$, and the attacker says $g$ is unreachable because there is not a refinement upon $\Pi_s$ for solving $g$.

The undefeated refinements, i.e. the ones which do not receive an attack or the attack is counterattacked by another agent, are considered as accepted arguments and thus as valid refinements. If there are no valid refinements for the current base plan, then a backtracking step is carried out. A backtracking step implies to return to the previous base plan to evaluate and select a different backup refinement. If the current base plan is $\Pi_b$, backtracking leads to an unsolvable MAP task. If $\Pi_s$ is a valid refinement, then the beliefs used in $\Pi_s$ become facts and are stored in $CS$ as they turn out not to be defeated during the argumentation.

Once the argumentation process is finished, we have a set $VR$ of valid refinements. In the next step, agents select the refinement through which to proceed towards the plan construction. In this case, the argument scheme used is:

AS  Given the current base plan $\Pi_b$ and the set $VR$
We should proceed with the partial plan $\Pi_s$
Which will result in a new valid base plan $\Pi_s$
Which realize some subgoals, $SG$, of $\Pi_b$
Which will promote some values $V$

An agent suggests to proceed with the refinement $\Pi_r$ from
the set of valid refinements $VR$, emphasizing the open goals
of the base plan that $\Pi_r$ solves, $SG = \text{openGoals}(\Pi_r) \setminus \text{openGoals}(\Pi_r)$, as well as the values $V$ that $\Pi_r$ promotes. $V$ represents the agent’s preferences like $\text{Uniqueness}$, number of enforced subgoals in $\Pi_r$, which have just one way of being solved; promoting this value decreases the possibility of selecting a wrong refinement; $\text{Selfishness}$, number of private goals solved by $\Pi_r$; $\text{Reliability}$, number of contradictory beliefs discussed during the argumentation along with the number of received attacks; in general, the lower number of attacks, the more reliable $\Pi_r$; $\text{Cost}$, cost of the refinement according to the utility function $F$, plus an estimate of the cost of solving the pending open goals; the lower the cost, the better the solution; and $\text{Participation}$, promotes a more balanced distribution of the plan actions among the agents.

The values $V$ of one same refinement are differently regarded (estimated) by the agents due to their different abilities and knowledge. These differences emphasize the importance of arguing about the advantages and limitations of selecting a particular refinement. Given a refinement $\Pi_r$ from $VR$ proposed by an agent, the rest of agents express their opinion on $\Pi_r$ by articulating some of the following critical questions, and then run a voting process to select the refinement which will be adopted as the next base plan.

Questions CQ5: Are there alternative ways of realizing the same consequences?, CQ6: Are there alternative ways of realizing the same goal?, and CQ7: Are there alternative ways of promoting the same value? state there is an alternative refinement $\Pi_r' \in VR$ with the same degree of accomplishment than $\Pi_r$, and that $\Pi_r'$ is a better choice to reach a solution. Questions CQ8: Does doing the action (refinement) have a side effect which demotes the value?, CQ9: Does doing the action (refinement) have a side effect which demotes some other value? and CQ11: Does doing the action (refinement) reclude some other action which would promote some other value? state a negative opinion on $\Pi_r$ as it is considered would prevent the plan construction from progressing. CQ10: Does doing the action (refinement) promote some other value? states that $\Pi_r$ also promotes other important values $V'$, $V \cap V' = \emptyset$ (this CQ actually represents an additional support to $\Pi_r$). CQ16: Is the value indeed a legitimate value? states the promoted values $V$ are not relevant.

4. CONCLUSIONS

In our proposal agents argue over plan refinements and try to reach an agreement on the presumptively best plan composition for the joint plan. Novelties in our model are the instantiation of the argument scheme to a set of elements rather than to a single action, goal or value, and a sophisticated evaluation of attacking situations able to envisage the future consequences of the agents’ decisions.
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ABSTRACT

Team Coverage Games (TCGs) are a representation of cooperative games, where the value a coalition generates depends on both individual contributions of its members and synergies between them. The synergies are expressed in terms of the importance of the agents in various teams. TCGs model the synergy as a reduction in utility that occurs when team members are missing, causing the team not to achieve its full potential. We focus on the case where the utility reduction incurred is a concave function of the importance of the missing team members and analyze the domain from a computational game theoretic perspective.
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1. INTRODUCTION

Game theory analyzes and provides models for many types of interaction between self-interested agents. Using such analysis to automate such interactions has immediately raised the question of computational complexity. Cooperative games consider coalitions of agents, each capable of achieving a certain utility. This utility is generated by all the coalition’s agents together. Representation languages for cooperative games define the value generated by each coalition.

Cooperative game theory characterizes possible gain distributions through solution concepts, such as the core [5], the least-core and the nucleolus [7]. We suggest a representation for cooperative games called Team Coverage Games (TCGs), where the value a coalition generates depends both on the utility generated by each of its members, and on the coverage of various agent teams. If a team of agents is not covered by a coalition, the value generated by that coalition is reduced, as a function of the importance of the missing team members. We provide algorithms for finding the optimal coalition which generates the highest utility and for computing the core, ε-core and least-core of TCGs. We believe that TCGs can help model many interactions, while allowing tractably computing solutions.

1.1 The Team Coverage Game Model

We propose a model where agents operate in teams, but only achieve their full contribution in the presence of other team members. If members of a team are missing, the agent can only contribute part of the full contribution she makes in the presence of the whole team. TCGs have n agents, I = \{1, 2, ..., n\}, each having an individual (possibly negative) contribution \(u_i\) which it supplies to the coalition.

Given a coalition \(C\), if some agents are missing for a team \(t_j\) (so agents \(T_j \setminus C \neq \emptyset\) of \(t_j\) are missing), the utility is reduced due to the degredation in that team’s performance. This models the utility loss of the coalition due to breaking the well-formed teams. We model this team coverage loss by assigning each member \(i \in T_j\) of the team a weight, \(w_{i,j}\), indicating the agent’s importance to the team \(t_j\). If \(i \notin T_j\) then \(w_{i,j} = 0\). We denote the total weight of a subset \(T' \subseteq T_j\) of team members as \(w(T', t_j) = \sum_{i \in T'} w_{i,j}\), which indicates the total importance of the members of \(T'\) to team \(t_j\). The reduction in utility due to missing members in team \(t_j\) is expressed as a function of the importance of missing members. Note that \(T_j \setminus C\) are the missing members of team \(t_j\) in coalition \(C\). The total importance of the missing members is \(w(T_j \setminus C, t_j)\). We use a team consistency function \(f_j : \mathbb{R} \rightarrow \mathbb{R}\) mapping the total weight (importance) of the missing members to the decrease in the coalition’s utility.

The coalition’s value depends on both its members’ individual contributions and the coverage of teams. Coalition \(C\)’s utility given the teams \(t_1, \ldots, t_k\) is: \(U(C) = \sum_{i \in C} u_i - \sum_{t_j \in T'} f_j(w(T_j \setminus C, t_j))\). We represent any coalition \(C \subseteq I\) of agents using boolean indicator variables \(x_i \in \{0, 1\}, i \in I\), one variable per agent, where \(x_i = 1\) if agent \(i \in C\), and \(x_i = 0\) if \(i \notin C\). Any vector \(\mathbf{x} \in \{0, 1\}^{|I|}\) represents a coalition. The utility of any coalition \(\mathbf{x}\) can be written as: \(U(\mathbf{x}) = \sum_{i \in C} u_i - \sum_{i \notin C} f_j(\sum_{i \in I} w_{i,j}(1 - x_i))\)

We define cardinal and threshold TCGs. In Cardinal TCGs (CTCG) the value of a coalition is simply its utility. In Threshold TCGs (TTCG) a coalition wins if it obtains a util-
ity higher than a threshold $k$, and loses otherwise. A CTCG has the characteristic function $v(C) = U(C)$. A TTCG has the characteristic function (using a fixed threshold $r \in \mathbb{R}$) where $v(C) = 1$ if $U(C) > r$ and otherwise $v(C) = 0$.

We now discuss optimal coalitions and core issues in CTCGs. The problem of finding the coalition with the highest utility is CTCG-OPT-COALITION: Given a TCG $G$, find $C^*$ with highest utility, i.e. a coalition $C^*$ such that for any $C' \neq C^*$ we have $U(C') \leq U(C^*)$. Solving this problem requires finding: $x^* = \arg \max_x \sum_{i \in x} u_i x_i - \sum_{i \in T} f_i \left( \sum_{j \in T} w_{i,j} (1 - x_i) \right)$. We show this problem is generally hard, but tractable for submodular consistency functions.

**Theorem 1** (CTCG-OPT-COALITION is NP-hard). Finding the maximal value coalition $x^*$ is NP-hard for general team consistency functions $f$.

**Theorem 2.** CTCG-OPT-COALITION is polynomially solvable for submodular consistency functions.

Algorithms for minimizing submodular functions have a high complexity. Some submodular functions can be minimized efficiently by solving an ST-Min-Cut problem. In particular, certain forms relying on concave functions can be minimized [6] and Theorem 2 relies on this method.

We now turn to considering core related problems. It is known that the core is non-empty for convex games [8], i.e. games with supermodular functions $v$ satisfying $\forall C \forall v(C) \geq 0$ and $v(\emptyset) = 0$. However, in CTCGs for some coalitions $C$ we might have $v(C) < 0$, and specifically $v(\emptyset)$ can also be negative. We now generalize the result in [8] as follows.

**Theorem 3.** If $v$ is supermodular, $v(\emptyset) \leq 0$ and $v(C^*) = \max_x v(C) \geq 0$ then the core is non-empty.

**Theorem 3.** If $v$ is supermodular, $v(\emptyset) \leq 0$ and $v(C^*) = \max_x v(C) \geq 0$ then the core is non-empty.

We now consider the $\epsilon$-core. The excess of $C$ as $d(C) = v(C) - p(C)$. The CTCG-ME problem is: Given a CTCG, an imputation $p = (p_1, \ldots, p_n)$ and $q \in \mathbb{R}$, test whether $\max_{x \subseteq C} d(C) \leq q$. The TCG-$\epsilon$-CORE-MEMBERHIPS (TCG-ECM) problem is: Given a CTCG $G$, $\epsilon$ and an imputation $p = (p_1, \ldots, p_n)$, test whether $p$ is in the $\epsilon$-core. Theorem 4 shows we can solve TCG-ECM in polynomial time, using a linear program that finds a violated $\epsilon$-core constraint.

**Theorem 4.** CTCG-ME and TCG-ECM are in $P$.

Another important problem is finding an imputation in the $\epsilon$-core. The TCG-$\epsilon$-CORE-FIND-IMPUTATION (TCG-ECFI) problem is: Given a CTCG and $\epsilon$, find an imputation $p = (p_1, \ldots, p_n)$ in the $\epsilon$-core if one exists, or reply that no such imputation exists. We show a tractable algorithm for TCG-ECFI based on the above method for finding the maximal excess coalition, using a technique similar to the one used in [4] for weighted voting games.

**Theorem 5.** TCG-ECFI is in $P$.

Theorem 5 allows finding the least-core, using a binary search on the minimal $\epsilon$ making the $\epsilon$-core non-empty.

We now provide results for the threshold version TCGG, where a coalition wins if its utility is higher than $k$.

**Theorem 6.** In submodular TTCGs, finding vetoers and computing the core are in $P$.

**Theorem 7.** Any problem that is computationally hard for Weighted Voting Games is also hard for TTCGs.

Although TTCGs appear to be similar to CTCGs, the two differ in computational complexity. In CTCGs we can compute the least-core in polynomial time, but in TTCGs even computing the maximal excess is NP-hard. Finding the maximal excess coalition is NP-complete in weighted voting games [4], so hardness follows for TTCGs through Theorem 7. Transforming a TCG to a weighted voting game creates agents with potentially different individual contributions. The maximal excess problem remains hard even in domains with identical individual contribution, and with only pair teams (i.e. each team has at most two agents).

**Theorem 8.** In TTCGs, finding the minimally paid winning coalition for an imputation is NP-hard, even with identical individual contribution and pair teams.

2. CONCLUSIONS AND RELATED WORK

We proposed the Team Coverage Games (TCG) representation. TCGs have some similarities with other game forms, such as classes are based on skills [3, 1]. However, TCGs are a “softer” version of such games replacing “hard” constrains with a “punishment” for missing members. Another somewhat similar analysis is [2]. It studies coalitional stability, but focuses on overlapping coalitions. Several questions are open for future research. First, our analysis has focused on the core and the least-core. It would be interesting to examine other solutions. The relation between TCGs and WVGs allows translating hardness results for WVGs to TTCGs. However, CTCGs do not generalize WVGs so computational results for CTCGs must be derived some other way. Finally, we have relied on submodularity, and it would be interesting to see which results apply to more general settings.
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ABSTRACT
In previous work we [1] and other authors (e.g. [2]) have shown that agent-based systems are successful in optimizing delivery plans of single logistics companies and are meanwhile successfully productive in industry. In this paper we show that agent-based systems are particularly useful to also optimize transport across logistics companies. In inter-company optimization, privacy is of major importance between the otherwise competing companies. Some data has to be treated strictly private like the cost model or the constraint model. Other data like order information has to be shared. However, typically the amount of orders released to other companies has also to be limited. We show that our agent-based approach can be easily fine tuned to trade off privacy against the benefit of cooperation.
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1. INTER-COMPANY TRANSPORT OPTIMIZATION
The problem solved here is a set of dynamic multi-vehicle pickup and delivery problem with soft time windows (dynamic m-PDPSTW) [3, 1]. In a dynamic m-PDPSTW a fleet of vehicles of a logistics company has to transport goods from various pickup locations to various delivery locations within specified time windows that may be missed to some degree and are hence called soft time windows.

Apart from pickup and delivery time constraints, the optimizer has to take other constraints into account like vehicle load and weight constraints, legal drive time regulations or order-vehicle and order-order compatibility. In Cite as: Agent-based Inter-Company Transport Optimization (Extended Abstract), Klaus Dorer, Ingo Schindler and Dominic Greenwood, Proc. of 10th Int. Conf. on Autonomous Agents and Multiagent Systems – Innovative Applications Track (AAMAS 2011). Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1199-1200. Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

inter-company optimization constraints may differ in type or parameterization. Especially, constraints that define a quality of service like the parameters used for defining soft constraints of pickup and delivery times vary. Also some constraints differ in type between companies like some companies enforcing LIFO loading/unloading or enforcing a maximum amount of empty kilometers by constraints. Partnership negotiations before setting up inter-company optimization will include agreements on boundaries of these parameters to assure a certain quality of service.

The goal is to find optimal plans for each fleet of trucks with respect to the costs involved. Two types of cost models are typically distinguished: fix-variable for own vehicles and matrix-based for subcontracted vehicles. Matrix based cost models specify costs classes for each kilometer and loading meter in a matrix. In the context of this paper, two distance classes and thirteen load classes have been used. In inter-company optimization cost models of different companies may vary in type and parameterization. Some logistics companies solely manage own vehicles applying a fix-variable cost model. Others are only subcontracting vehicles or have a mixture of own fleet and subcontractors. In general, the cost parameters used in the above models are different from company to company. In any case, the cost model and specifically the cost parameters are considered strictly confidential. The agents representing the companies have to keep this information private.

2. AGENT DESIGN
Inter-company exchanges require the collaboration of distributed optimization platforms. It is therefore perfectly suitable for an agent-based approach. In our approach, every participating company is running its own local agent system. Cost model and constraints are adjusted to the needs of each company. Local optimization of transport plans can be done by classical planners or by an underlying agent system as described in [1] with the latter having the advantage of just having to add agents. A company optimizer agent (COA) on each local system cares for the interaction with other companies. COAs identify each other through yellow pages. Whenever local optimization is idle, the COA tries to identify orders with bad utility for example by looking at low utilization trucks or the revenue/loss the order produces, to identify orders with bad utility for example by looking at low utilization trucks or the revenue/loss the order produces, if available. Then it checks for a partner company to offer the order for exchange. Companies participating in inter-company exchanges are assumed to be usually competitive (see below) wishing privacy of their data as much as possible. In a competitive setup the only information necessary
to exchange are orders. But companies will also hesitate to offer the whole set of orders to their competitors. Therefore, the company agents have to be able to limit the number of orders sent to balance privacy with the potential for cost savings. This is achieved by introducing a factor $p_c$ that limits the selection of orders to be sent to company $c$ to a subset of $p_c%$ of the orders.

The order is passed to the COA of a partner company to check if an exchange of orders is possible. The agents have to be able to distinguish two types of partnership: competitive and collaborative. In a competitive partnership only exchanges are performed that produce a win-win situation, i.e., both companies have reduced costs after the exchange. Collaborative partnership additionally allows to have win-lose exchanges or order moves, i.e., getting an order without returning another back if the overall costs are reduced. In a competitive partnership, no cost information is necessary to be sent to other companies while in collaborative partnerships cost information is required in order to assure that an order exchange reduces the overall costs of both companies. If COA2 identifies such a possibility to exchange or move orders it suggest it back to COA1. If COA1 accepts they perform the exchange.

### 3. RESULTS

Empirical results are based on real data of two logistics companies operating in Europe. The data included 876 orders of company1 and 2134 orders of company2. Considerable effort was spent to make sure that the resulting plans are executable in real world. Manual plans have been reproduced to reduce differences in the underlying distance maps or cost calculations to a minimum. Resulting plans have been inspected by experienced transport planners.

The available data allowed us to evaluate the cost saving potential of inter-company transport optimization with respect to company type, partnership type and privacy.

In our example company1 has a majority of own trucks while company2 is mainly subcontracting. In order to evaluate the cost saving potential of inter-company exchange between homogenous companies the set of orders and trucks of company2 have been randomly split into two subsets and setup as two separate 'companies'. For the heterogeneous case a subset of 212 orders from company2 have been used to match the region and time slots of company1’s orders. In both setups the type of partnership was competitive and privacy set to be not limited. Table 1 shows the results.

In our experiments we distinguished competitive and collaborative partnership. Not surprisingly the cost savings potential in the latter is higher as shown in table 2. In the collaborative case both companies profit in our example data which can, however, not be guaranteed in general.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Cost Savings</th>
<th>Exchanges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous</td>
<td>0.3%</td>
<td>23</td>
</tr>
<tr>
<td>Heterogeneous</td>
<td>2.2%</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 1: Cost savings achieved by homogeneous and heterogeneous companies.

As described in section 2 company agents have to control the number of orders sent to another company. The impact of this to the cost-saving potential is shown in table 3.

### 4. FUTURE WORK

One factor that is still ignored by this work is that in a dynamic m-PDPSTW the company agent does not only have to decide if an order should be offered for exchange, but also when. Offering an order too late will reduce the chances that a partner will profit from it. Offering an order too early bares the risk of more orders arriving that would have fit to the already exchanged order.

Finally, the optimization described in this paper is cost-based. This is suitable for intra-company optimization where the assumption holds that all orders have to be transported and produce a certain income. Reducing costs in an inter-company exchange only increases revenue, if an order is given away that would have produced loss or if a more suitable order is received instead. It is expected that revenue-based optimization bares even higher optimization potential.
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ABSTRACT
This paper proposes a modularisation framework for BDI based agent programming languages developed from a software engineering perspective. Like other proposals, BDI modules are seen as encapsulations of cognitive components. However, unlike other approaches, modules are here instantiated and manipulated in a similar fashion as objects in object orientation. In particular, an agent’s mental state is formed dynamically by instantiating and activating BDI modules. The agent deliberates on its active module instances, which interact by sharing their beliefs and goals.
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1. INTRODUCTION
The agent oriented programming paradigm promotes a societal view of computation, where solutions are focused on a family of agent programming languages based on the Belief-Desire-Intention (BDI) theory [3]. BDI languages (e.g. [2]) offer constructs inspired by mental notions such as beliefs, goals and plans to implement agent behaviour. As in other programming paradigms, the ability to decompose BDI programs to separate, to some extent independent modules, is crucial for the development of complex software systems. Yet, a widely accepted concept of modularisation for BDI programming languages is still missing.

We propose a modularisation framework for logic-based BDI languages to overcome some of the limitations of existing frameworks and unify commonly accepted characteristics of various existing approaches [4, 7–9] into one single framework. The proposed framework extends earlier work by Dastani et al [5, 6].

2. BDI MODULARISATION
Our proposed modularisation framework for the BDI programming languages has the following characteristics. 1) A module is an encapsulation of beliefs, goals, plans and reasoning rules that together specify a functionality, a capability, a role, or a behaviour. 2) An agent’s mental state is modelled as a tree of module instances, in which a link is created when one module instance activates another. Using this mechanism, a set of dependent module instances can be deactivated and reactivated by means of a single action. 3) An agent’s module instances are executed in parallel. This allows the agent to play several roles or use several capabilities at the same time. 4) Module instances can be created and released, and added to or removed from an agent’s mental state at run-time. This can be used, e.g., to dynamically enact and deact roles. 5) Inactive and active module instances are distinguished. An inactive module instance is generally used as a named container for beliefs and goals, while an active module instance is typically used for encapsulation of behavioural rules (specifying plans to achieve goals and respond to events). 6) Each module instance is associated with an interface determining its interaction with other module instances, i.e. the beliefs and goals that are shared with other module instances. This way, a module’s public interface is separated from its private internals. 7) An agent’s module instances can be clustered into separate belief/goal sharing scopes. Modules in different scopes do not interact which allows an agent to maintain mutually inconsistent belief bases, e.g. to model different possible worlds or profiles of other agents.

From a methodological point of view, we can identify the following characteristics. 1) The framework is easy to grasp for programmers acquainted with object orientation because module instances are manipulated similarly to objects. 2) Programmers have explicit control over the lifecycle of a module, i.e. they can indicate when to create/in

∗The research was done at Utrecht University. The first author is now affiliated with CTU Prague and supported by the Grant Agency of the Czech Technical University in Prague, grant no. SGS10/189/OHK3/2T/13 and by the Czech Ministry of Education grant no. MSM6840770038.

stantitate modules, how to operate on them, and when to release them. 3) The module interface can be used to determine the intended use of a module. By convention, the use of particular interface should be documented by a semi-formal comment (similar to JavaDoc comments) above the respective interface entry. 4) Active module instances interact by sharing some of their beliefs and goals which promotes loose coupling. A module instance can easily be replaced (even at runtime) as long as the new module uses the same beliefs and goals for interaction with the agent’s other modules.

3. BELIEF/GOAL SHARING

The mechanism of belief/goal sharing, which realizes the run-time interaction between active module instances, is a distinguishing feature of our approach. Each module instance has an interface which is defined as a set of interface entries. An interface entry is an atomic formula used as a template that matches concrete beliefs and goals. All beliefs and goals of a module instance matched by its interface are exported and become global beliefs and goals of a sharing scope, and vice versa, all global beliefs and goals of a sharing scope matched by the module’s interface are imported and treated identically to its own beliefs and goals.

A module interface serves several functions. First, it specifies the language that is to be used to interact with the module. All beliefs and goals interfaced by the module instance will be expressed in the module interface language. Second, a module interface defines which of its local beliefs and goals are interfaced and will thus be constituent beliefs and goals of its sharing scope. Third, a module interface defines which of the global beliefs and goals will be accessible for the module instance. And last, a module interface may be used to limit the visibility of the internals of a module instance. Any belief or goal that cannot be expressed in terms of the module interface language stays private and cannot be accessed from outside the module instance.

We introduce a simple example to demonstrate one of the typical interaction patterns exploiting the belief/goal sharing mechanism — the delegation of a goal pursuit. Suppose we are specifying a worker agent who operates in a grid-like environment. The agent consists of the main worker module instance and a moving module instance providing the agent a capability to move in the environment. The agent’s module tree is depicted in Figure 1.

![Figure 1: Modules of the Worker Agent](image)

A goal pursuit is delegated when a module instance is incapable to achieve that goal itself, but another module instance in the same sharing scope is capable to achieve it. The first module instance can monitor the pursuit of the goal by a query on the corresponding belief. In our example, the working module instance may desire to be at position (5,7), i.e. it adopts the goal at(5,7), although it has no actual means to achieve the goal itself. However, since the atom at(X,Y) is declared as an interface entry in the worker module specification, the goal at(5,7) will be exported and becomes a global goal of the agent. The moving module specification also declares the atom at(X,Y) in its interface, and therefore imports the global goal. Subsequently, it generates a plan to perform actions in the external environment towards the achievement of the goal. Eventually, the moving module instance will have sensed that the agent is at the target position and updates its belief base with a new position belief at(5,7). Using the belief sharing mechanism, the belief gets propagated back to the worker module. Furthermore, due to the rationality principle the goal at(5,7) is automatically dropped.

4. CONCLUSION

We have designed a belief/goal sharing modularisation framework suitable for BDI-based agent programming languages with declarative goals. It shares some of its characteristics with the other approaches and adds several novel features. The concept of belief/goal sharing was outlined using a simple example. We have used the open source code of 2APL to incorporate the proposed constructs into this programming language and implemented an interpreter able to execute such modular programs.
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ABSTRACT
In this paper we propose a neural-symbolic architecture to represent and reason with norms in multi-agent systems. On the one hand, the architecture contains a symbolic knowledge base to represent norms and on the other hand it contains a neural network to reason with norms. The interaction between the symbolic knowledge and the neural network is used to learn norms. We describe how to handle normative reasoning issues like contrary to duties, dilemmas and exceptions by using a priority-based ordering between the norms in a neural-symbolic architecture.
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1. NEURAL-SYMBOLIC ARCHITECTURE

Figure 1 visualizes the architecture of an agent adopting a neural-symbolic system [2]. The agent builds a network from the symbolic knowledge it possesses. The neural network is used to process the data incoming from the surrounding environment. The output resulting from the neural network are the actions the agent has to perform. Furthermore the network can be trained by feeding it with instances representing the correct behaviors in certain situations that the agent cannot perform due to its incomplete knowledge. After the training, the resulting neural network can be used to improve the symbolic knowledge of the agent as explained in details in [2]. The improved knowledge base can be used to build a new neural network that the agent will use to interact with the environment. The new neural network is an improvement over the old one due to the new knowledge added within the existing symbolic knowledge after the training. The normative agent is capable to automatically improve its performance by interacting with the surrounding environment.

2. NORMATIVE AGENT

The normative agent has to reason with norms. To do so we use I/O logic [3] to represent the norms contained in the knowledge base representing the symbolic knowledge. I/O logic rules \((\alpha, \beta)\). Both \(\alpha\) and \(\beta\) represent a set of literals in conjunction. \(\beta\) represents the input, the antecedent of the rule and determines whenever \(\beta\) is observed the activation of the rule. Instead \(\alpha\) represents the output, the consequent of the rule which is the obligation or permission returned in the result whenever the rule is activated.

In order to allow the agent to efficiently reason about norms, we have to handle some of the issues known in normative reasoning, like contrary to duties, dilemmas and exceptions. We are going to use a priority-based ordering in some of these problems in order to handle them [1].

Priority-based ordering: By introducing a priority-based ordering between the rules, we are able to decide when two different rules were activated at the same time which one has to be and the one which should not. By enforcing a priority-based ordering between two rules, in the case where both are activated, then only the one with the higher priority is. We use the negation as failure to embed the priority concept within the rules. We are going to explain it with an example, we need to consider two rules: \(r_1 = a \land b \rightarrow O(c)\) and \(r_2 = a \land d \rightarrow O(e)\) and having a priority-based ordering \(r_1 \gg r_2\) which means that the first rule has the priority over the second. We embed the priority within the rule which is overcome because is the one that must be suppressed by the activation of the other. To embed the priority we modify the antecedent of the rule with the lower priority in a way that it is not activated if the other is. To obtain so we add to the antecedent of this rule the negation as failure of the literals which are only included in the antecedent of the rule with the higher priority. By applying this process to our example we obtain a new modified rule: \(r_2' = a \land d \land \neg b \rightarrow O(e)\) which is not activated if \(b\) is observed, because otherwise also \(r_1\) would be.

Contrary to duty: A contrary to duty is composed by two rules, one is used to regulate the optimal situation and the other has to be
applied in a sub-optimal situation where the first cannot. A classic example due to Sergot [4] refers to a situation where a cottage should not have a fence, the rule \( r_1 : T \rightarrow O(\neg f) \) describes the ideal situation. Instead the rule \( r_2 : f \rightarrow O(\neg w) \) can be used to handle a sub-optimal situation where a cottage has a fence. The rule states that if the cottage has a fence it should at least be white. The problem with contrary to duties can be noted when considering the sub-optimal situation. In the Sergot’s example the sub-optimal situation refers to the case where the cottage has a fence \( f \). If we apply the rules to the sub-optimal situation we obtain two obligations: \( \neg f \) and \( w \), the obligation to not have a fence is unfulfillable because the cottage already has it. We want to avoid to produce obligation that cannot be achieved. By setting a priority-based ordering between the rules \( r_2 > r_1 \) we state that we do not want to apply the first rule whenever the second holds. This because, if the second rule can be applied, means that we are in a sub-optimal situation where the first rule consequent cannot be complied.

Dilemma: A dilemma is a controversial situation that can occur in normative reasoning. It happens when analyzing a situation, two different rules produces contradicting obligations that have to be fulfilled. A classic example of dilemma is Sartre’s soldier, it can be described with two rules, the first says that everyone should not kill \( T \rightarrow \neg O(k) \) and the second states that a soldier has the duty to kill his enemies \( s \rightarrow O(k) \). The dilemma is generated when both rules are applied in the same circumstance. If we consider the case of an ordinary person (which is not a soldier) then only the first rule is applied returning the obligation \( \neg k \) which does not produce a dilemma. Instead if we consider the case where a soldier is involved, both rules are applied and the outputs produced are both \( \neg k \) and \( k \) which is a moral dilemma that the soldier has to cope with. Having described the structure of a dilemma problem, we have decided not to use a priority-based ordering between the rules to enforce a decision. Instead, by considering that dilemmas are part of everyday life decisions, we decided to leave to leave the dilemma open for the agent which will have to make a decision considering that both choices are suitable.

Exception: An exception refers to a situation where a rule should be applied instead of another one. We can consider a clarifying example, a general rule is that a person should not activate the fire alarm \( r_1 : T \rightarrow O(\neg a) \) but in the case where someone spots a fire, then he should activate the alarm \( r_2 : f \rightarrow O(a) \). If we consider the two rules and a situation where someone spots a fire, then both rules are activated producing the dilemma \( a \) and \( \neg a \) which is undesirable, because we want that when someone spots a fire he must activate the alarm. To address this problem we use a priority-based ordering between the rules \( r_2 > r_1 \). In this way by activating the second rule, it inhibits the first one resulting in the single obligation \( a \) to trigger the fire alarm.

Permissions: In normative reasoning the permission is another important element, because in some scenarios it is important to define also when it is permitted to do something. We can suppose that the symbolic knowledge of the agents contains both rules that produce obligations and rules that have permissions as consequents. In our case we are going to consider that something is permitted if not explicitly forbidden, so we do not explicitly represent permission in the neural network translation. We instead use rules that produce permissions to undercut obligation rules with which they are in conflict. To do so we use a priority-based ordering between the rules. Considering two generic rules \( r_1 : a \rightarrow O(\neg c) \) and \( r_2 : b \rightarrow P(c) \), we can see that the permission in the consequent of the second rule is in contradiction with the obligation of the first. By applying a priority-based ordering \( r_2 > r_1 \) we use the rule with the permission to inhibit the first. After applying the translation on \( r_1 \) due to the priority-based ordering, \( r_2 \) will not be translated into the network.

3. NORMATIVE NETWORK

The neural network is built from the symbolic knowledge, in this way the resulting network is already capable to analyze some situations and returning for those the correct behaviors without any training. Due to using a symbolic knowledge containing normative rules expressed with I/O logic [3], we have to use a variant of the CILP translation algorithm already described in [2]. We keep the inputs and the outputs of the neural network well separated as for I/O logic, because we do not use feedback connections in the network. This means that the outputs produced by the network are not reused as input and fed again to the network. In this way we do not need to wait for the network to stabilize but with a single step it is sufficient to obtain the outputs for the situation that is being analyzed. Output neurons are interpreted as obligations when positive and as denials when the label of the output is a classically negated atom.

Normative-CILP is a (sound) algorithm to embed I/O rules into a feedforward NN.

N-CILP

1. For each literal \( a_i \) (\( 1 \leq j \leq m \)) in the input of the rule. If there is no input neuron labeled \( a_i \) in the input level, then add a neuron labeled \( a_i \) in the input layer.
2. Add a neuron labeled \( N_k \) in the hidden layer.
3. If there is no neuron labeled \( \beta_{k} \) in the output level, then add a neuron labeled \( \beta_{k} \) in the output layer.
4. For each literal \( \alpha_j \) (\( 1 \leq j \leq n \)); connect the respective input neuron with the neuron labeled \( N_k \) in the hidden layer with a positive weighted arc.
5. For each literal \( \alpha_j \) (\( n + 1 \leq j \leq m \)); connect the respective input neuron with the neuron labeled \( N_k \) in the hidden layer with a negative weighted arc.
6. Connect the neuron labeled \( N_k \) with the neuron in the output level labeled \( \beta_{k} \) with a positive weighted arc.

The N-CILP has been implemented and tested over a case study based on RoboCup rules. A Java implementation of N-CILP is available at http://www.di.unito.it/~genovese/tools.

Acknowledgements: Valerio Genovese and Silvano Colombo Tosatto are supported by the National Research Fund, Luxembourg.
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\(^2\)Each output in the rules is considered as a positive atom during the translation, this means that if we have a rule with a negative output \( \neg \beta \), in the network we translate an output neuron labeled \( \beta' \) that has the same meaning of \( \neg \beta \) but for the translation purpose can be treated as a positive output.
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1. MOTIVATION

The values shared within a society influence the (social) behaviour of the agents in that society. In this paper we focus on the effect of norms on behaviour, taking into account the different types of norms: implicit norms that emerge among the people, norms that are explicitly imposed on the community (by a governing body) on the other, and norms that agents develop privately over their lives (by being part of different communities and having certain experiences). This last type can be seen as a sort of default behaviour of an agent. We will refer to these three types as social, legal and private norms respectively.

In particular, we study the difference in conforming to social conventions versus complying with explicitly given laws (with penalties). This is partly motivated from an interest in the design of new governance models for socio-technological systems, which aim to include elements of self-regulation.

The work in this paper extends current work on multi-agent models for norm compliance, e.g. [1, 2]. We validate our model using the framework of Hofstede on national cultures [3].

2. NORM TYPES

For the three norm types we distinguish, different considerations will play a role in the agent’s decision to behave according to the norm or not. We characterize an agent by his primary preference which norm type he considers guiding for his behaviour: 1) lawful agents: law-abiding, whatever the law prescribes, they do; 2) social agents: whatever most of the agents in a certain shared context prefer, they do as well; 3) private agents: irrespective of law or context, they do what they themselves judge to be right.

3. EXAMPLE CASE AND SIMULATION

We developed a simple simulation to illustrate how different preferences over the three norm types may result in different behaviour changes after the introduction of the anti-smoking laws. Agents in this scenario have a private attitude towards smoking and a preference order on the three types of norms (legal, social and private) discussed in the previous section. For the sake of this simulation, we simplified this into each agent having one preferred norm type (i.e. the top element in his preference order on the norm types).

The legal norms range over the entire society, the social norms are relative to the contingent context of those people present in the cafe. This gives the simulation its particular dynamics.

Figure 1 shows the results of the simulation for different population compositions. In this scenario, agents have a fixed private preference towards smoking (assigned randomly with 50% chance) and a fixed norm type preference (i.e. they will either follow legal, social or private norms).

As can be expected, highly normative societies (where the percentage of lawful agents is above 50%) react positively to the introduction of the smoking ban. This can be explained by the fact that non-smokers will be more inclined to go to the cafe, as they can be sure that the place will be smoke free. In configurations where social agents are in the majority, the number of clients typically diminishes after the introduction of the law. Non-smokers and lawful agents will not stay in the cafe as none of those feels comfortable either because of the smoke or because the law is not being upheld.

4. MODEL: NORM TYPE ORDERS

With norms functioning as links between values and actions, preferences reflecting values can explain why—in particular in case of norm conflict—a certain action is chosen by an agent rather than another. In our model, we take the norm types to represent agents’ values concerning following rules of conduct: compliance, conformity, consistency.

The six orders of the norm types can be taken to define a part of the agent’s “personality”. Here we give some ten-
tative characterisations of the six agent types corresponding to the six norm type orders. The structure of the orders gives us some oppositions:

- \( L \succ S \succ P: \) authoritarian
- \( L \succ P \succ S: \) absolutist
- \( S \succ L \succ P: \) collectivist
- \( S \succ P \succ L: \) relativist (opposite of absolutist)
- \( P \succ L \succ S: \) individualist (opposite of collectivist)
- \( P \succ S \succ L: \) anarchist (opposite of authoritarian)

This characterisation of the norm type orders gives us three character dimensions that are not necessarily orthogonal: absolute–relative, authoritarian–anarchist, collectivist–individualist.

Each society is composed of agents with different norm type preferences. The ratio in which each of the agent types is present in a society, reflects its culture with respect to rules of conduct. For example, the highly individualist non-hierarchical character of a society is reflected by it having a large portion of agents of the last type (\( P \succ S \succ L \)). The model in terms of norm types can in that way be used to represent different cultures in their response to the introduction of new (types of) regulation. A very well-known characterisation of cultures is the one of Hofstede [3].

A link between cultural dimensions to our norm type orders, would provide a translation from the (known) Hofstede cultural characterisation of societies with their norm type preference profile, and could validate our model. We attempt to link our simulation results with the reality of the smoking prohibitions in Ireland and the Netherlands.

Unfortunately, the effect of the introduction of the smoking laws these two countries does not give a clear picture because the Irish law differs from the Dutch one, in that it prescribes a complete ban of smoking, while the Dutch law allows cafes to install separate, unserviced, smoking areas.

5. APPLICATION TO VALUE SENSITIVE DESIGN

Our work contributes to Value Sensitive Design [4] as it enables to link design choices to value and norm preferences. According to VSD the process of implementing a (institutional and/or technologic) system should be guided by social values which not only must be made explicit but also must be systematically linked to design choices. The degree of acceptance of a certain policy is influenced by the cultural background of the groups affected by that policy. The analyses the norm preference model of that group guides the choices on policy implementation. E.g. a society where social norms are preferred will more likely react positively to a policy that is introduced by word of mouth in social networks, whereas a society that prefers legal norms will react better to an implementation of the policy by legislation means.

6. CONCLUDING REMARKS

We see this research as a contribution to the research programme of Value Sensitive Design, as it aims to be a way of making the connections between values and design more explicit, more formal, and more manageable. Taking into account the preference profile of a community with respect to norm types, and thereby aligning with the values of that community, should help to design more effective policies.
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ABSTRACT

We present a modal logic of belief and announcements in a multi-agent setting. This logic allows to express not only that ψ holds after the announcement of ϕ as in standard public announcement logic (PAL), but also that the announcement of ϕ occurs. We use the logic to provide a formal analysis of several concepts that are relevant for multi-agent systems (MAS) theory and applications: the notions of communicative action (an agent informs another agent about something) and communicative intention (an agent has the intention to inform another agent about something), and the notion of information source.

Categories and Subject Descriptors

I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems; I.2.4 [Knowledge representation formalisms and methods]

General Terms

Theory

Keywords

logic, speech acts

1. DEFINITION OF THE LOGIC OF BA

In this section, we introduce our logic $\text{BA}$ of beliefs and announcements in a linear time setting.

Let $\text{PRP}$ and $\text{AGT}$ be countable sets of propositions and agents. The grammar for the language $\mathcal{L}_{\text{BA}}$ of $\text{BA}$ is:

$$\varphi ::= p \mid \bot \mid \neg \varphi \mid \varphi \lor \psi \mid \text{Bel}_i \varphi \mid \langle \varphi \rangle \psi$$

where $p \in \text{PRP}$ and $i \in \text{AGT}$. $\langle \varphi \rangle \psi$ can be read “the announcement of $\varphi$ occurs, and afterwards $\psi$ is true”, and $\text{Bel}_i \varphi$ can be read “$\varphi$ is consistent with $i$’s beliefs”.
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The Boolean operators $\top$, $\land$, $\rightarrow$, and $\leftrightarrow$ are defined in the usual way, and the dual modal operators are defined by:

$$\lnot \psi \equiv \neg \langle \varphi \rangle \psi$$

A $\text{BA}$-model is a tuple $M = \langle \mathbb{P}, \pi, \{B_i\}_{i \in \text{AGT}}, V \rangle$ where $\mathbb{P} = \{w, u, \ldots\}$ is a non-empty set (the set of protocols), $\pi : \mathbb{P} \times \mathbb{N}^* \rightarrow \mathcal{L}_{\text{BA}}$ is a function, each $B_i \subseteq \mathbb{P} \times \mathbb{P}$ is a function, each $B_i \subseteq \mathbb{P} \times \mathbb{P}$ is a transitive and euclidean relation on $\mathbb{P}$ and $V : \mathbb{P} \rightarrow 2^{\mathbb{PRP}}$ is a valuation.

Let $M = \langle \mathbb{P}, \pi, \{B_i\}_{i \in \text{AGT}}, V \rangle$ be a model. Truth of a formula $\varphi$ in a protocol $w \in \mathbb{P}$ at a moment $n \in \mathbb{N}^*$ is inductively defined as usual for the Boolean operators, and as follows for the modal operators:

$$M, u, n \models \text{Bel}_i \varphi \text{ iff there is } u \text{ s.t. } uB_i v \text{ and } M, v, n \models \varphi$$

$$M, u, n \models \langle \psi \rangle \varphi \text{ iff } \pi(u, n) = \psi \text{ and } M, u, n \models \psi$$

$$M^{\psi, n}, u, n, +1 \models \varphi$$

where $M^{\psi, n} = \langle \mathbb{P}, \pi, \{B_i^{\psi, n}\}_{i \in \text{AGT}}, V \rangle$ is the update of $M$ by the announcement of $\psi$ at $n$, defined as:

$$uB_i^{\psi, n} v \text{ iff } uB_i v \text{ and } \pi(v, n) = \psi \text{ and } M, v, n \models \psi$$

Doxastic operator $\text{Bel}_i$ is interpreted as usual. The truth condition for $\langle \psi \rangle \varphi$ is not. Just as in PAL [4], only true announcements can occur, and they do not change the valuation $V$. However: (1) Announcements do not modify the set $\mathbb{P}$, but only the accessibility relations $B_i$; (2) At a given state at most one announcement is possible (and there is none for example when $\pi(u, n) = \bot$, or when $M, u, n \not\models \pi(u, n)$).

A formula $\varphi$ is said to be valid, noted $\models \varphi$, if and only if for all models $M = \langle \mathbb{P}, \pi, \{B_i\}_{i \in \text{AGT}}, V \rangle$, for all protocols $u \in \mathbb{P}$, and for all $n \in \mathbb{N}$, $M, u, n \models \varphi$.

2. APPLICATIONS

In this section, we show how $\text{BA}$ can be used in order to model some concepts that are relevant for MAS theory and applications: the concept of communicative action, the concept of communicative intention (or communicative plan), and the concept of information source.

As a first step, we incorporate a basic notion of preferences in our framework. Modal operators for preferences and goals have been widely studied (see e.g. [2]). Our alternative is to specify propositional atoms $\text{good}_i$ (in PRP) for every agent $i$ that capture the “goodness” of the protocols for this agent.
We say that \( i \) wants that \( \varphi \) is true (or \( i \) prefers \( \varphi \) to be true), noted \( \text{Goal}_{i} \varphi \), if and only if \( i \) believes \( \varphi \) is true in all states that are good for him:

\[
\text{Goal}_{i} \varphi \overset{\text{def}}{=} \text{Bel}_{i}(\text{good} \rightarrow \varphi).
\]

### 2.1 “Telling” and “intention to tell”

In DELs announcements are usually viewed as communicative actions performed by an agent that is ‘outside the system’, i.e., that is not part of the set of agents AGT under consideration. However, communicative actions performed by agents from AGT can be modelled in our logic \( \text{BA} \) by considering particular announcements that are about agents’ mental states. We do so by identifying agent \( i \)’s action of telling agent \( j \) that \( \varphi \) with:

\[
\langle \text{tell}_{i,j} \varphi \rangle \psi \overset{\text{def}}{=} \langle \text{Goal}_{i} \text{Bel}_{j} \text{Bel}_{i} \varphi \rangle \psi.
\]

Following speech act theory, we identify the assertive act of “telling” with the event of making public the speaker’s goal that the hearer believes that the assertive act’s sincerity condition (the speaker believes what he is telling) is satisfied.

As common in Propositional Dynamic Logic (PDL), we introduce an operator of sequential composition “\( \circ \)”. We define the set \( \text{SEQ} \) of announcement sequences as the smallest set such that: \( \varphi \in \text{SEQ} \) for any formula \( \varphi \in \mathcal{L}_{\text{BA}}, \) and if \( \chi_{1}, \chi_{2} \in \text{SEQ} \) then \( \chi_{1} \chi_{2} \in \text{SEQ} \). Thus:

\[
\langle \text{tell}_{i,j} (\chi_{1}; \chi_{2}) \rangle \psi \overset{\text{def}}{=} \langle \text{tell}_{i,j} \chi_{1} \rangle \langle \text{tell}_{i,j} \chi_{2} \rangle \psi.
\]

We use the notion of “Telling” in order to define the concept of communicative intention or communicative plan. Following some foundational works on the theory of intention [1], we here consider that having a plan means nothing else than intending to perform a certain sequence of actions which leads to a given state. We identify “\( i \) intends to tell to \( j \) that \( \chi \)” (or “\( i \) has the plan of telling to \( j \) that \( \chi \)”), noted \( \text{CInt}_{i,j} \chi \), with “\( i \) wants to tell to \( j \) that \( \chi \)”:

\[
\text{CInt}_{i,j} \chi \overset{\text{def}}{=} \text{Goal}_{i} \langle \text{tell}_{i,j} \chi \rangle \top.
\]

### 2.2 Reasoning about information sources

From now on, we study in our logic the relationships between the notion of “Telling” defined above and the properties of information sources like sincerity, competence, validity, etc. An information source is for us nothing else than an agent informing another agent about something. We call the agent that is informed information receiver.

Following [3], we suppose that the properties of an information source can be all defined in terms of the relationships between three facts: (1) an information source \( j \) informs an agent \( i \) that a certain fact \( \varphi \) is true; (2) an information source \( j \) believes that \( \varphi \) is true; (3) the fact \( \varphi \) is true.

Thus, agent \( j \) is a valid information source about \( \varphi \) with regard to \( i \) if and only if, if \( j \) tells to \( i \) that \( \varphi \) then \( \varphi \) is true:

\[
\text{Valid}(j,i,\varphi) \overset{\text{def}}{=} \langle \text{tell}_{j,i} \varphi \rangle \top \rightarrow \varphi.
\]

Agent \( j \) is a sincere information source about \( \varphi \) with regard to \( i \) if and only if, if \( j \) tells to \( i \) that \( \varphi \) then \( j \) believes that \( \varphi \):

\[
\text{Sinc}(j,i,\varphi) \overset{\text{def}}{=} \langle \text{tell}_{j,i} \varphi \rangle \top \rightarrow \text{Bel}_{j} \varphi.
\]

**Remark 1.** One might be tempted to say that sincerity (resp. validity) could be defined in standard PAL by the formula \( \langle \text{tell}_{j,i} \varphi \rangle \text{Bel}_{j} \varphi \) (resp. the formula \( \langle \text{tell}_{j,i} \varphi \rangle \psi \) and there is no need to make the distinction between the effects of a given announcement and the fact that a given announcement takes place. That is, \( j \) is sincere (resp. valid) about \( \varphi \) with regard to \( i \) if and only if after \( j \) tells to \( i \) that \( \varphi \), she believes \( \varphi \) (resp. \( \varphi \) is true). However, this goes wrong when \( \varphi \) is a Moore sentence of the form \( p \land \neg \text{Bel}_{p} \). We only present the informal argument. Suppose agent \( j \) tells to agent \( i \) that \( p \) is true and that \( i \) does not believe this. Moreover, suppose that what \( j \) tells to \( i \) is true, that \( j \) believes what she tells to \( i \), that \( i \) trusts what \( j \) tells and that \( j \) believes that \( i \) trusts what \( j \) tells. Hence, after \( j \)’s speech act, \( i \) believes that \( p \) and \( j \) believes that \( i \) believes that \( p \). In this situation, \( j \) has been a valid and sincere information source with regard to \( i \) even though, after \( j \)’s speech act, what \( j \) told to \( i \) is false and \( j \) does not believe anymore what she told to \( i \). This example indicates that defining sincerity and validity in standard PAL by the formulas \( \langle \text{tell}_{j,i} \varphi \rangle \text{Bel}_{j} \varphi \) and \( \langle \text{tell}_{j,i} \varphi \rangle \psi \) would be incorrect, and that a logic like ours expressing that a given announcement takes place is necessary in order to define such concepts.

Agent \( j \) is a complete information source about \( \varphi \) with regard to \( i \) if and only if, if \( \varphi \) is true then \( j \) tells to \( i \) that \( \varphi \):

\[
\text{Compl}(j,i,\varphi) \overset{\text{def}}{=} \varphi \rightarrow \langle \text{tell}_{j,i} \varphi \rangle \top.
\]

Agent \( j \) is a competent information source about \( \varphi \) if and only if, if \( j \) believes that \( \varphi \) then \( \varphi \) is true:

\[
\text{Comp}(j,i,\varphi) \overset{\text{def}}{=} \text{Bel}_{j} \varphi \rightarrow \varphi.
\]

Agent \( j \) is a vigilant information source about \( \varphi \) if and only if, if \( \varphi \) is true then \( j \) believes \( \varphi \):

\[
\text{Vigil}(j,i,\varphi) \overset{\text{def}}{=} \varphi \rightarrow \text{Bel}_{j} \varphi.
\]

Agent \( j \) is a cooperative information source about \( \varphi \) with regard to \( i \) if and only if, if \( j \) believes that \( \varphi \) then \( j \) tells to \( i \) that \( \varphi \):

\[
\text{Coop}(j,i,\varphi) \overset{\text{def}}{=} \text{Bel}_{j} \varphi \rightarrow \langle \text{tell}_{j,i} \varphi \rangle \top.
\]

The following validities describe the conditions under which the information receiver infers whether a certain fact is true or false through the attribution of certain properties to the information source. If \( \varphi \neq \psi \), with \( \varphi \) Boolean, then:

\[
\models \text{Bel}_{i} \text{Valid}(j,i,\varphi) \rightarrow \langle \text{tell}_{j,i} \varphi \rangle \text{Bel}_{j} \varphi \quad (1)
\]

\[
\models \text{Bel}_{i} \text{Sinc}(j,i,\varphi) \rightarrow \langle \text{tell}_{j,i} \varphi \rangle \text{Bel}_{j} \varphi \quad (2)
\]

\[
\models \text{Bel}_{i} \text{Compl}(j,i,\varphi) \rightarrow \langle \text{tell}_{j,i} \varphi \rangle \text{Bel}_{j} \neg \varphi \quad (3)
\]
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ABSTRACT
The stable marriage problem is a well-known problem of matching men to women so that no man and woman, who are not married to each other, both prefer each other. It has a wide variety of practical applications, ranging from matching resident doctors to hospitals, to matching students to schools, or more generally to any two-sided market. Given a stable marriage problem, it is possible to find a male-optimal (resp., female-optimal) stable marriage in polynomial time. However, it is sometimes desirable to find stable marriages without favoring one group at the expenses of the other one. To achieve this goal, we consider a local search approach to find stable marriages with the aim of exploiting the non-determinism of local search to give a fair procedure. We test our algorithm on classes of stable marriage problems, showing both its efficiency and its sampling capability over the set of all stable marriages, and we compare it to a Markov chain approach.
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1. STABLE MARRIAGE PROBLEMS
The stable marriage problem (SMP) [5] is a well-known problem of matching \( n \) men to \( n \) women to achieve a certain type of ‘stability’. Given \( n \) men and \( n \) women, where each person expresses a strict preference ordering over the members of the opposite sex, the problem is to match the men to the women such that no two people of the opposite sex, who are not married to each other, both prefer each other to their current partners. If there are no such pairs, called blocking pairs, every marriage is stable. In [2] Gale and Shapley provided an \( O(n^2) \) time algorithm for finding two specific stable marriages, called male-optimal and female-optimal, that favour one gender over the other one. It is known that the set of the stable marriages forms a distributive lattice where the male-optimal is the top and the female-optimal is the bottom [5]. Male-optimality (and also female-optimality) may be considered too unfair between the two genders: although stability is assured, only one of the genders is as happy as possible. For this reason, other kinds of fairer stable marriages have been considered, such as the minimum regret stable marriage [4]. Besides the fairness of the generated stable marriage, it is also interesting to consider the fairness of how a stable marriage is generated. We now describe how the fairness of stable marriage procedures can be achieved by considering a local search approach.

2. LOCAL SEARCH FOR SMPs
In [3] we presented a local search algorithm to find stable marriages. Given an SMP instance \( P \), we start from a randomly generated marriage \( M \). Then, at each search step, we compute the set \( BP \) of blocking pairs in \( M \) and the neighborhood, which is the set of all marriages obtained by removing one of the blocking pairs in \( BP \) from \( M \). To select the neighbor \( M’ \) of \( M \) to move to, we use an evaluation function that counts the number of blocking pairs in all neighboring marriages, and we move to the one with the smallest number of blocking pairs. To avoid stagnation in a local minimum of the evaluation function, at each search step we perform a random walk with a certain probability which removes a randomly chosen blocking pair in \( BP \) from the current marriage \( M \). The algorithm terminates if a stable marriage is found or when a maximal number of search steps, or a timeout, is reached. The number of such blocking pairs may be very large. Also, some of them may be useless, since their removal would surely lead to new marriages that will not be chosen by the evaluation function. This is the case for the so-called dominated blocking pairs. In our procedure we consider only undominated blocking pairs. Let \( m \) be a man and \( (m, w) \) and \( (m, w’) \) two blocking pairs. Then \( (m, w) \) dominates (from the men’s point of view) \( (m, w’ \) if \( m \) prefers \( w \) to \( w’ \). Since dominance between blocking pairs is defined from one gender’s point of view, to ensure gender
In [3] we evaluated the sampling capability over the lattice of stable marriages of a given SMP. To do this, we randomly generated 100 SMP instances for each size between 10 and 100, with step 10. We then measured the distance $D_m$ of the found stable marriages (on average) from the male-optimal marriage. If $D_m$ is equal to 0 (resp., 1), it means that all the stable marriages returned coincide with the male-optimal (resp., female-optimal) marriage. The average distance from the male-optimal is around 0.5 as shown in Fig. 1(c), where our algorithm is called SML2. This is encouraging but not very informative, since also an algorithm which always returns the same stable marriage, with distance 0.5 from the male-optimal, would have $D_m = 0.5$. To have more informative results on the sampling capabilities, we considered the entropy of our algorithm, say $E_n$, that is, the uncertainty to find a specific stable marriage. More precisely, $E_n$ is the average normalized frequency of the stable marriages returned by our algorithm over the whole lattice (see [3] for the formal definition). Experimental results showed that this entropy is in general very high (about 70% of the maximum and even higher as shown in Fig. 1(c)) and thus we are not far from the ideal behavior.

To better evaluate the sampling capability of our approach, here we compare it to a Markov chain approach (MC) [1], defined by using rotations exposed in each stable marriage. This approach converges in exponential time to the uniform distribution over the stable marriages. We consider the entropy and distance from the male-optimal of MC computed on executions where we vary the number of steps from 10 to 200. While the entropy of MC increases quite rapidly, the distance from the top of the lattice (i.e., from the male-optimal) increases more slowly (see Fig. 1(a) and Fig. 1(b)). For each problem instance in the test set, we start MC from the male-optimal marriage and take the stable marriage returned by MC after exactly the same number of steps needed by our algorithm to find a stable marriage for that instance. Then we measure and compare the entropy and the distance from the male-optimal for MC to those of our algorithm (SML2). While the entropy of MC is roughly the same as that of our algorithm, the distance from the male-optimal achieved by our approach (about 0.5) is on average higher than that achieved by MC (about 0.2) (see Fig. 1(c)).

Summarizing, our approach is efficient and it has sampling capabilities comparable with a Markov chain approach considering the same number of steps, and may even perform slightly better considering the distance measured from the top or the bottom of the lattice.
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ABSTRACT
This paper studies the emergence of cooperation in the N-Player Prisoner’s Dilemma (NPD) using a tag-mediated interaction model. Tags have been widely used to bias agent pairwise interactions which facilitates the emergence of cooperation. This paper shows some of the key parameters that influence the emergence of cooperation in an evolutionary setting. The aim of this paper is to demonstrate the most vital factors that are commonly ignored in many existing NPD studies.
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1. INTRODUCTION
When a common resource is shared among a number of individuals, each individual benefits most by using as much of the resource as possible. While this is the individually rational choice, it is collectively irrational and a non pareto-optimal result. NPD’s involve many individuals interacting as a group. NPD’s have been shown to result in widespread defection unless agent interactions are structured. This is most commonly achieved through using spatial constraints such as spatial grids [9]. This paper examines a series of simulations involving a tag environment. Tags are visible markings or social cues which serve to bias agent interactions based on their similarity [1]. Further to studying tags, this paper also examines the key payoffs used in the NPD. This paper uses a traditional tag-mediated interaction model as proposed by Riolo, due to its clarity and generality [4]. By proposing a tag mediated interaction model for n-player games, we hope to bridge the gap between the research already conducted involving tags in two player games [4], and the need for more detailed research involving tags and the NPD.

2. MODEL DESIGN
The NPD stipulates that individual rationality favors defection. In our base case when all individuals defect they each receive 0.25, while if all cooperate they each receive 5. If $U_d$ represents the utility to a defector, while $U_c$ is the utility to cooperator for a given value of $x$ then in the traditional NPD game we can state the following: $U_d(x) > U_c(x)$

Figure 1: The N-Player Prisoner’s Dilemma

Figure 1 shows the utility values $U_c^{x=1}$ and $U_d^{x=1}$ which in this paper are set to 5 and 0.25 respectively. Therefore, we can state that $U_c^{max} = U_c^{x=1}$ and $U_d^{max} = U_d^{x=1} + U_d^{x=1}$ for the maximum payoffs. Therefore $U_c^{max} = 5$ and $U_d^{max} = 5.25$

In this research, a population of 100 individuals evolves using a genetic algorithm. Each agent is represented using a agent structure $\{G_C, G_T\}$ where the $G_C$ gene represents an agent’s probability of cooperating, and $G_T$ represents its tag value. Each of these values are in the range [0.0, 1.0]. Similar to previous tag-mediated models, the tag values are used to determine peer interactions [1, 4]. In our model each agent $A$ is given the opportunity to make game offers to all other agents in the population. The intention is that this agent A will host a game and the probability other agents $B$ will participate is determined using the relative tag difference: $d_{A,B} = 1 - |A_{GT} - B_{GT}|$. The genetic algorithm determines the fittest individuals through their average payoffs. Roulette wheels based on these fitnesses are then used to select parent pairs to generate new offspring. A probability of 0.9 is applied in favor of selecting two genes from the the fittest parent, and a 0.1 probability of choosing one gene.
from each parent. Similar to the implementation used by Riolo, each gene is exposed to a two percent chance of mutation. This mutation operator determines a displacement using a Gaussian distribution with a mean of zero.

3. RESULTS

The impact of partitioning the agent population, or limiting interactions has previously been shown to significantly effect cooperation [2]. This experiment examines the impact of alternative ratios of agents in a fixed size tag environment. We will refer to this as examining the ‘tag space’. The simulation data is from 200 experiments and 10000 generations.

The data shown in Figure 2 shows the average levels of cooperation achieved for alternative population sizes in a tag space limited to the range of [0.0, 1.0]. The results use the final generation of each experimental run to calculate the average. The results show the dramatic effects of the population size on the levels of cooperation. High levels of cooperation occur in relatively small populations but these fall dramatically once the population sizes become larger. In larger populations the probability of avoiding exploitation is reduced as increased peer interactions increase the chance of meeting an exploiter. This is a key factor in the success of failure of tag environments to facilitate the emergence of cooperation. Once small clusters of cooperators can emerge due to a low probability of meeting exploiters then the tag environment will be a success. Larger populations that result in a crowded tag space undermine this principle and therefore result in low levels of cooperation.

**Figure 2: Tag Space - Average Cooperation**

In second experiment examines the effects of the $U_{c}^{-1}$ value. This value reflects the maximum utility that a cooperative individual can receive. The additional benefit to defectors ($U_{d}^{-1}$) remains fixed at 0.25. Figure 3 shows alternative values of $U_{c}^{-1}$ in the range [0.0,10.0]. Since the defector reward ($U_{d}^{-1}$) is fixed at 0.25 the $U_{c}^{-1}$ value has a direct impact on the utilities received by defectors. These exploiters receive the $U_{c}$ value and in addition to the defector reward. The results shown in Figure 3 demonstrate the impact of this ratio between the reward to cooperators and defectors in the game environment.

The final experiment examines benefit to defectors parameter ($U_{d}^{-1}$). While previously fixed at 0.25, this value is now varied in order to examine its influence on the emergence of cooperation in the tag environment while the value of $U_{c}^{-1}$ remains fixed at 5.0.

**Figure 3: $U_{c}$ - Average Cooperation**

Figure 4 shows the levels of cooperation recorded for various values of $U_{c}^{-1}$. The benefit to defectors has a significant influence on the emergence of cooperation in the population. The parameter has a major impact on the ability of cooperative individuals to survive in the population and as the value of $U_{c}^{-1}$ directly impacts on the advantage to exploiters in the population. The data shows this parameter can dramatically influence the emergence of cooperation in the NPD.

**Figure 4: $U_{d}$ - Average Cooperation**

This paper has shown the key factors that result in the emergence of cooperation in the NPD in a tag-mediated environment. While significant research has examined these individual questions, this paper has shown in a very clear and concise manner the key criteria that are necessary for cooperation to emerge. The authors would like to gratefully acknowledge the continued support of Science Foundation Ireland.
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ABSTRACT

The focus of multiagent planning research has recently turned towards domains with self-interested agents leading to the definition of Coalition-Planning Games (CoPGs). In this paper, we investigate algorithms for solving a restricted class of “safe” CoPGs, in which no agent can benefit from making another agent’s plan invalid. We introduce a novel, generalised solution concept, and show how problems like this can be translated so that they can be solved by standard single-agent planners. However, standard planners cannot solve problems like this efficiently. We then introduce a new multiagent planning algorithm and the benefits of our approach are illustrated empirically in an example logistics domain.
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1. INTRODUCTION

Historically, multiagent planning has assumed cooperative agents, and has mostly ignored issues associated with strategic behaviour among self-interested agents. Recently however, this problem has started to attract more interest [1, 5] and Brafman et al [2] have introduced Coalition-Planning Games (CoPGs), multiagent planning problems with self-interested but ready to cooperate agents.

We introduce a new solution concept for CoPGs that avoids some unintuitive properties of the concept existing in the literature and show that a restricted subset of CoPGs can be solved using existing planners. However, this approach fails to make use of the powerful heuristics tools provided by modern planners. We therefore introduce a novel algorithm that combines heuristic calculations with the distinction between an agent’s public and internal actions as introduced in [1].

2. COPGS

Definition: A Coalition-Planning Game CoPG [2], with n agents \( N = \{1, \ldots, n\} \), is an extension to a classical STRIPS planning problem and is represented by a 6-tuple \( \Pi = \{P, A, I, G, c, r\} \). \( P \) is a set of grounded atoms and \( I \subseteq P \) represents the initial state of the world, \( A = \{A_i\}_{i=1}^{n} \) comprises of a set of actions for each agent and \( G = \{G_i\}_{i=1}^{n} \) contains a goal set for each agent, \( c : A \rightarrow \mathbb{R}^+ \) is a cost function and \( r : N \rightarrow \mathbb{R}^+ \) is a reward function. Agents are assumed to be self-interested, but able to form coalitions (costless binding agreements).

A solution to a planning problem \( \Pi \) is a plan \( \pi = \{a_1, \ldots, a_n\} \), an ordered sequence of actions that can be executed in sequence.\(^1\) The utility of an agent’s plan is defined as:

\[ u_i(\pi) = \left\{ \begin{array}{ll}
 r(i) - \sum_{a \in \pi \cap A_i} c(a) & \text{if } \pi \text{ achieves } G_i \\
 -\sum_{a \in \pi \cap A_i} c(a) & \text{otherwise}
\end{array} \right. \]

Let \( u_S(\pi) \) represent the vector of utilities for agents in \( S \subseteq N \). Let \((\pi_S, \pi_{S'})\) be the joint plan constructed by combining the plans \( \pi_S \) and \( \pi_{S'} \) for disjoint subsets \( S, S' \subseteq N \). We say a vector \( u > u' \) if every element of \( u \) is greater than the equivalent element in \( u' \). For \( S \subseteq N \) we call \( \Pi[S] \) the CoPG \( \Pi \) restricted to \( S \) defined as: \( \Pi[S] = (P, \cup_i \in S A_i, I, \cup_i \in S G_i, c, r) \)

We use sol(\Pi) to represent the set of plans that are possible solutions to \( \Pi \).

3. SOLUTION CONCEPT

Definition: We define a solution \( \pi \) as stable iff there doesn’t exist a strategy \( \pi_S \) for any subset of agents \( S \subseteq N \), \( S \neq \emptyset \) such that \( u_S(\pi_S, \pi_{N\setminus S}) \geq u_S(\pi) \) and \( \exists i \in S : u_i(\pi_S, \pi_{N\setminus S}) > u_i(\pi) \). \( \pi_{N\setminus S} \) is the stable solution to \( S \)’s subproblem over the set of agents \( N \setminus S \) formed by fixing \( S \)’s strategy to \( \pi_S \). If \( (\pi_S, \pi_{N\setminus S}) \) is not a valid plan then we assume \( u_S(\pi_S, \pi_{N\setminus S}) = 0 \).

Note that this reduced planning problem is strictly smaller than the previous problem so eventually the non-deviating set will be reduced to \( \emptyset \) at which point the definition becomes trivial.

\(^1\)We consider asynchronous actions here and leave the concurrent action case for another paper.
4. USING SINGLE–AGENT PLANNERS

For a CoPG Π, its related centralised planning problem is Π′ = ⟨P, ∪i∈NAi, I, ∪i∈NGi⟩ where each action in ∪i∈NAi, is given cost c(a). Solving the centralised version of a CoPG leads to a plan that achieves each agent’s goals. Solving it optimally produces the social welfare maximising plan, but not necessarily a stable solution.

We add the numerical state variables (i-cost) representing the cost of the joint plan so far for agent i for each i ∈ N and update action effects with appropriate functions. Given a CoPG Π, let Π′ be the centralised transformation of the problem. Also let Π′i| be the single-agent transformation of problem Πi, i.e. agent i’s local planning problem involving only its own action and goal sets. We can apply the following algorithm to attempt to find a stable solution to Π:

**input** CoPG Π over agents N

**for** all i ∈ N

**for** all a ∈ Ai

append increase((i-cost), c(a)) to add(a)

π = the solution to (Π′i|)

append (i-cost) ≤ c(π) to Gi

append (i-cost) = 0 to I

**construct** Π′ from Π

**output** the solution to Π′.

5. SAFE–COPGS

The above algorithm does not guarantee outputting a stable solution. However, it is successful on certain empirically tested domains. The following definition captures the property that causes the above algorithm to output stable solutions.

**Definition:** A CoPG is safe iff for all possible plans π and ∀S, S′ ⊆ N with S ∩ S′ = ∅, (πS, πS′) is a valid plan.

**Theorem:** For a safe-CoPG Π, the output of the algorithm above with input Π is stable. (Proof omitted due to space constraints).

6. A MULTIAGENT ALGORITHM

In heuristic planners like metric-FF [4], heuristic values are calculated for each possible state by solving a relaxed version of the planning problem using planning graphs. A planning graph is a directed layered graph that contains nodes for actions and states. For each time step there is a fact layer and an action layer. At layer i the fact layer consists of all facts that can possibly be reached in i time steps and the action layer consists of all actions that are possibly applicable given those facts.

In our proposed algorithm, each agent builds an internal planning graph that consists only of facts and actions that can be performed by that agent alone. Each agent also builds a public planning graph, which includes facts added by all agents (in practice, only other agent’s public facts need to be added). The plan that will be extracted depends on whether agents achieve their goals using their internal or public planning graph first. Once all goals are reached, a check is made to ensure that each agent that has only reached their goal in their public planning graph does not rely upon actions provided by agents who reached their goals on their internal planning graph first. If this fails, then planning graph generation continues until the check passes.

It may happen (even in a safe-CoPG) that one agent cannot reach its goal while constructing its internal relaxed planning graph. In this case, the only possible solution is for the agents to cooperate. If an agent’s goal is unreachable in it’s internal planning graph, then the agent that first achieves its goal in the public graph is forced to cooperate even if it achieved its goal internally first.

Most of the techniques utilised in metric-FF for efficient implementation [4] carry over to our algorithm. The main difference lies in the extraction of a joint plan from the joint planning graphs of multiple agents. In this case, when an agent performs an action that has a precondition provided by another agent, it adds the preconditions as a goal to the other agent’s goal set.

7. RESULTS

The algorithm was evaluated in a simple grid-world parcel domain. Agents can move to any adjacent square, pickup and drop/deliver parcels. All actions have cost 1. The parcel domain is a safe-CoPG, since it is never beneficial to pickup another agent’s parcel (the only way to potentially hinder their plan) unless planning to cooperate. The algorithm was compared, in terms of CPU time, to a single-agent planner run over the same problems on the same machine. For each different grid size, the planner was run on 100 problems and the average time taken to solve them was recorded.

On the largest problems tested, the average time taken by metric-FF (not shown on the graph) was 311 seconds while our multiagent algorithm took 2.93 seconds on average. In all cases that required cooperation, the enforced hill-climbing search performed by metric-FF failed, which effectively render its otherwise powerful heuristics useless for this kind of problem. In all 500 cases tested, the multiagent algorithm returned a stable solution.
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ABSTRACT

We present a novel method for analysing the behaviour of multiagent systems on the basis of the semantically rich information provided by agent communication languages and interaction protocols. Contrary to analysis methods that rely on observing more low-level patterns of behaviour [3, 4], our method is based on exploiting the semantics. These languages and protocols which can be used to extract qualitative properties of observed interactions. This can be achieved by interpreting the logical constraints associated with protocol execution paths or individual messages as models of the context of an observed interaction, and using them as features of learning samples.
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1. INTRODUCTION

Consider a message inform(A, B, X) with the usual meaning that agent A informs B of a fact X. Use of this message type is usually tied to preconditions like (Bel A φ) stating that A in fact believes φ to be true. While B is unable to verify whether this is actually the case (or A is lying/has a different interpretation of the Bel predicate or of statement φ), use of the message entitles B to operate under the assumption that (Bel A φ) is true for A. For example, if B contested φ, it would be unreasonable for a protocol to allow A to state that she never claimed φ. So, at a pragmatic level, any semantic “annotations” (pre- and post-conditions) of messages that an agent is uttering can be used as assumptions about the former agent’s mental state (or, e.g., in commitment-based semantics, about their perception of a social state).

By using semantic elements of protocols as features of interaction traces, which are available as data samples from past interactions, we can inductively derive context models i.e. logical theories that capture regularities in previously observed interactions. These context models, which essentially capture generalised information about the conditions under which a protocol reaches a certain outcome, can be used for various purposes: (1) to make predictions about future behaviour, (2) to infer the definitions other agents apply when validating logical constraints during an interaction, and (3) to analyse the reliability and trustworthiness of agents based on the logical coherence of their utterances. Surprisingly, no previous work has addressed this potential use of semantic annotations of protocols, except some recent work in the area of ontology mapping [1, 2]. However, even these contributions only deal with ontological conflicts, and not with more general emergent properties of interactions.

2. FORMAL FRAMEWORK

We represent protocols in a very general way as graphs whose nodes are speech-act like messages placeholders, and whose edges define transitions among messages that give rise to message sequences specified as admissible according to the protocol. These edges will be labelled with logical constraints, i.e. formulae that all agents in the system are able to verify, and these act as guards on a given transition, so that the message corresponding to a child node can only be sent if the constraint(s) along its incoming edge from the parent node (the message just observed) can be satisfied.

We define a protocol model as a graph G = (V, E) where each node v ∈ V is labelled with a message m(v) = q(X, Y, Z) with performative q (a string) and sender / receiver / content variables X, Y, and Z, and each edge is labelled with a (conjunctive) list of (say, n) constraints

c(e) = \{c_1(t_1, \ldots, t_k), \ldots, c_n(t_1, \ldots, t_k)\}

where each constraint c_i(...) has arity k_i, head c_i and arguments t_j which may contain constants, functions or variables (in general the label of an edge could be an arbitrary formula φ ∈ L of a logical language L). All variables that occur in such constraints are implicitly universally quantified. We also assume that all outgoing edges of a node result in messages with distinct performatives, i.e. for all (v, v'), (v, v'') ∈ E (m(v') = q(...) ∧ m(v'') = q(...)) ⇒ v' = v'' so that each observed message sequence corresponds to (at most) one path in G by virtue of its performatives.
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Figure 1: A simple negotiation protocol model.

Figure 1 shows an example protocol model in this generic format for illustration purposes. This figure presents a simple negotiation protocol model: A requests X, the initial response from B depends on availability; if X is available, A and B go through an iterative process of negotiating the terms for the purchase, depending on the keepNegotiating, termsAcceptable, and termsAvailable predicates; in case of acceptance (which implies payment), B may succeed or fail in delivering the product. Edge constraints are annotated with the variable representing the agent that has to validate them.

The semantics of a protocol model $G$ can be defined based on the pair $(\pi, \theta)$ which returns the path and variable substitution that the message sequence $m$ corresponds to in protocol model $G$. With this, we can define the context of $m$ as $c(G, \langle m_1, \ldots, m_n \rangle) = \bigwedge_{i=1}^n c(e_i) \theta$ where $G(m) = (\pi, \theta)$. The basis of our analysis is the assumption that for any observed message sequence $m$, the conjunction of edge constraints described by the context $c(G, \langle m_1, \ldots, m_n \rangle)$ was logically true at the time of the interaction.

Consider a protocol model $G$, and message sequences $m$ obtained from past executions of $G$. Any such sequence can be translated to a pair $G(m) = (\pi, \theta)$ as defined above. Assuming that a set of such substitution-annotated paths are used as a training data, the extension proposed here is to augment the learning data by the logical context of the data samples, i.e. to include the logical formula $c(G, m)$ in the data samples, which can be directly inferred using the logical constraints provided by the definition of $G$. In other words, we view qualitative protocol mining as an informed version of data-driven interaction analysis where the background knowledge of context within which communication occurs is used to extract “richer” information about what is happening in a given system.

Due to the nature of multiagent interaction protocols, additional design decisions have to be made to deal with different agents, paths, variables, and loops before standard data mining machinery can be used (we omit the details of these issues for lack of space).

3. CASE STUDY

To illustrate the usefulness of our approach, we have analyzed data generated in a car selling domain, where agents negotiate over cars using the protocol shown in figure 1. We experimented with two open source implementations of data mining techniques, the J48 decision tree algorithm and the NNGe classification-rule based algorithm, to show that our method does not depend on the use of a specific learning algorithm.

For the purposes of this case study, we assume that a single seller ($S$) is analyzing the system evolution from its local point of view. In converting raw sequences of message exchanges to training data samples, we make the following choices: The seller (in role B), unaware of the decision-making rules of a set of 10 customers (in role A), performs the analysis, thus the learning input is restricted to the messages (nodes) and constraints (edges) of the customers. As far as variables occurring in constraints are concerned, we uniformly record all attributes contained in “terms” descriptions $T$, including a “?” (unknown) value for those not mentioned in a given execution trace. The seller tries to learn a model for the general outcome of the protocol (Successful, Neutral or Failure). The table in figure 2 shows results for $10^3$ to $10^5$ negotiations where: $nn$ is the number of negotiations, $time$ is the time in seconds required to build the model, $cci$ is the percentage of correctly classified instances (evaluated using 10-fold stratified cross-validation), $mae$ is the mean absolute error and $rae$ is the relative absolute error.

<table>
<thead>
<tr>
<th>Model</th>
<th>nn</th>
<th>time</th>
<th>cci</th>
<th>mae</th>
<th>rae</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48</td>
<td>1.E3</td>
<td>0.05</td>
<td>83.4%</td>
<td>0.16</td>
<td>38.34%</td>
</tr>
<tr>
<td>NNGe</td>
<td>1.E4</td>
<td>0.48</td>
<td>97.58%</td>
<td>0.04</td>
<td>11.21%</td>
</tr>
<tr>
<td></td>
<td>1.E5</td>
<td>5.09</td>
<td>99.96%</td>
<td>0.004</td>
<td>1.1%</td>
</tr>
<tr>
<td></td>
<td>1.E6</td>
<td>17.39</td>
<td>93.53%</td>
<td>0.04</td>
<td>9.79%</td>
</tr>
</tbody>
</table>

Figure 2: Experiment results.

These experiments, in which the protocol mining algorithms were able to accurately reconstruct the actual decision rules used by the customers, demonstrate that good models to predict the outcome of a protocol can be quickly built from the context of concrete executions of that protocol. They hint at the potential analyses that can be conducted and illustrate the usefulness of qualitative protocol mining in real-world scenarios.
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ABSTRACT

We present a novel representation of the prediction market using a partially observable stochastic game with information (POSGI), that can be used by each trading agent to precisely calculate the state of the market. We then propose that a correlated equilibrium (CE) strategy can be used by the agents to dynamically calculate the prices at which they should trade securities in the prediction market. Simulation results comparing the CE strategy within our POSGI model with five other strategies commonly used in similar markets show that the CE strategy results in improved price predictions and higher utilities to the agents as compared to other strategies.
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1. INTRODUCTION

A prediction market is a market-based distributed aggregation mechanism that uses monetary bets from its participants to elicit their beliefs on the outcome of a future event. The main idea behind the prediction market paradigm is that the collective, aggregated opinions of humans on a future event represents the probability of occurrence of the event more accurately than corresponding surveys and opinion polls. Several researchers have modeled the behavior of prediction market participants using automated trading agents that interact within a game theoretic framework [1, 2]. Despite their overwhelming success, many aspects of prediction markets such as a formal representation of the market model, the strategic behavior of the market’s participants and the impact of information from external sources on their decision making have not been analyzed extensively for a better understanding. We attempt to address this deficit in this paper by developing a game theoretic representation of the traders’ interaction and determining their strategic behavior using the equilibrium outcome of the game.

2. PARTIALLY OBSERVABLE STOCHASTIC GAMES FOR AGENT INTERACTION

Our prediction market consists of N traders, with each trader being represented by a software trading agent that performs actions on behalf of the human trader. The market also has a set of future events whose outcome has not yet been determined. The outcome of each event is considered as a binary variable with the outcome being 1(0) if the event happens(doesn’t happen). Each outcome has a security associated with it. We express the ‘state’ of the market as the quantity of the purchased units of the security in the market. Agents interact with each other in stages (trading periods), and in each stage the state of the market is determined stochastically based on the actions of the agents and the previous state. This scenario directly corresponds to the setting of a partially observable stochastic game [3]. Previous research has shown that information related parameters in a prediction market have a considerable effect on the belief (price) estimation by trading agents. Based on these findings, we posit that a component to model the impact of information related to an event should be added to the POSG framework. With this feature in mind, we propose an interaction model called a partially observable stochastic game with information (POSGI) for capturing the strategic decision making by trading agents. A POSGI is defined as: Σ = (N, S, (A_i)_{i\in N}, (R_i)_{i\in N}, T, (O_i)_{i\in N}, Ω, (I_i)_{i\in N}), where N is a finite set of agents, S is a finite, non-empty set of states - each state corresponding to certain quantity of the security being held (purchased) by the trading agents. A_i is a finite non-empty action space of agent i s.t. A_i = (a_{i, 1}, ..., a_{i, N}, k) is the joint action of the agents and a_{i, k} is the action that agent i takes in state k. In terms of the prediction market, a trading agent’s action corresponds to a certain quantity of security it buys or sells, while the joint action corresponds to changing the purchased quantity for a security and taking the market to a new state. R_{i, k} is the reward or payoff for agent i in state k which is calculated using the logarithmic market scoring rule (LMSR). T : T(s, π, s') = P(s'|s, π) is the transition probability of moving from state s to state s' after joint action π has been performed by the agents. O_i is a finite non-empty set of observations for agent i that consists of the market price and the information signal, and o_{i, k} \in O_i is the observation agent i receives in state k. Ω : Ω(s_k, I_i, k) = P(o_{i, k}|s_k, I_i, k) is...
the observation probability for agent $i$ of receiving observation $o_{i,k}$ in state $s_k$ when the information signal is $I_{i,k}$.

Finally, $I_i$ is the information set received by agent $i$ for an event $I_i = \bigcup_k I_{i,k}$ where $I_{i,k} \in \{-1,0,+1\}$ is the information received by agent $i$ in state $k$. Based on the POSGI formulation of the prediction market, the interaction of an agent with the environment (prediction market) and the information source can be represented by the transition diagram shown in Figure 1. The environment (prediction market) goes through a set of states $\bar{S} = \{s_1, ..., s_H\}$: $\bar{S} \in S$, where $H$ is the duration of the event in the prediction market and $s_k$ represents the state of the market during trading period $h$. This state of the market is not visible to any agent. Instead, each agent $i$ has its own internal belief state $B_{i,h}$ corresponding to the actual state $s_h$. $B_{i,h}$ gives a probability distribution over the set of states $S$, where $B_{i,h} = (b_{1,h}, ..., b_{|S|,h})$. The agent $i$ receives an observation $o_{i,s_h} = (\pi_{s_h}, I_{i,s_h})$, that includes the market price $\pi_{s_h}$ corresponding to the state $s_h$ as informed by the market maker, and the information signal $I_{i,s_h}$. The agent $i$ then updates its beliefs, selects an action, and receives a reward $R_{i,s_h}$. To determine the outcome of the POSGI, we have used a correlated equilibrium (CE) solution, which is calculated by first representing CE through a linear program and then using the dual of this formulation to find CE in polynomial time.

### 3. EXPERIMENTAL RESULTS

We have conducted several simulations using our POSGI prediction market with 100 agents. The default values for the statistical distributions for market related parameters were taken from data obtained from the Iowa Electronic Marketplace (IEM) movie market for the event *Monsters Inc.* movie box office, which pays $1 if Monsters, Inc. official box office receipts for the 11/2/2001 – 11/29/2001 period are greater than $180 million, and $0 otherwise. We report the market price for the security corresponding to the outcome of the event being 1 (event occurs). We use the following well-known strategies for comparison \(2\) \(4\) . 1) ZI (Zero Intelligence) - each agent submits randomly calculated orders; 2) ZIP (Zero Intelligence Plus) - each agent aims for a particular level of profit by adopting its profit margin based on past prices; 3) CP (by Preist and Tol) - each agent adjusts its orders based on past prices and tries to submit more competitive orders; 4) GD (by Gjerstad and Dickhaut) - each agent maintains a history of past transactions and chooses the order that maximizes its expected utility; 5) DP (Dynamic Programming solution for POSG game) - each agent uses dynamic programming solution to find the best order that maximizes its expected utility given past prices, past utility, past belief and the information signal \(3\); 6) CE (Correlated Equilibrium solution) - each agent follows the correlated equilibrium calculated within POSGI setting. Figure 2(a) shows the prices of the orders placed by risk neutral agents and Figure 2(b) shows the corresponding utility received by these agents for different strategies during the duration of the event. Our results indicate that the agents using the CE strategy are able to obtain 38% more utility and 9% higher price than the agents following the next best performing strategy (DP). In summary, the POSGI model and the CE strategy result in better price tracking and higher utilities because they provide each agent with a strategic behavior while taking into account the observations of the prediction market and the new information of the events.

### 4. CONCLUSION

In this paper, we have described an agent-based POSGI prediction market with an LMSR market maker and empirically compared different agent behavior strategies in the prediction market. In the future we are interested in analyzing $n$-player scenario for the POSGI formulation given in Section 3. We also plan to investigate the dynamics evolving from multiple prediction markets that interact with each other. Finally, we are interested in exploring truthful revelation mechanisms that can be used to limit untruthful bidding in prediction markets.

### 5. REFERENCES


Green Session
A Cost-Based Transition Approach for Multiagent Systems Reorganization
(Extended Abstract)

Juan M. Alberola
Univ. Politècnica de València
Camí de Vera s/n. 46022
València. Spain
jalberola@dsic.upv.es

Vicente Julian
Univ. Politècnica de València
Camí de Vera s/n. 46022
València. Spain
vinglada@dsic.upv.es

Ana Garcia-Fornes
Univ. Politècnica de València
Camí de Vera s/n. 46022
València. Spain
agarcia@dsic.upv.es

ABSTRACT
In this paper we present an organization transition model that is based on costs along with an associated organization transition mechanism. This mechanism calculates how a current instance of an organization can evolve to a future instance and how costly this evolution is.
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1. INTRODUCTION
Reorganization in MAS defines a process that changes an organization into a new one [3]. These changes are regarding to the organization specification such as roles, goals, services, and the agent population as well as changes in the relationships among these components.

Most existing approaches for reorganization in MAS define adaptation processes due to organizational changes. These approaches propose solutions for reorganization when changes prevent the organization from satisfying current goals (such as when an agent leaves the organization) or for achieving better utility. However, they are not focused on proposing mechanisms for achieving specific future instances of the organization and computing the associated costs.

This paper explores the area of reorganization in MAS and focuses particularly on a novel work based on achieving future instances of an organization at minimal cost. With this objective in mind, we have designed a cost-aware organization transition model to allow a reorganization by means of organization transitions. By using this organization transition model, we provide an organization transition mechanism that allows a specific instance of an organization to evolve into another instance of the organization at the minimal transition cost. It also provides the sequence of steps that must be carried out to achieve the future instance by taking into account the restrictions that must be fulfilled during the transition.

2. ORGANIZATION TRANSITION MODEL
The organization transition model is composed by three parts: the definition of organization; the organization transition; and the computation of the cost related to the organization transition.

2.1 Organization
In this work we use an adaptation of the organization definition proposed by Argente et al. in [2].

Definition 1 (Organization). An organization in a specific moment $\omega$ is defined as a tuple $O^\omega = (OS^\omega, OE^\omega, \phi^\omega)$.

The Organizational Specification $OS$ details the set of elements of the organization by means of two dimensions: $OS = (SD, FD)$. The Structural Dimension $SD$ describes the set of roles $R$ contained in the organization in a specific moment. The Functional Dimension $FD = (S, provider)$ describes the set of services $S$ that the organization is offering in a specific moment and $provider : S \rightarrow 2^R$ relates a service with the set of roles that offer it.

The Organizational Entity $OE$ describes the population of agents $A$ in a specific moment.

The Organizational Dynamics $\phi = (plays, provides)$ represents the relationships among the elements of the $OS$ and the elements of the $OE$, where:

- $plays : A \rightarrow 2^R$, relates an agent with the set of roles that it is playing in a specific moment.
- $provides : A \rightarrow 2^S$, relates an agent with the set of services that it is providing in a specific moment.

2.2 Organization transition
An organization transition [1] allows us to relate two different instances of the same organization in different moments $ini$ and $fin$. This mechanism changes the current $OS^{ini}, OE^{ini},$ and $\phi^{ini}$ into a new $OS^{fin}, OE^{fin},$ and $\phi^{fin}$, respectively.

Definition 2 (Events). An event $e$ defines each individual change that can be applied to an element during the organization transition, in terms of addition or deletion. Given two organizations, $O^{ini}$ and $O^{fin}$, a transition func-
tion defines a set of events $\tau = \{\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n\}$ that when applied to $O^{ini}$ allows a transition to $O^{fin}$.

**Definition 3** (Dependency of events). An event $\varepsilon$ is dependent of another event $\varepsilon'$ if, in order for $\varepsilon$ to be applied, $\varepsilon'$ must first be applied. A set of events $\tau$ must be split into subsets of events which group independent events. Thus, a set of events $\tau$ can be represented as a sequence of subsets of events $\tau_1, \tau_2, \ldots, \tau_n$ ordered by a dependency order.

**Definition 4** (Transition path). If a sequence of subsets $\tau_1, \tau_2, \ldots, \tau_n$ is applied to transition from $O^{ini}$ to $O^{fin}$, the application of each $\tau_i \subset \tau$ causes a transition to an intermediate organization. The sequence of organizations that is reached in the transition between $O^{ini}$ and $O^{fin}$ represents a transition path between both organizations.

### 2.2.1 Transition Path of the minimal cost

Each event $\varepsilon$ has an associated cost $c(\varepsilon)$ to be applied. For any set of events $\tau$ that allow a transition from $O^{ini}$ to $O^{fin}$, we define the cost of the organization transition as the cost of applying all the required events: $C_{trans} = \sum_{\varepsilon \in \tau} c(\varepsilon)$.

The Organizational Dynamics $\phi^{fin}$ represent relationships between $OS^{fin}$ and $OE^{fin}$. These relationships define which services each offers and which roles the agent plays in a specific moment. Therefore, according to the Organizational Specification $OS^{fin}$ and the Organizational Entity $OE^{fin}$, some agents could require to be reallocated to other roles that were not playing in $O^{ini}$. Each one of these possible reallocations defines a different $\phi^{fin}$ that fulfills $OS^{fin}$ and $OE^{fin}$ and has associated a set of events $\tau_0$ related to the Organizational Dynamics transition with a cost of $C_\phi$.

Let $\Theta$ denotes the set of all the possible $\tau_0$ that defines an Organizational Dynamics transition from $\phi^{ini}$ and fulfills $OS^{fin}$ and $OE^{fin}$, our major challenge is to find the specific set of events that minimizes the Organizational Dynamics transition cost: $\tau_{\phi_{min}} = \text{argmin}\{\sum_{\varepsilon \in \tau_0} c(\varepsilon) \mid \tau_0 \in \Theta\}$.

The transition path of the minimal cost defines a transition from $O^{ini}$ to $O^{fin}$ in which the Organizational Dynamics transition from $\phi^{ini}$ to $\phi^{fin}$ has the associated set of events of the minimal cost $C_\phi = c(\tau_{\phi_{min}})$.

### 2.3 Organizational Dynamics cost computation

The cost related to the Organizational Dynamics transition defines how costly it is for agents to acquire the services to play a specific role, to start playing this role, to stop playing a role that is currently being played by an agent, and to stop providing the services required for this last role. We define the cost of an agent $a$ for playing a role $r$ as:

$$C_{ACQUIRE}(a, r) = C_{SERVICES}(a, r) + C(\text{add}(\text{plays}(a, r)))$$

where $C_{SERVICES}(a, r)$ defines the cost of acquiring the services offered by $r$ that are not already provided by the agent $a$, and $C(\text{add}(\text{plays}(a, r)))$ defines the cost for $a$ to play $r$ once it provides the services required. On the other hand, the cost of agent $a$ to stop playing a role $r$ is defined as:

$$C_{LEAVE}(a, r) = C(\text{delete}(\text{plays}(a, r))) + C_{SERVICES}(a, r)$$

where $C(\text{delete}(\text{plays}(a, r)))$ represent the cost of agent $a$ to stop playing the role $r$, and $C_{SERVICES}(a, r)$ defines the cost to stop providing the services required to play $r$ that are no longer required by $a$ for playing other roles.

Therefore, we define the cost of role reallocation for agent $a$ from role $r_{old}$ to role $r_{new}$ as:

$$C_{Realloc.}(a, r_{old}, r_{new}) = C_{ACQUIRE}(a, r_{new}) + C_{LEAVE}(a, r_{old})$$

The cost related to the Organizational Dynamics $\phi^{fin}$ is computed as the aggregated cost of each role reallocation:

$$C_\phi = \sum_{a \in A} C_{Realloc.}(a, r_{old}, r_{new})$$

### 3. ORGANIZATION TRANSITION MECHANISM

The organization transition mechanism calculates how an organization can evolve to a future organization and how this evolution is. It is composed by three steps:

**Calculating the Organizational Dynamics:** This step uses an initial organization $O^{ini}$, the Organizational Specification $OS^{fin}$, and the Organizational Entity $OE^{fin}$, and calculates the Organizational Dynamics $\phi^{fin}$ which minimizes the organizational transition cost $C_\phi = c(\tau_{\phi_{min}})$.

**Calculating the set of events:** This step takes $\phi^{fin}$ and finds the $\tau$ that allows a transition from $O^{ini}$ to $O^{fin}$.

**Calculating the transition path:** This step takes $\tau$ and calculates the dependency of events. Dependent events are splitted into different subsets, providing a sequence that must be applied in order of dependence by defining the transition path between $O^{ini}$ and $O^{fin}$.

### 4. CONCLUSION

Previous works in reorganization in MAS have usually approached reorganization as a requirement that appears at a given point in the life-span of an organization. This requirement usually appears when the performance of the organization must be improved. The most remarkable difference among previous approaches and this work is the fact that the future organization cannot be specified and is subject to the changes that guide the reorganization. Therefore, the cost associated for achieving future specific organizations cannot be computed.

The organization transition mechanism proposed in this paper allows an organization transition from an initial organization to another one by computing the cost of transition and the sequence of steps required to carry out the organization transition.
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ABSTRACT
This paper introduces the first experiments of an innovative approach to the modeling and simulation of crowds of pedestrians considering the presence of groups as a crucial element influencing overall system dynamics. In-silico experimental results are discussed in relation to in-vitro experiments (experimental observations on the movement of pedestrians and groups).
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1. INTRODUCTION
Crowds of pedestrians can be considered as complex entities from different points of view: the mix of competition for the space shared by pedestrians and the collaboration according to shared social norms, the possibility to detect self-organization and emergent phenomena are all indicators of the intrinsic complexity of a crowd. Models for the simulation of pedestrian dynamics (often adopting agent–based approaches) have been successfully applied to several case studies, off-the-shelf simulators can be found on the market and they are commonly employed by end-users and consultancy companies. However, they generally neglect aspects like (a) the impact of cultural heterogeneity among individuals and (b) the effects of the presence of groups and particular relationships among pedestrians [1]. The aim of this work is to present the motivations, directions and preliminary results of a research effort aimed at the development of an agent–based modeling and simulation approach to pedestrian and crowd dynamics facing these two gaps in the state of the art.

The work is set in the context of the Crystals project whose main focus is on the adoption of an agent-based pedestrian and crowd modeling approach to investigate meaningful relationships between the contributions of cultural studies and existing results on the research on crowd dynamics, and how the presence of heterogeneous groups influence emergent dynamics in the context of the Hajj and Omrah. The yearly pilgrimage to Mecca involves in fact over 2 millions of people coming from over 150 countries, with significant cultural differences. In this context, the definition of groups is adopted as a way to organize and manage flows of pilgrims in several moments and phases. These aspects therefore cannot be neglected when defining models to simulate scenarios in this context. In the paper we present the first experiments in a line of work that is aimed at fruitfully integrating in-silico agent–based simulations calibrated and validated by means of, first of all, in-vitro experiments on the movement of pedestrians and groups and then also in-vivo observations carried out on the field.

2. IN-SILICO EXPERIMENTS
We will briefly introduce here the rationale of a model based on the notion of proxemics: the term was introduced by Hall with respect to the study of set of measurable distances between people as they interact [2]. In these studies different situations were analyzed in order to recognize behavioral patterns; one of the most interesting result was the distinction between physical and perceived distance. While the first depends on physical position associated to each person, the latter depends on proxemic behavior based on culture and social rules. Four types of perceived distances were identified: intimate distance for embracing, touching or whispering; personal distance for interactions among good friends or family members; social distance for interactions among acquaintances; public distance used for public speaking.

Starting from these considerations, we defined an agent–based model adopting an approach based on the Boids model [4], in which rules have been modified to represent the phenomenologies described by the basic theories and contributions on pedestrian movement instead of flocks. The defined agent–based pedestrian model, considers thus three main contributions to the movement action: (a) the tendency to move towards a goal, (b) the tendency to stay at a distance from strangers, (c) the tendency to stay close to members of your group. The details of the model cannot be reported here for sake of space, but they can be found in [3]; an important parameter of the model is the distance $p$ representing the threshold under which the presence of a stranger is perceived as repulsive. We realized a sample simulation scenario in a rapid prototyping framework and we employed it to test the model in a simplified real built
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environment, a corridor with two exits (North and South); later different experiments will be described with corridors of different size (5m wide and 10m long). We realized a campaign of experiments to verify the plausibility of the model, to calibrate some of its parameters and also to evaluate the effects of the presence of groups. In the experiments, the corridor is populated by two facing sets of pedestrians, respectively heading North and South. Some of the pedestrians are single individuals, others are part of a group: the behaviour of the former is only based on the tendencies to move towards the goal avoiding other pedestrians.

3. SIMULATION RESULTS

We conducted several experiments with the above described model to evaluate the plausibility of the overall system dynamics achieved with such simple basic rules and to calibrate the parameters to fit actual data available from the literature or acquired in the experiments. In particular, we focused on the influence of the proxemic distance \( p \) on the overall system dynamics, considering Hall’s personal distance and the identified ranges he reported as a starting point. In particular, we considered a high value (1m) and a low value (75cm) for the proxemic distance \( p \); results are shown in shown in Figure 1. In general, the higher value allowed to achieve good results in low density scenarios, but for densities close and above one pedestrian per square meter the lower value allowed achieving a smoother flow, more consistent with the results available in the literature. The low distance allowed achieving a good balance between flow smoothness, collision avoidance and group cohesion and the results of the simulations employing the low personal distance are consistent with empirical observations discussed in [5] and also with in-vitro experiments on pedestrian dynamics conducted in Tokyo in the same environment configuration.

We also analyzed the implications of the presence of groups in the environment. The data generated by in-silico experiments, as well as the in-vitro observations, do not lead to conclusive results; in low density simulation scenarios, however, the average speed of group members is consistently lower than that of single individuals. This is probably due to the fact that the presence of the group has a greater influence on the possibility of other individuals to move, generating for instance a higher possibility of members on the back of the group to follow the “leaders”. Figure 2 compares the average number of turns per complete travel time of individuals and group members (where the turn duration is 100 ms).

4. CONCLUSIONS

This work described the first steps towards an agent–based pedestrians and crowd model considering the influence of groups and cultural heterogeneity in the simulated scenario. In the context of the project the model has been extended and it is now being applied in a more complex scenario and validated with data from In-vivo observations carried out at the 2010 edition of the Hajj.
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ABSTRACT
The recent robot car competitions and demonstrations have convincingly shown that fully autonomous vehicles are feasible with current or near-future intelligent vehicle technology. Looking ahead to the time when such autonomous cars will be common, Dresner and Stone proposed a new intersection control protocol called Autonomous Intersection Management (AIM) and showed that by leveraging the capacities of autonomous vehicles we can devise a reservation-based intersection control protocol that is much more efficient than traffic signals and stop signs. Their proposed protocol, however, handles reservation requests one at a time and does not prioritize reservations according to their relative importance and vehicles’ waiting times, causing potentially large inequalities in granting reservations. For example, at an intersection between a main street and an alley, vehicles from the alley can take a very long time to get reservations to enter the intersection. In this research, we introduce a prioritization scheme to prevent uneven reservation assignments in unbalanced traffic. Our experimental results show that our prioritizing scheme outperforms previous intersection control protocols in unbalanced traffic.
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1. INTRODUCTION
The impressive results of the DARPA Urban Challenge in 2007 showed that fully autonomous vehicles are technologically feasible with contemporary hardware. Dresner and Stone proposed a reservation-based approach to autonomous intersection management, and in particular described a First Come, First Served (FCFS) policy for an intersection management agent to direct vehicles through an intersection [1, 2]. They showed that FCFS can significantly improve the throughput of an intersection over traffic signals and stop signs. FCFS, however, handles reservation requests one at a time and does not prioritize reservations according to their relative importance and vehicles’ waiting times. In many multiagent systems, a poor allocation of resources can lead to starvation—some agents cannot get the resources they need for a very long time or indefinitely. The same is true in AIM: in unbalanced traffic—the traffic on a main road is much heavier than the traffic on a crossing road—vehicles from the crossing road can be blocked by the traffic on the main road with heavy traffic, as shown in Figure 1. Unbalanced traffic is very common as many intersections in cities are junctions connecting alleys or side roads to main streets. Therefore, it is necessary to find an autonomous intersection control mechanism that can smoothly and fairly handle this type of traffic. In this paper, we introduce a new intersection control policy called the batch policy that can group several reservation requests together and apply prioritization schemes to reorder the requests. The prioritization schemes can enforce that a vehicle from the low traffic road will be given a high priority for reservations if its movement has been blocked for too long.

Figure 1: Starvation due to unbalanced traffic. Vehicles from the side road (the vertical direction) cannot get reservations to enter the intersection due to the heavy traffic on the main street (the horizontal direction).

2. BATCH PROCESSING OF REQUESTS
We propose a new class of intersection management policies called batch policies that put the request messages on hold upon
receiving them and then process several request messages at once. The central component of a batch policy is a sorted queue of request messages that acts as a buffer for temporarily storing the incoming request messages. As an example, suppose a vehicle sends a request message \( r \) at time 1 second, as shown in Figure 2. The request message contains 5 proposals, each of which is a tuple \( r_i = (t_{\text{arrival}}, v_{\text{arrival}}, l_{\text{arrival}}, l_{\text{exit}}, t_{\text{exit}}) \), where \( t_{\text{arrival}} \) is the arrival time, \( v_{\text{arrival}} \) is the arrival velocity, \( l_{\text{arrival}} \) is the arrival lane from which the vehicle arrives at the intersection, and \( l_{\text{exit}} \) is the exit lane from which the vehicle leaves the intersection. The intersection manager can choose at most one of the proposals to grant a reservation. These proposals, except \( r_1 \), will be put in the queue, which is sorted by the proposed arrival times, and they will be processed by the intersection manager at a future time called the next processing time, which is denoted by \( \text{nextProcessingTime} \). \( r_1 \) is not put in the queue because its proposed arrival time is before the request deadline, denoted by \( \text{requestDeadline} \), which is a time that is very close to the next processing time. \( r_1 \) is considered late because the time the intersection manager finishes processing the request messages at the next processing time, it is possible that the arrival time of \( r_1 \) has been passed. The computation and communication delay (the com. delay in Figure 2) is the time delay between \( \text{nextProcessingTime} \) and \( \text{requestDeadline} \) and is denoted by \( \text{tComm} \). Late proposals such as \( r_1 \) are processed immediately by the intersection manager, to see if it is possible to grant the reservation between the reservations that were granted at the last processing time. If not, a reject message is sent.

The request handling procedure processes request messages on the queue at the next processing time. The procedure first identifies the target batch of request messages on the queue, which is the set of all request messages whose proposed arrival times are before \( \text{requestDeadline} + \text{tBatch} \), where \( \text{tBatch} \) is the batch interval which is 6 seconds in this example. The request messages in the target batch will be removed from the queue and reordered by a cost function, which is \( f(\text{wait}) = a \times (\text{wait})^b \), where \( \text{wait} \) is the estimated amount of time the vehicle has been waiting to enter the intersection. \( a \) and \( b \) are coefficients specific to the type of vehicles, where \( a > 0 \) and \( b > 1 \). The procedure grants reservations according to the new order and then rejects the requests from the vehicles that have no reservation and no remaining request messages on the queue. Finally, both \( \text{nextProcessingTime} \) and \( \text{requestDeadline} \) are increased by time \( \text{tProc} \), which is called the processing interval and is the time between the batch processing of requests.

We conducted an experiment on an intersection between a main road and a side road. Each of the roads has three lanes, and the vehicles on the main road go straight through the intersection without turning while the vehicles at the side road can either turn left, turn right or pass through the intersection. The vehicles are spawned according to a poisson distribution such that the traffic level \( \lambda_{\text{main}} \) of the main road is varied from 72 vehicles per hour per lane to 2200 vehicles/hour/lane while the traffic level \( \lambda_{\text{side}} \) of the side road is held constant at 540 vehicles/hour/lane. We ran the simulation 100 times, and in each run the total simulation time is 1 hour. The coefficients of the cost function are set to \( a = 1.0 \) and \( b = 2.0 \), the batch interval is \( \text{tBatch} = 3s \), the processing interval is \( \text{tProc} = 0.5s \), and the com. delay is \( \text{tComm} = 0.02s \). We measured the average delay of the vehicles by averaging the time difference of the vehicles with and without other vehicles on the roads (i.e., the time delay due to the presence of traffic and the intersection management policy), and plotted the graph in Figure 3. As can be seen, the delay of vehicles on the main road in FCFS is small (within 3 seconds) at all traffic levels \( \lambda_{\text{main}} \), while the delay of vehicles on the side road increases rapidly as \( \lambda_{\text{main}} \) increases. The vehicles on the side road have difficulty getting reservations due to the situation as shown in Figure 1, and this difficulty can be avoided by using the batch processing of requests, which helps to avoid the long delay of the vehicles on the side street. As a result, the delay of the vehicles on the side road is reduced tremendously, at the cost of a very small increase of the delays on the main street (see Figure 3).

3. CONCLUSIONS

As in many multiagent systems, there is a need for a fair allocation of resources in an intersection to ensure that all vehicles can get a reservation to enter the intersection eventually. Here we introduced a prioritization scheme and discussed how to incorporate them into the AIM system via the batch processing of reservation requests. Our experimental results show that our prioritization scheme outperforms FCFS, the best autonomous intersection control protocol in the literature, in unbalanced traffic. We believe this work will serve as an important step towards the development of traffic control systems for autonomous vehicles.
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ABSTRACT
This paper investigates the impact of reward shaping in multi-agent reinforcement learning as a way to incorporate domain knowledge about good strategies. In theory [2], potential-based reward shaping does not alter the Nash Equilibrium of a stochastic game, only the exploration of the shaped agent. We demonstrate empirically the performance of state-based and state-action-based reward shaping in RoboCup KeepAway. The results illustrate that reward shaping can alter both the learning time required to reach a stable joint policy and the final group performance for better or worse.
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1. INTRODUCTION
Most multi-agent, reinforcement learning agents are implemented under the assumption that there is no prior knowledge available. This is, however, often not the case in many practical applications. In many domains, heuristic knowledge can be easily identified by the designer of the system.

In the area of single-agent reinforcement learning, incorporating heuristic knowledge by a potential-based reward shaping has been proven to be both sufficient and necessary to not modify the optimal policy of the agent [7]. However, in multi-agent the implications of the method are different [2].

To date, only relatively simple multi-agent scenarios have been studied with regard to potential-based reward shaping [1, 2, 5]. The contribution of this work is the first application of potential-based reward shaping [7] to a complex MAS, the first application of potential-based advice [3] to any MAS and the proposal of three, generally applicable, multi-agent specific categories of domain knowledge.

2. KEEPAWAY
KeepAway [8] is a sub-problem of the complete game of soccer/football. In this task (see Figure 1), N players (keepers) learn how to keep the ball when attacked by N−1 takers within a small, fixed area of the football pitch.

Most published learning agents in KeepAway learn the behaviour of the Keeper in possession of the ball, but as at any one time only one agent has possession this research is more relevant to single-agent reinforcement learning. Instead, we focus on learning the behaviour of the Takers who must simultaneously decide to mark a specific keeper or tackle for the ball.

3. EMPIRICAL STUDY
Our baseline learner combines the approaches of two existing published learning takers [4, 6]. Specifically we use the reward function and state representation of Min et al. [6] and the SARSA algorithm with tile coding and &epsilon;-greedy action selection method as Iscen and Erogul [4] did. The resulting takers outperform both existing agents gaining possession on average in just 4.8 seconds in a game of 3v2 on a pitch of size 20x20.

To extend this baseline, we treat the agents as black boxes and simply provide an additional potential-based reward. To demonstrate both state-based [7] and state-action based [3] reward shaping, three heuristics were designed:

1. Separation-Based: Encourage takers to spread out.
2. Role-Based: Encourage one taker to tackle, the others to mark.
3. Combined: The combination of (1) and (2).
The separation-based heuristic is homogeneous, as all takers receive the same additional reward at all times, but the others are heterogeneous, rewarding different behaviours unique to each taker. The roles assigned are not hard-coded, only encouraged. Therefore, the taker receiving additional positive reinforcement to tackle can still learn to deviate from its assigned role when necessary.

3.1 Results

All graphs presented plot the mean of at least 25 repeats, with the standard error from the mean illustrated by error bars. As we are learning the behaviour of the takers trying to win possession, the episode time the better the agents are performing.

The results shown have been chosen to represent the benefits of shaping in MAS. Both graphs show shaped agents that require less time to reach a stable joint policy than the baseline learner. Furthermore, in Figure 3, we demonstrate an example of where the joint policy learnt has changed due to reward shaping. This time the altered exploration has improved the final performance of the agents but, if the heuristic had been misleading, the opposite can also occur.

Other results, not shown here due to limited space, show similar benefits in all combinations of games of 5v4 and 4v3 on pitches of 40x40 and 50x50.

4. CONCLUSION

In conclusion, providing domain knowledge by an additional potential-based reward to agents affects their exploration. In single-agent reinforcement learning this only affects the time to convergence, but in multi-agent both the time to convergence and final performance can be changed.

Although the potential functions implemented have used domain specific knowledge the types of domain knowledge represented are generally applicable. The knowledge that keepers and takers should try to stay separate is an example of knowledge regarding how agents should maintain states relative to each other. Maintaining a state relative to either team-mates or opponents is a common type of knowledge applicable in many MAS. Similarly, having one tacker and one marker is specific to takers in KeepAway but the knowledge that agents should specialise into roles is also common in MAS.

Furthermore, neither type of knowledge used for reward shaping in our experiments explicitly defines the solutions. Each agent’s policy is still learnt by the agent, the knowledge only directs the path exploration takes. Therefore, agents are still free to explore and converge to any equilibrium via self-learning without being limited to a pre-defined solution.

To close, we have demonstrated the benefits of applying potential-based reward shaping functions (both state based [7] and state-action based [3]) when multiple individual learners are acting in a common environment and so, given our recent theoretical guarantees [2], encourage their use in knowledge-based, multi-agent, reinforcement learning when suitable heuristics are known.
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ABSTRACT

Decision making and game play in multiagent settings must often contend with behavioral models of other agents in order to predict their actions. One approach that reduces the complexity of the unconstrained model space is to group models that tend to be behaviorally equivalent. In this paper, we seek to further compress the model space by introducing an approximate measure of behavioral equivalence and using it to group models.
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1. INTRODUCTION

Several areas of multiagent systems such as decision making and game playing benefit from modeling other agents sharing the environment, in order to predict their actions. In the absence of constraining assumptions about the behaviors of other agents, the general space of these models is very large. Multiple researchers have proposed grouping together behaviorally equivalent (BE) models [2, 6, 7] to reduce the number of possible models. Models that are BE prescribe identical behavior, and these may be grouped because it is the prescriptive aspects of the models and not the descriptive that matter to the decision maker. The basic idea is to cluster behaviorally equivalent models of the other agents and select representative models for each cluster. By doing this, we are able to limit the model space of the other agents while maintaining the solution optimality of the modeling agent. One particular decision making framework in which BE has received much attention is the interactive dynamic influence diagram (I-DID) [5].

I-DIDs are graphical models for sequential decision making in uncertain multiagent settings. I-DIDs concisely represent the probabilistic dynamic influence diagram (I-DID) [5].

As the horizon increases, the size of the policy tree increases exponentially; (b) the condition for BE is quite strict: entire policy trees of two models must match exactly. While this can be done bottom up [4], the complexity of this depends on the size of the policy tree.

Progress in the context of BE is possible by grouping models that are likely to be BE. Because this will potentially result in more models being clustered, the model space is partitioned into less number of classes. In this paper, we introduce a way to identify models that are approximately BE by limiting attention to paths in a policy tree that are most likely. Models are approximately BE and may be grouped together if these $K$ most likely policy paths are identical. Because we focus on a subset of the policy tree for comparison, more models may be included in a single approximate BE group. However, computing the probability of an action-observation path in a multiagent setting requires knowledge of the actions of the modeling agent as well [3]. We address this fundamental barrier by utilizing a more probabilistic choice model for the other agent instead of using the traditional maximum utility action(s). Specifically, we employ the quantal response model [1] – fast emerging as a viable alternative choice model for agents – to compute the policy. Our hypothesis is that by allowing for more actions (not just those that have maximum utility) we consider a larger number of possible paths and select the likely paths among these. In computing the probability of a path, we do not consider actions of the modeling agent, but those of the other agent only or those of the subject agent modeled at a lower level by the other.

2. TOP K POLICY PATHS

We label the sequence of actions and observations experienced by an agent participating in an interaction as a path. Formally, let $h^j = \{a^j, o^j+1\}_{t=1}^n$ be the $q$-length path for an agent $j$ where $o^j+1$ is null for a $T$ horizon problem ($q \leq T$). If $a^j_t \in A_j$ and $o^j+1_t \in \Theta_j$, where $A_j$ and $\Theta_j$ are agent $j$’s action and observation sets respectively, then the set of all $q$-length paths is $H^j = \Pi_{t=1}^T (A_j \times \Theta_j)$. In a two-agent interaction, the probability of $j$ experiencing an observation depends on actions of both
agents. Because an agent's optimal actions are obtained from its model \((m_{jt}^{i}j, l−1\) for \(j\) and \(m_{it}^{i}\) for the subject agent \(i\)), we define the probability of a q-length path in a factored form as shown below:

\[
Pr(h_l^q) = \prod_{t=1}^{q}Pr(a_t^i|m_{jt}^j, l−1) \sum_{a_{jt} \in A_j} Pr(a_{jt}^i+1|a_t^i, a_t^j) \times Pr(a_t^i|m_{it}^i)
\]  

We then define the most probable path of \(T\) horizon below.

**DEFINITION 1 (MOST PROBABLE PATH).** Define the most probable path, \(h_t^q\), for the level \(l−1\) agent \(j\) as:

\[
h_t^q = \arg \max_{h_t^q \in H_T^q} \prod_{t=1}^{q}Pr(a_t^j|m_{jt}^j, l−1) \sum_{a_{jt} \in A_j} Pr(a_{jt}^j|a_t^j, a_t^i) Pr(a_t^i|m_{it}^i)
\]

Intuitively, \(K\)-most probable paths are then those \(K\) paths that have the largest probabilities among all the paths of \(T\) horizon.

Although Eq. 1 provides us with a way to compute path probabilities, it requires the solution of the subject agent \(i\)'s model (in the term, \(Pr(a_t^i|m_{it}^i)\)). This is a fundamental barrier to using the exact path probabilities because agent \(i\)'s level \(l\) solution is what we seek and is not known. Clearly, exact path probabilities may not be available for use in any approach for solving I-DIDs (or other such frameworks). Another challenge is that the number of paths grows exponentially with time. However, we address this issue by focusing on \(K\) paths only at every time step.

One way around the problem of computing exact path probabilities is to utilize a quick but inexact solution for \(i\)'s model with the guarantee that optimal actions are given higher utility in the inexact solution as well. To the best of our knowledge, we are unaware of such an approximation technique. Instead, we utilize a more probabilistic solution of \(j\)'s models that would allow for more paths considered plausible while continuing to assign higher probabilities to optimal actions, thereby compensating for not knowing \(i\)'s action probabilities. We utilize the quantal response [1] model, which assigns a probability to each action in proportion to its utility. Formally, the quantal response is defined in Eq. 2:

\[
Pr(a_t^j|m_{jt}^j, l−1) = \frac{e^{\lambda EU(a_t^j)}}{\sum_{a_{jt} \in A_j} e^{\lambda EU(a_{jt})}}
\]  

Non-negative parameter \(\lambda\) quantifies the rationality of the actions.

In order to identify the top \(K\) paths, we replace the decision nodes in \(j\)'s level \(l−1\) I-DID (or DID) with the corresponding chance nodes effectively turning the DID into a dynamic Bayesian network (DBN). In order to avoid searching over an exponential number of policy paths, \(|A_j||\Omega_j|^{T−1}\) where \(T\) is the horizon, we identify exactly \(K\) paths at every time step. Specifically, at time \(t = 0\), we compute the probabilities for \(|A_j||\Omega_j|^{T−1}\) action-observation combinations and select \(K\)-most probable ones. Thereafter, at any time step until \(T−1\), we compute the probabilities of \(|K||A_j||\Omega_j|^{T−1}\) paths and select \(K\) most probable paths (as per Def. 1) among them. Consequently, we obtain \(K\) most probable paths while avoiding an exponential number of path probability computations.

Models that have identical top \(K\) paths are grouped together. We pick a representative model from each group and prune all other models in the group. All the representative models are retained and updated. We point out that unlike exact BE, we compare just a subset of the policy paths in order to group the models. On the other hand, because we use the quantal response the top \(K\) paths are not necessarily the most probable paths in the original policy tree obtained when the maximum expected utility is used. Consequently, models that were originally BE may not be grouped together. As a result, we are unable to precisely characterize the error in predicting \(j\)'s actions due to this approach.

### 3. RESULTS

We implemented this approach (TopK) within the framework of I-DIDs. In order to demonstrate the suitability of using the quantal response model for \(j\)'s actions, we implemented a baseline approach that selects top \(K\) paths using randomized response for \(j\)'s actions. In Fig. 1(a), we show that TopK maintains a relatively high chance of fully intersecting the actual \(K\) most probable paths. Increasing \(K\) improves the likelihood as we may expect.

![Figure 1](image_url)

Figure 1: (a) TopK captures the \(K\)-most probable paths with a large probability in the multiagent tiger problem. (b) TopK scales significantly better than DMU to larger horizons. All experiments are run on a dual processor Xeon 2.0GHz, 2GB memory and WinXP platform.

In Fig. 1(b), we show the reduced running times and improved scalability of TopK compared with the DMU approach [4] over three domains. We were able to solve I-DIDs over more than 25 horizon using TopK. More significantly, for the large UAV domain we achieved solutions to I-DIDs for horizon of more than 10.
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ABSTRACT
An organizational modeling language can be used to specify an agent organization in terms of its roles, organizational structure, norms, etc. Using such an organizational specification to organize a multi-agent system should make the agents more effective in attaining their purpose, or prevent certain undesired behavior from occurring. Agents who want to enter and play roles in an organization are expected to understand and reason about the organizational specification. An important aspect that such organization-aware agents should be able to reason about is role enactment. In particular, agents should be able to reflect on whether they have the capabilities to play a role in an organization. In future work it needs to be made precise when an agent can be said to have a certain capability, and how an agent can reflect on its capabilities. This is necessary for programming role enactment in organization-aware agents.
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1. INTRODUCTION
An organizational modeling language can be used to specify an agent organization in terms of its roles, organizational structure, norms, etc. (see, e.g., [2, 4]). Such an organizational specification abstracts from the individual agents that will eventually play the roles in the organization. Using an organizational specification is a sine qua non for creating open multi-agent organizations that allow agents to join or leave the organization.

Agents who want to enter and play roles in an organization are expected to understand and reason about the organizational specification, if they are to operate effectively and flexibly in the organization. Agents that are capable of such organizational reasoning
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and decision making are called organization-aware agents [6]. Our broader aim is the development of languages and techniques for programming organization-aware agents.

An important aspect that organization-aware agents should be able to reason about is role enactment. In particular, an agent has to reason about whether it wants to play a role and whether it has the capabilities to behave as the role requires. Here we focus on the latter. We are in particular interested in how agents can be programmed to perform such reasoning and take this into account in their decision making about role enactment.

In order to investigate how to program this kind of reasoning, we propose to develop a general pattern for modelling capabilities in the OperA organizational modelling language, in which we distinguish several capability types. We propose that agents should be able to reflect on their capabilities using their beliefs. These investigations will contribute to the development of languages and techniques for programming organization-aware agents.

2. BLOCKS WORLD FOR TEAMS
The Blocks World For Teams (BW4T) simulated environment [5] has been developed as a testbed for human-agent/robot teamwork. The environment consists of nine rooms that are connected through halls. Colored blocks are placed inside the rooms. Simulated robots should work together to pick up blocks from the rooms, bring them to the so-called drop zone and put them down there, in the specified color sequence. Blocks only become visible once a robot enters the room where these blocks are. Robots cannot see one another. Once a robot enters a room (including the drop zone), no other robots can enter. Blocks disappear from the environment when dropped in the hall or in the drop zone. Robots can be controlled by agents or humans, thereby providing the possibility to investigate human-agent robot teamwork. Here we consider agent-only teams since human-agent interaction is not the focus of this paper.

An interface that allows GOAL agents to control the simulated robots has been developed using the Environment Interface Standard (EIS) [1]. Broadly speaking, this standard specifies that agents can control entities in the environment through actions, and agents can observe the environment through percepts that are sent from the environment to the agents. The actions made available to agents are, e.g., goTo(<Place>) to move to the specified place (a room, the drop zone or a hall) and pickUp to pick up a block (the robot has to be close to the block). Percepts made available to agents are, for example, at(<Me>,<Place>) which specifies in which place the robot currently is, and color(<Block>,<Color>) which is sent once an agent enters the room where <Block> is located.
3. ORGANIZATIONAL SPECIFICATION

The OperA framework [2] proposes an expressive way for defining open organizations distinguishing explicitly between the organizational aims and the agents who act in it. That is, OperA enables the specification of organizational structures, requirements and objectives independently from any knowledge on the properties or architecture of agents, which allows participating agents to have the freedom to act according to their own capabilities and demands.

The OperA framework consists of three interrelated models. Here in particular the Organizational Model (OM) is relevant. This is the result of the observation and analysis of the domain and describes the desired behaviour of the organization, as determined by the organizational stakeholders in terms of roles, objectives, norms, interactions and ontologies. The design and validation of OperA OMs can be done with the OperettA tool [3]. The OM provides the overall organization design that fulfills the stakeholders requirements.

Figure 1 shows the social structure of the BW4T organization, and the corresponding role descriptions for the Searcher and Deliverer roles. The arcs in the social structure diagram define the dependency relations between the roles. These dependencies indicate how the distribution of objectives in the organisation is realized. The arcs are labelled with the objectives for which the parent role depends on the child role. OperA identifies three types of role dependencies: bidding [Market], request [Network], and delegation [Hierarchy].

In the BW4T example, the organizational objective of collecting the colored blocks in a particular color order is split over the two roles in the organization: the Searchers are responsible for checking all rooms for the blocks and providing the information about block locations and colors to other agents (allRoomsChecked), and the Deliverers are responsible for picking up the blocks of the correct color and dropping them at the drop zone (allBlocksDelivered). The deliverers thus depend on the searchers for finding the correct blocks, and the searchers depend on the deliverers for collecting the blocks and bringing them to the drop zone.

The Gatekeeper role is not specific to the BW4T domain, but must be present in every OperA organizational model. The gatekeeper is responsible for admitting agents to the organization by means of asking agents about their capabilities and assigning roles to agents on the basis of this. This is why the Gatekeeper role has been marked as internal ("In") in the social structure, which means that the agent(s) enacting this role are to be programmed by the designer of the organization herself, while the other roles are marked as external ("Ex"). The latter kind of role can be played by agents that are designed independently from the society. Individual agents consider joining an organization when they believe that the enactment of role(s) will contribute to the achievement of some of their own goals. When an agent applies, and is accepted for a role, it commits itself to the realization of the role’s objectives and it should function within the society according to the constraints applicable to its role(s). This means that agents need to be able to interpret the specification of the role and take this into account in their decision making. These processes are specified in the interaction structure. The social contracts generated in the Social Model are the result of the these processes.

The normative structure enables the definition of norms that specify desired behavior that agents should exhibit when playing the role. Examples of norms in the BW4T domain are the obligation for deliverers to inform others of the blocks that they placed in the drop zone, and the prohibition that more than one searcher is present in the same room at any given moment. In particular, we propose that norms can be used to express which capabilities an agent should have for playing a certain role.

Figure 1: Role dependencies (top), properties of Searcher (middle) and Deliverer (bottom).

In order to reason about role enactment, agents should be able to reflect on the capabilities that they have. In future work it needs to be made precise when an agent can be said to have a certain capability, and how an agent can reflect on its capabilities. This is necessary for programming role enactment in organization-aware agents.
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INTRODUCTION

Human users planning for multiple objectives in coalition environments are subjected to high levels of cognitive workload, which can severely impair the quality of the plans created. The cognitive workload is significantly increased when a user must not only cope with a complex environment, but also with a set of uncustomed rules that prescribe how the coalition planning process must be carried out. In this context, we develop a prognostic assistant agent that takes a proactive stance in assisting cognitively overloaded human users by providing timely support for normative reasoning—reasoning about prohibitions and obligations.

Existing work on automated norm management relies on a deterministic view of the planning model [1], where norms are specified in terms of classical logic; in this approach, violations are detected only after they have occurred, consequently assistance can only be provided after the user has already committed actions that caused the violation [3]. By contrast, our agent predicts potential future violations and proactively takes action to help prevent the user from violating the norms.

Here, we introduce the notion of prognostic normative reasoning so that the agent can reason about norm-compliant planning in advance. In order for that, we use probabilistic plan recognition to predict the user’s future plan steps based on the user’s current behavior and the changes in her environment. As the environment changes, the agent’s prediction is continuously updated, and thus its plan for remedial actions must be frequently revised during execution. In order to address this issue, our agent system supports a full cycle of autonomy including planning, execution, and replanning. This paper is specifically focused on the agent’s prognostic normative reasoning.

PROGNOSTIC NORMATIVE REASONING

Our approach integrates plan recognition with normative reasoning. To illustrate our approach, we use a peacekeeping scenario, whereby military forces cooperate with various humanitarian coalition partners including the United Nations and Non-Governmental Organizations (NGOs). In this context, we consider the rules that regulate NGO operations in conflict areas, e.g., an armed escort is required to transport relief supplies through certain routes.

Probabilistic plan recognition

From observing a user’s current activities, the agent predicts the user’s future activities as follows. We assume that a user’s planning problem is given as a Markov Decision Process (MDP). Based on the assumption that a human user generally reasons about consequences and makes decisions to maximize her long-term rewards, we utilize an optimal stochastic policy of the MDP to predict a user’s future activities.

The plan recognition algorithm is a two-step process. In the first step, the algorithm estimates a probability distribution over a set of possible goals. We use a Bayesian approach that assigns a probability mass to each goal according to how well a series of observed user actions is matched with the optimal plan toward the goal. We assume that the agent can observe a user’s current state and action. Let \( O_t = s_1, a_1, s_2, a_2, ..., s_t, a_t \) denote a sequence of observed states and actions from time steps 1 through \( t \) where \( s_t \) and \( a_t \) denote the user state and action, respectively, at time step \( t \).

When a new observation is made, the agent updates, for each goal \( g \), the conditional probability \( p(g|O_t) \) that the user is pursuing goal \( g \) given the sequence of observations \( O_t \). The conditional probability \( p(g|O_t) \) can be rewritten using Bayes’ rule as:

\[
p(g|O_t) = \frac{p(s_1, a_1, ..., s_t, a_t, g)p(g)}{\sum_{g' \in G} p(s_1, a_1, ..., s_t, a_t, g')p(g')}. \tag{1}
\]

By applying the chain rule, we can write the conditional probability of observing the sequence of states and actions given a goal as:

\[
p(s_1, a_1, ..., s_t, a_t | g) = \sum_{g'} p(s_1 | g)p(a_1 | s_1, g)p(s_2 | s_1, a_1, g) ... p(s_t | s_{t-1}, a_{t-1}, ..., g).
\]
We replace the probability \( p(a|s, g) \) with the user’s stochastic policy \( \pi_g(s, a) \) for selecting action \( a \) from state \( s \) given goal \( g \). By the MDP problem definition, the state transition probability is independent of the goals. Due to the Markov assumption, the state transition probability depends only on the current state, and the user’s action selection on the current state and the specific goal. By using these conditional independence relationships, we get:

\[
p(s_1, a_1, \ldots, s_t, a_t|g) = p(s_1|g)\pi_g(s_1, a_1)p(s_2|s_1, a_1) \ldots p(s_t|s_{t-1}, a_{t-1}).
\]

(2)

By combining Equations 1 and 2, the conditional probability of a goal given a series of observations can be obtained.

In the second step, we **sample** likely user actions in the current state according to a stochastic policy of each goal weighted by the conditional probability from the previous step. Subsequently, the next states after taking each action are sampled using the MDP’s state transition function. From the sampled next states, user actions are recursively sampled, generating a tree of user actions known here as a “plan-tree.” The algorithm prunes the nodes with probabilities below some threshold. A node in a plan-tree can be represented in a tuple \((t, s, l)\) representing the depth of the node (i.e. the number of time steps away from the current state), a predicted user state, and an estimated probability of the state visited by the user, respectively. Example 1 shows a segment of plan-tree indicating that the user is likely be in area 16 with probability .8 or in area 15 with probability .17 at time step \(t_1\).

**EXAMPLE 1.** \(\langle t_1, (\text{area}=16), .8 \rangle, \langle t_1, (\text{area}=15), .17 \rangle\)

**Normative reasoning**

After predicting a user’s plan, the agent evaluates the predicted plan according to a set of normative regulations to prevent any potential violations. Norms generally define constraints that should be followed by the members in a society at particular points in time in order for them to be compliant with societal regulations. Formally,

**DEF. 1 (NORM).** A norm is a tuple \((\nu, \alpha, \mu)\), where the deontic modality \(\nu\in\{O, F\}\) and \(O\) and \(F\) denote obligations and prohibitions, respectively; \(\alpha\) is a formula specifying when the norm is relevant to a state (context condition); and \(\mu\), a formula specifying the constraints imposed on an agent when the norm is relevant (normative condition).

**DEF. 2 (SATISFIABILITY).** A context condition \(\alpha\) or a normative condition \(\mu\) containing variables \(\{\varphi_k \ldots \varphi_m\} \subseteq \Phi\) with specified domains \(d_{\varphi_1} \ldots d_{\varphi_m}\) is satisfied in state \(s\) (so that \(s\models\alpha\)) if the value assigned to the variables in state \(s\) is within the domain specified for the variables in condition \(\alpha\), so that \(\forall \varphi_j \in \alpha. (\varphi_j = \nu) \land (\nu \in d_{\varphi_j}).\)

When a state is relevant to a norm – i.e., the norm’s context condition is satisfied in the state – a normative condition is evaluated to determine the state’s compliance, which depends on the deontic modality of the norm. Specifically, an obligation is violated if the normative condition \(\mu\) is not supported by state \(s\); i.e., \(s \not\models \mu\). For instance, considering norm \(t_{\text{escort}}\) in Example 2, given state \(s = \{(\text{area}=16), (\text{escort}=\text{init})\}\) the violation detection function \(\text{violation}(s, t_{\text{escort}})\) would return 1, denoting that norm \(t_{\text{escort}}\) is violated in state \(s\). Given a predicted user plan in a plan-tree, the norm reasoner traverses each node in the plan-tree and evaluates the associated user state for any norm violations. For each state that violates a norm the agent needs to find a state that is compliant with all norms; i.e., for each state \(s\) where \(\text{violation}(s, \cdot) = 1\), the agent is to find the nearest state \(g\) that satisfies \(\text{violation}(g, \cdot) = 0\). Here, the distance between two states is measured by the number of variables whose values are different.

Since norm violations occur as the result of certain variables in the state space being in particular configurations, finding compliant states can be intuitively described as a search process for alternative value assignments for the variables in the normative condition such that norms are no longer violated, which is analogous to search in constraint satisfaction problems. When a norm-violating state is detected, the norm reasoner searches the nearby state space by trying out different value assignment combinations for the agent-variables. For each altered state, the norm reasoner evaluates the state for norm compliance. The current algorithm is not exhaustive, and only continues the search until a certain number of compliant states, say \(m\), are found.

When compliant state \(g\) is found for violating state \(s\), state \(g\) becomes a new goal state for the agent, generating a planning problem for the agent such that the agent needs to find a series of actions to move from initial state \(s\) to goal state \(g\). The goals that fully comply with the permissions are assigned with compliance level 1. When a search for compliant states fails, the agent must proactively decide on remedial actions aimed at either preventing the user from going to a violating state, or mitigating the effects of a violation. In the norm literature these are called **contrary-to-duty obligations** [2]. For instance, a contrary-to-duty obligation in the escort scenario can be defined such that if a user is about to enter a conflict area without an escort, the agent must **alert** the user of the escort requirement. For such partial compliance cases, we assign compliance level 2.

**EXAMPLE 3.** Let the domain of variable \(\text{escort}\) be: \{init, requested, granted, alerted\}. Given a predicted plan-tree in Example 1, if variable \(\text{escort}\) for area 16 has value \(\text{init}\) indicating an escort has not been arranged, the agent detects a norm violation and thus searches for a compliant state as follows. By alternating values, we get two compliant states, where state \((\text{grant})\) is fully compliant while state \((\text{alert})\) is partially compliant – as it complies with the contrary-to-duty obligation. As a result, a newly generated planning problem is passed to the planner module as follows: \(\langle \text{init}, \{(\text{grant}), 1\}, (\text{alert}, 2)\rangle\).

**CONCLUSION**

The main contributions of this paper are the following. We developed a proactive assistant agent architecture where the agent autonomously identifies and performs new tasks in a principled way by integrating probabilistic plan recognition with reasoning about norm compliance. We introduced the notion of **prognostic norm reasoning** to predict the user’s likely normative violations, allowing the agent to plan and take remedial actions before the violations actually occur. To the best of our knowledge, our approach is the first that manages norms in a proactive and autonomous manner.
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Abstract

In this paper we discuss virtual agent perception in large scale open environment based MABS.
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1. INTRODUCTION

A perception system that models human sensory systems is critical for simulating virtual agents evolving in open environments (i.e., inaccessible, non-deterministic, dynamic, continuous). With respect to vision, until recently, very few realistic virtual agent vision perception techniques have been discussed in the literature. Most MABS have tackled the vision perception problem by providing agents with global environmental knowledge. Even though this approach is straightforward and easy to implement, it is unfit to simulate realistic scenarios. In this paper, we present efficient vision and vision obstruction algorithms, which are entirely implemented within the DIVAs Framework. We run experimentations regarding efficiency of the algorithms, and present and evaluate our results.

2. SURVEY

Perception, specifically the vision sense, plays an important role in realistic multi-agent simulations. Researchers and developers have approached the vision problem from three various perspectives. The most common approach consists of providing agents with global environmental knowledge [2]. Another approach consists of providing agents with environmental global knowledge at initialization time, and then allowing them to dynamically perceive information and act on their perceptions. Finally, the third approach consists of not allowing agents to access any global knowledge, and requiring them to make all decisions based on information perceived in simulated real-time. [3, 4]

There has also been extensive agent perception work on synthetic vision. However the nature of the problem is different. Synthetic vision algorithms focus on extracting data from images. Our work is unique in that our system provides the agents with no access to any global knowledge and requires all agents to perceive their environment through the perception module in order to gain knowledge. Our vision and vision obstruction algorithms are designed for use with large-scale open environments within the DIVAs framework and are fully configurable regarding desired accuracy.

3. DIVAS VISION ALGORITHM

DIVAs (Dynamic Information Visualization of Agent systems) is a large scale distributed multi-agent system framework for the specification and execution of large scale distributed simulations where agents are situated in an open environment [1]. In this section we discuss a new algorithm and implementation of a vision sensor module for the DIVAs perception system. The main goal is to create a visual perception sensor module that is very efficient while continuing to provide realistic and useful data. The user has full control over how accurate the visual perception module can be. Accuracy is controlled via user settings for bounding boxes and our approximated vision cone. Bounding boxes can save many calculations by approximating highly complex objects. This is done by creating a simple box around the object and using that box for testing. Using our approximated vision cone also greatly increases efficiency.

3.1 The DIVAs Vision Algorithm

The DIVAs Vision Algorithm uses a set of steps to determine if an item is visible.

Step (1) Run the DIVAs Vision Algorithm to test all objects received from the environment to see if they are possibly visible.

Step (2) Run the DIVAs Obstruction Algorithm on objects that are possibly visible from step (1).

Due to space requirements, we will focus on the DIVAs Obstruction Algorithm.
4. DIVAS OBSTRUCTION ALGORITHM

An obstruction is an item that prevents another item from being seen. Based on the DIVAs Vision algorithm, each agent’s vision is determined by its vision cone. But if, for example, there is a large wall directly in front of the agent, this wall would prevent the agent from seeing anything behind it.

With the DIVAs Vision algorithm, any object situated within the agent’s cone of vision is visible by the agent, even if it is obstructed by a larger object. Hence, to implement a realistic vision system, it is necessary to complement our vision algorithm with an obstruction processing procedure. One simple way of addressing obstruction is to check if each item is being obstructed by every other item. Let λ be the number of items. The algorithm is:

\[
\text{For } (i = 0 \text{ to } \lambda) \{ \text{For } (j = 0 \text{ to } \lambda) \{ \text{Check-Obstruct}(i,j) \} \}\]

We refer to this algorithm as Basic Obstruction Algorithm. This simple algorithm runs in time \(c \cdot \lambda^2\), where \(c\) is the time to check an obstruction. Obviously in a large simulation with 1000s or more agents, a \(\lambda^2\) algorithm is not ideal. The DIVAs Vision Obstruction Algorithm takes advantage of the following properties of obstructions in order to improve speed:

1. Only visible items need to be tested for obstruction. Something an agent cannot see is unable to obstruct the agent from seeing anything. Hence, we first run the basic DIVAs Vision algorithm to determine which items are even worth considering. This improves the algorithm runtime from \(\lambda^2\) to \(x^2\) where \(x\) is the number of items returned by the basic DIVAs Vision algorithm.

2. Check the nearest and furthest points of each item. If an item’s nearest point is further than another item’s furthest point, then the further item cannot obstruct the nearer item.

3. Remove items that have already been shown to be obstructed from further testing. If it is known that item A is obstructed by larger item B, then checking if item A obstructs anything is not necessary.

However, even with these optimizations, a "perfect" vision algorithm would be extremely slow. So while we utilize these optimizations, the DIVAs Obstruction Algorithm also utilizes a cone-based line segment algorithm with Bounding Boxes around items. Each line segment in the vision cone will always intersect the closest item first. Any intersections beyond this first intersection are meaningless, since the first item intersected obstructs any further vision.

We now introduce the DIVAs Vision Obstruction Algorithm:

1. Run the DIVAs Vision algorithm on the \(\lambda\) items. This algorithm returns a list of probable visible items \(X[n]\), where \(n\) is the number of items that will considered for obstruction testing. In our testing, \(n\) is usually much smaller than \(\lambda\).

2. For each of these \(n\) items in \(X\), calculate their Bounding Box.

3. Continue by calculating the line segments of the approximate agent’s vision cone. We then check each line segment against each of the 6 Bounding Box faces of every item. For each line segment, only the closest item intersected is saved. At the end, this item is considered visible. Any item without any intersections is obstructed and not visible.

4. Test one extra line segment directly at the center of each item that is not hit by any line segments. During earlier calculations, the agent keeps a list of all items that have not been intersected by any line segment. After finishing all earlier steps, only then is the single extra line segment used. This step will eliminate most falsely obstructed small items. The time added by this step is usually constant (0-5 extra line segments are used.)

4.1 Obstruction Algorithm Results

In order to evaluate the strengths of the DIVAs Obstruction Algorithm, we run the Basic Obstruction Algorithm and the DIVAs Obstruction Algorithm on a DIVAs environment structured with a self-organizing cell hierarchy. We compared results using the number of intersection tests as a measure. We found through extensive testing that our approximation retained near perfect results while increasing speed by up to 9800%.

5. CONCLUSION

This paper has discussed Virtual Agent perception in large scale MABS. We covered efficient techniques for calculating vision and vision obstruction for Virtual Agents. Our results showed that efficiency improved by over 9800% in some scenarios. Future work includes continuing to increase efficiency of current vision techniques. Since our vision and obstruction algorithms are user configurable for accuracy, we would like to develop an automated accuracy balancing method. For example, depending on available processing resources, the system could either increase or decrease accuracy of the approximation.
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ABSTRACT
This paper tackles the problem of exchanging arguments in negotiation dialogues, and provides first characterizations of the outcomes of such rich dialogues.
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1. INTRODUCTION
Negotiation is a process aiming at finding some compromise or consensus on an issue between two or several agents. Since early nineties, the importance of exchanging arguments during negotiation dialogues has been emphasized and several works have been carried out (see [3] for a survey). The basic idea is to allow agents not only to exchange offers but also reasons that support these offers in order to mutually influence their preferences, and consequently the outcome of the dialogue. These works are unfortunately still preliminary. Before work [1], it was not yet clear how new arguments may have an impact on the agent who receives them. In [1], it has been shown that the theory of an agent may evolve when new arguments are received. However, there is still no characterization of the outputs of an argument-based negotiation. The notion of optimal solution in such dialogues is unclear. This makes it difficult to evaluate the quality of any dialogue protocol.

This paper characterizes the outputs of an argument-based negotiation dialogue. It distinguishes between local solutions which are optimal solutions at a given step in a dialogue and global solutions which are the ideal solutions.


2. AGENT THEORY
This section presents the argumentation model that is used by each agent for evaluating and comparing offers.

Definition 1. An agent’s theory is a tuple $T = (O, A = A_e \cup A_o, R, \geq, \mathcal{F})$ where $O$ is a set of offers, $A_e$ is a set of epistemic arguments, $A_o$ is a set of practical arguments, $R \subseteq A \times A$ is an attack relation, $\geq \subseteq A \times A$ is a partial preorder on $A$ and $\mathcal{F} : O \rightarrow 2^{A_e}$ s.t. $\cup F(o) = A_p$ and for all $o_i, o_j \in O$, if $o_i \neq o_j$, then $F(o_i) \cap F(o_j) = \emptyset$.

Arguments are evaluated using a credulous semantics, like stable semantics proposed in [2].

Definition 2. A set $E \subseteq A$ is a stable extension of a theory $T = (O, A = A_e \cup A_o, R, \geq, \mathcal{F})$ iff: i) $\exists a, b \in E$ s.t. $aRb$, ii) $\forall a \in A \setminus E, \exists b \in E$ such that $bRa$ and not $(a > b)$. Let $\text{Ext}(T)$ be the set of all stable extensions of $T$.

A status is associated to each offer as follows.

Definition 3. Let $T = (O, A = A_e \cup A_o, R, \geq, \mathcal{F})$ be an agent theory and $o \in O$. The offer $o$ is acceptable iff $\exists a \in F(o)$ s.t. $a \in E, \forall E \in \text{Ext}(T)$. It is rejected iff $F(o) \neq \emptyset$ and $\forall a \in F(o), \exists E \in \text{Ext}(T)$ s.t. $a \in E$. It is non-supported iff $F(o) = \emptyset$. It is negotiable otherwise. Let $\mathcal{O}_n(T)$ (resp. $\mathcal{O}_r(T), \mathcal{O}_{ns}(T), \mathcal{O}_{nr}(T)$) denote the set of acceptable (resp. rejected, non-supported, negotiable) offers in theory $T$.

It is easy to check that $O = \mathcal{O}_n(T) \cup \mathcal{O}_r(T) \cup \mathcal{O}_{ns}(T) \cup \mathcal{O}_{nr}(T)$. From this partition, a basic ordering $\succeq$ on the set $O$ (i.e. $\succeq \subseteq O \times O$) is defined. The idea is that any acceptable offer is preferred to any negotiable offer, any negotiable offer is preferred to any non-supported offer which in turn is preferred to any rejected offer. We abuse notation and write for instance $\mathcal{O}_n(T) \succeq \mathcal{O}_r(T)$.

Definition 4. Let $T = (O, A = A_e \cup A_o, R, \geq, \mathcal{F})$ be an agent theory. $\mathcal{O}_n(T) \succeq \mathcal{O}_r(T) \succeq \mathcal{O}_{ns}(T) \succeq \mathcal{O}_{nr}(T)$ hold.

3. NEGOTIATION OUTCOMES
We assume that negotiation takes place between two agents, denoted by $A_{g1}$ and $A_{g2}$. Each agent $A_{gi}$ is equipped with a theory $T_i = (O_i, A_i, R_i, \geq_i, \mathcal{F})$ which is used for computing the preference relation $\geq_i$ on the set $O_i$. The set $A_i$ is a subset of a universal set $A_C$ of arguments built from a logical language $L$. Relation $R_i$ is a subset of $R_C$ where $R_C \subseteq A_C \times A_C$. However, we assume that $\geq_i$ is defined over the whole set $A_C$. The two agents are supposed to
share the same set of offers. In order to define the outcomes of a negotiation, we need to define the notion of dialogue.

Definition 5. A negotiation dialogue is a finite sequence of moves \( d = (m_1, \ldots, m_l) \) s.t. \( m_i = (x_i, y_i, z_i) \), where \( x_i \) is either \( A_1 \) or \( A_2 \), \( y_i \in A_2 \cup \{ \theta \} \), \( z_i \in \Omega \cup \{ \theta \} \), and \( y_i \neq \theta \) or \( z_i \neq \theta \). If \( \forall i = 1, \ldots, l, y_i = \theta \), then \( d \) is said non-argumentative. It is argumentative otherwise.

Note that at each step \( t \) of a dialogue, the theory of each agent may evolve. The original set of arguments is augmented by the new arguments received from the other party, and the attack relation is modified consequently. We denote by \( T_i^t = (O, A_i^t, R_i^t, \gamma_i^t, F_i^t) \) the theory of agent \( i \) at a step \( t \) of a dialogue and \( T_0 \) her theory before the dialogue.

The following property shows that the theory of an agent does not change in case of non-argumentative dialogues.

Property 1. If a dialogue \( d = (m_1, \ldots, m_l) \) is non-argumentative, then \( \forall j \in \{1, \ldots, l\} \) it holds that \( \trianglerighteq_1^0 = \trianglerighteq_1^j \) and \( \trianglerighteq_2^0 = \trianglerighteq_2^j \).

Let us now analyze the different solutions of a dialogue. The best solution for an agent at a given step of a dialogue is that which suits best her preferences.

Definition 6. An offer \( o \in O \) is an accepted solution for agent \( A_i \) at step \( t \) of a dialogue \( d \) iff \( o \in O_o(T_i^t) \).

Note that an offer may be accepted for one agent but not for the other. Such offer is certainly not a solution of the dialogue. A local solution at a given step is an offer which is accepted for both agents at that step. We use the term “local” because such an offer is accepted locally in time - it may have been rejected before, or may become rejected after several steps. Such a solution does not always exist.

Definition 7. An offer \( o \in O \) is a local solution at a step \( t \) of dialogue \( d \) iff \( o \in O_o(T_i^t) \cap O_o(T_j^t) \).

Note that a local solution is not necessarily reached in a dialogue i.e. it is not necessarily the dialogue outcome. In order to be so, an efficient dialogue protocol should be used. The following result characterizes the situation where there exists a local solution.

Property 2. There exists a local solution iff there exist sets of arguments \( A_1^t \subseteq A_1^0 \) and \( A_2^t \subseteq A_2^0 \) s.t.

\[
O_o(O, A_1^0 \cup A_2^0, R_1, \geq_1, F_1) \cap O_o(O, A_1^t \cup A_2^t, R_2, \geq_2, F_2) \neq \emptyset.
\]

The next result studies the situation when agents do not have to agree on everything but they agree on the arguments related to a given part of the negotiation, which is separated from other problems. If the first agent owns more information than the second, then there exists a dialogue in which the second will agree with the first one.

Property 3. Let \( A' \subseteq A_1^0 \cup A_2^0 \) be s.t. \( \geq_1 \mid A' \geq_2 \mid A' \) and let \( A' \) be not attacked by arguments of \( A \setminus A' \). If \( A_1^0 \cap A' \supseteq A_1^0 \cap A \) and \( 3a \in F(o) \cap A_1^t \cap A' \) s.t. \( a \) is accepted in \( T_i^t \) then there exists a negotiation dialogue \( d = (m_1, \ldots, m_l) \) s.t. \( o \) is a local solution at step \( t \).

1Let \( m = (x, y, z) \) be a move. If \( y = \theta \) (resp. \( z = \theta \)), this means that an argument (resp. an offer) is not uttered.

The next result studies the case when \( \geq \) is complete and antisymmetric. In this case, we provide a condition under which there exists a local solution.

Property 4. Let \( \geq_1 \) and \( \geq_2 \) be complete and antisymmetric preorders. If there exist sets \( A_1^0 \subseteq A_1^0 \) and \( A_2^0 \subseteq A_2^0 \), \( 3o \in O \), \( 3a_1 \in (A_1^0 \cup A_2^0) \cap F(o) \), \( 3a_2 \in (A_2^0 \cup A_2^0) \cap F(o) \), s.t. \( a \) odd chain of attacks \( x_1 R C x_2, x_2 R C x_3, \ldots, x_{2k+1} R C a_1 \), with \( x_1, x_2, \ldots, x_{2k} \in A_1^0 \cup A_2^0 \) and \( x_1 > x_2 > \ldots > x_{2k+1} \), and \( a \) odd chain of attacks \( y_1 R C y_2, y_2 R C y_3, \ldots, y_{2k+1} R C a_2 \), with \( y_1, y_2, \ldots, y_k \in A_2^0 \cup A_2^0 \) and \( y_1 > y_2 > \ldots > y_{2k+1} \), then there exists a local solution.

The two previous solutions are time-dependent. An offer may, for instance, be a local solution at step \( t \) but not at step \( t + 1 \). In what follows, we propose two other solutions (one for a single agent and one for a dialogue) which are not time-dependent. They represent respectively the optimal solution for an agent and the ideal solution of a dialogue. An offer is an optimal solution for an agent iff she would choose that offer if she had access to all arguments owned by all agents.

Definition 8. An offer \( o \in O \) is an optimal solution for agent \( A_i \) iff \( o \in O_o(T_i^t) \) where \( T = (O, A_1^0 \cup A_2^0, R_1, \geq_1, F_1) \) with \( R_i \subseteq (A_1^0 \cup A_2^0) \times (A_1^0 \cup A_2^0) \).

The following property shows that if an offer is optimal for an agent, then there exists a dialogue in which that solution is accepted for that agent at a given step.

Property 5. If \( o \) is an optimal solution for an agent \( A_i \), then there exists a dialogue \( d = (m_1, \ldots, m_l) \) s.t. \( o \) is accepted for that agent at step \( l \).

If both agents agree when all information has been exchanged, they can obtain an ideal solution.

Definition 9. An offer \( o \in O \) is an ideal solution iff \( o \in O_o(O, A_1^0 \cup A_2^0, R_1^0 \cup R_2^0, \geq_1, F_1) \cap O_o(O, A_1^0 \cup A_2^0, R_1^0 \cup R_2^0, \geq_2, F_2) \).

The next property shows that if an ideal solution exists, then it is a local solution for a dialogue.

Property 6. If \( o \) is an ideal solution then there exists a dialogue \( d = (m_1, \ldots, m_l) \) s.t. \( o \) is a local solution at step \( l \).

It is natural to expect that for two agents with same beliefs and goals an exchange of arguments can ameliorate the chance of finding a solution. Moreover, if the first agent has more information, he can influence the second one.

Property 7. Let \( \geq_1 \geq_2 \geq_2 \geq_2 \geq_2 \). If \( o \) is an accepted solution for \( A_1 \) at step \( t = 0 \), then \( o \) is an ideal solution.
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ABSTRACT

Norms or conventions can be used as external correlating signals to promote coordination between rational agents and hence have merited in-depth study of the evolution and economics of norms both in the social sciences and in multiagent systems. While agent simulations can be used to gain a cursory idea of when and what norms can evolve, the estimations obtained by running simulations can be costly to obtain, provide no guarantees about the behavior of a system, and may overlook some rare occurrences. We use a theoretical approach to analyze a system of agents playing a convergence game and develop models that predict (a) how the system’s behavior will change over time, (b) how much time it will take for it to converge to a stable state, and (c) how often the system will converge to a particular norm.
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Measurement, Performance, Verification
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1. INTRODUCTION

The systematic study and development of robust mechanisms that facilitate emergence of stable, efficient norms via learning in agent societies promises to be a productive research area that can improve coordination in agent societies. Correspondingly, there has been a number of recent, mostly empirical, investigations in the multiagent systems literature on norm evolution under different assumptions about agent interaction frameworks, society topology, and observation capabilities [1, 2]. There is an associated need to develop analytical frameworks that can predict the trajectory of emergence and convergence of society-wide behaviors. Toward this end, we mathematically model the emergence of norms in societies of agents who adapt their likelihood of choosing one of a finite set of options based on their experience from repeated one-on-one interactions with other members in the society. The goal is to study both the process of emergence of norms as well as predict the likely final convention that is going to emerge if agents had preconceived biases or inclinations for certain options. We develop two different mathematical models under different interaction assumptions and validate model predictions using extensive simulations.

2. PREDICTING NORM EMERGENCE

Consider a population of agents faced with a scenario where an agent interacts with exactly one other agent and each selects one of two actions (for example, driving on the right side of the road or the left). The goal for the agents is to interact in a coordinated manner; based on the outcome of their interaction (coordination or conflict) they adjust their predispositions to their selected actions.

In our models, an agent consists solely of a single number, \( p_i \), representing the bias or probability of selecting one particular action. Agents select the other action with the complementary probability, \( (1 - p_i) \). In our first model, every agent interacts with one other agent on every time step via \( n/2 \) random pairings for a population of \( n \) agents.

Based on the outcome of the interaction, the agent’s bias is updated according to an update rule: \( p_i(t+1) = p_i(t) + x \), where \( x, 0 < x < 1.0 \), may be thought of as the learning rate and is typically small (e.g., 0.01). This constant update is added so as to increase the likelihood of the action just chosen when it led to coordination, and is subtracted to decrease the action likelihood when it led to a conflict.

2.1 Full pairwise interaction

The expected fraction of agents from a population that will be coordinating with one another can be computed as \( C = \frac{1}{n} \sum_{i=1}^{n} c_i \), where \( c_i \) is the probability that an agent \( i \) coordinates. In turn, we can define \( c_i = p_i \hat{p}_i + (1 - p_i)(1 - \hat{p}_i) \), where \( p_i \) is the probability agent \( i \) drives on the right and \( \hat{p}_i \) is the corresponding average likelihood across the population after removing the contribution of \( p_i \) from the population’s average, \( \bar{p} \). Note, \( \hat{p}_i \) can be calculated as \( \hat{p}_i = \frac{n \bar{p} - p_i}{n-1} \).

We can solve the recurrence relation for the mean bias in
relates to some limit, $\epsilon$ tolerance, value exceeds 0.5 (or -0.5 for $p$ to interact on any given time step. The selected agents each we let $k$ converge target.

Based on these random numbers, they each choose an action

\begin{equation}
\bar{p}(t) = \bar{p}(t-1) + 2x\bar{p}(t-1) - x = (2x + 1)\bar{p}(t-1) - x
\end{equation}

\begin{equation}
y^t\bar{p}(0) - x \sum_{i=0}^{t-1} y^i
\end{equation}

\begin{equation}
y^t \left( \bar{p}(0) - \frac{1}{2} \right) + \frac{1}{2}
\end{equation}

where $y = (2x + 1)$. Since we want to know the number of time steps until the population settles on either driving on the right or the left, let us solve the above expression for $t$. By ignoring the $\frac{1}{2}$ that is added at the end of the expression we translate our interest from the range [0,1] to [-5,5]. If we let $s = p(0) - \frac{1}{2}$, we want to see when the translated value exceeds 0.5 (or -0.5 for $p(0) < 0.5$). If we allow some tolerance, $\epsilon$ ($\epsilon > 0$), then we care how the expression above relates to some limit, $t^+$, where $t^+ = \frac{1}{2} - \epsilon$ for populations converging to 0.5 in our translated frame of reference:

\begin{equation}
l^+ \leq y^t \cdot s \rightarrow t \geq \log_y l^+ - \log_y s.
\end{equation}

For validating the theoretical predictions, we ran 50 simulations each with three populations of 100 agents each with initial bias means of 0.55, 0.65 and 0.75 (with $x = 0.01$). Figure 1 shows the number of time steps required as a function of a convergence threshold. Inspection of the figure indicates that the model accurately describes our empirical observations up to a convergence threshold of about 0.9.

\subsection{2.2 Two-agent interaction}

In the second model, we take a finer-grained look at the norm emergence process by selecting two agents, $a_i$ and $a_j$, to interact on any given time step. The selected agents each calculate a random real number $r_k^j (k \in \{i, j\})$ from $U[0, 1]$. Based on these random numbers, they each choose an action value $act_k^j = \begin{cases} +1, & r_k^j < p_k^j \\ -1, & r_k^j \geq p_k^j \end{cases}$. An action value of +1 indicates that the agent will choose to drive on the right side of the road, while a value of -1 corresponds to driving on the left side. If their actions did not coordinate, then each agent reduces the frequency with which it plays its chosen action. Mathematically, this can be expressed by:

\begin{equation}
p_{k+1} = \max\{0, \min(p_k + act_i \cdot act_j^i \cdot \Delta_k^i(\text{act}_k))\},
\end{equation}

where $\Delta_k^i(\text{act}_k) = x \cdot \text{act}_k$.

If $1/x$ is an integer and an agent is initialized with a $p$ value that is a multiple of $x$, then we find that that agent’s $p$ value will always be a multiple of $x$. If there are $n$ agents with $p$ values constrained this way, then the population average, $\bar{p}$, can only assume values that are multiples of $\frac{1}{n}$, or $\frac{1}{x} + 1$ distinct values.

We can write an expression predicting the average convergence time and value for a given $p$ value. Let $P(\bar{p})$ represent the estimated average convergence value for any population with an average bias of $\bar{p}$, and $T(\bar{p})$ be the expected number of time steps before converging. As with our treatment of the full pair-wise interaction, we ignore the corrections for values that fall below 0 or above 1. Consequently, we can express the value of $P(\bar{p})$ as a weighted average of the $P$ values for all distributions that could be reached at the next time step. A similar expression can be used for $T(\bar{p})$, with an additional term of 1 to represent the current time step.

\begin{equation}
P(\bar{p}) = (1 - \bar{p})^2 P \left( \bar{p} - 2 \frac{x}{n} \right) + 2(1 - \bar{p})\bar{p}P(\bar{p}) + \bar{p}^2 P \left( \bar{p} + 2 \frac{x}{n} \right),
\end{equation}

\begin{equation}
T(\bar{p}) = 1 + (1 - \bar{p})^2 T \left( \bar{p} - 2 \frac{x}{n} \right) + 2(1 - \bar{p})\bar{p}T(\bar{p}) + \bar{p}^2 T \left( \bar{p} + 2 \frac{x}{n} \right).
\end{equation}

However, some values of $P$ and $T$ must be given in order to solve the system. Since $\bar{p}$ values of 0 or 1 indicate that the population has converged, we have definite values of $P$ and $T$ at these points: $P(0) = 0$, $P(1) = 1$, $T(0) = T(1) = 0$. The above equations for $P$ and $T$ form a nearly-diagonal linear system of equations, which can be solved in $O(n/x)$ time and space due to the discretization of the sample space. Solving this system of equations results in a close approximation of the average convergence time and values obtained in the simulations.

The predictions of the model were compared to the results of simulations in which all agents were initialized with identical $p$ values. Due to space considerations, the results of this empirical evaluation are not shown here. However, for any starting $\bar{p}$ value, we found that the model very closely matched the simulation results for both average convergence value and time.

Between the two analyses presented in this paper, we establish a broad foundation for several types of subsequent work. For both analyses, we would like a better theoretical handle on how increasing diversity in the population impacts convergence time. In a similar vein, a more expansive analysis would provide insight into the effects that skewness in the population has on convergence.
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ABSTRACT
Humans create efficient social structures in a self-organized way. People tend to join groups with other people with similar characteristics. This is called homophily. This paper proposes how homophily can be introduced in Service-Oriented Multiagent Systems (SOMAS) to create efficient self-organized structures.

1. MOTIVATION
Human beings are able to create efficient social structures, in a self-organized way, without the supervision of a central authority. These structures allow individuals to locate others in a few steps taking only local information into account. One of the most salient properties present in these social networks is homophily[3][4]. The idea behind this concept is that individuals tend to interact and establish links with similar individuals along a set of social dimensions (attributes such as religion, age, or education). Therefore, in a structure that is based on homophily, an individual has a higher probability of being connected to a more similar individual than to a dissimilar one. This criterion creates structures that facilitate the location task. For this reason, homophily could be considered as a self-organizing principle to generate searchable structures.

2. SYSTEM MODEL
A system for decentralized service management in dynamic and open SOMAS is presented in this work. The system is fully decentralized. For that reason, the number of agents increases in the system.

agents in the system offer their capabilities through semantic services. In the system there is no central agent who controls the services offered by the agents. The system structure is based on homophily between agents. The homophily is calculated based on attribute similarity. This means that agents have preferences about who are going to be their neighbors. This preferential attachment structure, allows the organization of the system in an autonomous and decentralized way and also it facilitates the search of agents functionality using only local information. Besides that, the system is self-adaptive. Agents decide to continue or leave it considering the service demand in the system.

The MAS is modeled as a undirected graph (A,L), where agents know their direct neighbors only and this knowledge relationship is symmetric. An agent \( a \in A \) is defined as \( a = (R_i,N_i) \) a set of roles that defines its behavior and its neighborhood \( N_i \subseteq L \). The role an agent plays \( R_i = (\phi,S_i) \) is defined by a semantic concept \( \phi \) defined in some common ontology and the set of semantic services the agent provides, defined by their inputs and outputs \( s_i = (I,O) \).

The system is fully decentralized. For that reason, the system needs some kind of structure to facilitate the search of provider agents. The system is structured based on agent
preferences: Choice and Structural homophily[4].

3. COMMUNITY CREATION BY HOMOPHILY

Choice homophily is used to create the structure of the system. This kind of homophily presents two forms: status homophily \( \mathcal{H}_s(R_i, R_j) \) that is defined over the agent’s role (it is considered as the semantic similarity between the organizational roles played by the agents), and value homophily \( \mathcal{H}_v(S_i, S_j) \) that is defined over the agent’s services (it is considered as the semantic similarity between the services offered by the agents). Therefore, the choice homophily between two agents is defined as the linear combination of status and value homophily [2]:

\[
\mathcal{C}(a_i, a_j) = \alpha \cdot \mathcal{H}_s(R_i, R_j) + (1 - \alpha) \cdot \mathcal{H}_v(S_i, S_j)
\]  

When a new agent, \( a_i \), arrives to the system, it establishes at least one link with another agent, \( a_j \), that is already present in the network. The link between two agents is established taking into account the probability for the agent \( a_i \) to establish a connection with agent \( a_j \), that is proportional to the choice homophily between the agents. Once the agent is connected in the system, it starts to receive queries asking for services. These queries are generated by other agents that try to locate an agent that provides a required service. The system structure guides this search process. The search strategy is an extension based on EVN algorithm[1][2] (see Figure 1).

4. HOMOPHILY FOR SELF-ADAPTION

Structural homophily refers to how the structure, where the individuals are situated in, adapts itself to be similar to external conditions. In the system, this homophily reflects in which proportion the services offered by an agent are similar to the system service demand. Each agent controls the category of the queries which pass through it and it keeps this information in a local registry (see Figure 2). Periodically, each agent checks the demand of its services \( (SH(a_i) = ae^{bc_i}) \), where \( c_i = \arg\max_a ae^{bc} \). If the value of its structural homophily is greater than a threshold, the agent decides to continue in the system \( (P(\text{cont}) = SH(a_i)) \). Otherwise, the agent leaves the system \( (P(\text{leave}) = 1 - SH(a_i)) \).

Before leaving, the agent queries its neighborhood. If it is the last agent that offers services of certain category in the neighborhood, it continues in the system with a certain probability, even though its services are not demanded in that moment. This guarantees that the system is going to maintain a minimum service offer. In the case that the agent continues in the system, it has a certain probability to create a set of clones in order to fulfill the demand of the system (see Figure 3). As the experiments demonstrate, the structure generated allows agents to reach other agents that offer a required service in a few steps. Of the set of typical strategies used in decentralized environments, the strategy that takes into consideration choice homophily between agents to lead the search obtains better results. Also, the system is able to adapt itself to the service demand, in a completely decentralized way based on structural homophily. The experiments demonstrate (i) that homophily is a good criterion to structure agent communities based on similar services, increasing the performance of service discovery in decentralized environments, and (ii) that structural homophily is a good strategy for adapting the system agent distribution to the service demand.
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ABSTRACT

The global objective of open multiagent systems might be in conflict with individual preferences of rational agents participating in such systems. Addressing this problem, we propose a mechanism able to attach incentives to agent actions such that the global utility of the system is improved. Such incentives are dynamically adjusted to each agent's preferences by using institutional agents called incentivators.
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1. INTRODUCTION

The main problem in Open MultiAgent Systems (OMAS) is to deal with situations in which the global objective of the system is in conflict with the individual objectives of its population of agents. Due to their open nature, such a population is usually unknown at design time. Thus, the task of assuring that agents behave according to the preferences of the system becomes even more complicated. The MAS community (e.g. [2], [1]) has dealt with this problem by endowing systems with organisational models based usually on normative mechanisms in charge of regulating agents' behaviour. However, those approaches have weaknesses due to: i) they are usually defined at design time, thus, they have less flexibility in certain unforeseen situations; ii) their population may still have a certain degree of freedom, which may lead to inefficiency evolutions of the system; and iii) the population could be not sensitive to the defined penalties/rewards established as consequence of norm violations.

Addressing the aforementioned problems, we propose to endow OMAS with an adaptive incentive mechanism able to induce agents to act in the desired way by modifying the consequences of their actions.

2. EFFECTIVE INCENTIVE MECHANISM

From the point of view of the designer of an OMAS, the problem consists of how to optimise the global utility of the system assuming that participants (rational agents) will try to optimise their own individual utilities. In order to do this, we focus on influencing agents' behaviour by means of incentive mechanisms[4]. We consider that incentives are modifications of the environment that have the aim to make a particular action more attractive than other alternatives, such that a rational agent would decide to take that action. Besides, an incentive mechanism is effective if its implementation implies an improvement of the utility of the system.

An incentive mechanism has to accomplish two tasks: i) to select the actions that should be promoted in order to improve the utility of the system; and ii) to establish the required changes so as to make the desired actions more attractive for agents. Both tasks are accomplished at runtime. The incentive mechanism is deployed as an infrastructure (similar to AMELI in Electronic Institutions[3]) endowed with institutional agents (incentivators). Each agent is assigned to an incentivator aiming to discover its preferences. Furthermore, incentivators can communicate with each other, allowing them to coordinate their actions.

In order to make actions more attractive, from an agent point of view, it is necessary to know in which attributes of the environment it is interested. Since in OMAS such preferences are unknown, they need to be discovered. We propose to use a non-intrusive approach where each incentivator discovers the preferences by observing its agent’s behaviour in response to given incentives. The characteristics of the discovering process are: i) it is a learning process; ii) it is independent; and iii) the incentivator receives an immediate local reward. With this in mind, Q-learning with immediate rewards and ε-greedy action selection has been chosen. In each step, each incentivator selects the most promising attribute to modify and a value for this attribute, applies the changes, observes its agents reaction and modifies the q-values for attributes and values accordingly.

---
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The second task is to decide which actions should be promoted so as to improve the system’s utility. Incentivators are endowed with a reinforcement multiagent cooperative learning algorithm (Q-learning combined with a gossip-based algorithm) so as to learn the desired joint actions in a cooperative way. In particular, they exchange information that allows to calculate a global reward for the learning process.

As case study we have chosen a p2p scenario where peers share a file by using a simplification of the BitTorrent protocol. We focus on the communication phase carried out to obtain each block belonging to a file. In this phase, a peer has to decide which neighbours will ask for the next block to download; and to which requests it will answer by uploading the requested block.

The systems’ preferences have been captured by a multi-attribute utility function based on the following attributes: i) peers should download/upload as many blocks as possible; ii) the usage of the network should be as low as possible; and iii) the time spent on downloading files should be as short as possible. Peers have to pay a regular fee in order to connect to the network with a certain bandwidth. Besides, they have a file (partially or completely downloaded) they are sharing.

Thus, peers’ preferences are based on the bandwidth, fee, number of downloading/uploading blocks and time spent.

We compare our incentive mechanism with a standard normative system. The normative system is based on three norms that have been designed before knowing the population: N1: “It is prohibited to use more bandwidth than 85%”; N2: “A peer is obliged to upload a block when at least 25% of the bandwidth is available”; and N3: “It is prohibited to request a block to more than the 85% of neighbours”. Norm violations – detected with a 100% of efficiency – are penalised with an increase on the fee in 5 units. Regarding the incentive mechanism, incentivators are authorized to modify the bandwidths and the fees.

We have specifically chosen a peer population that is sensitive to changes in the fee they are paying. Therefore, the designed norms will be quite effective for the given population of agents. Figure 1(a) plots the average utility obtained by all peers. Agents obtain the highest utility when there is no mechanism regulating the system, because nothing restricts their freedom. The second best performance is provided by our proposal due to agents may be incentivized by giving them a reduction on the fee. On the other hand, the normative system and a combination of both, normative and incentive, perform similarly. Figure 1(b) plots the utility of the system. As it was expected, the worst performance is when no regulation at all is working in the system. It improves when norms are working because with the chosen population the norms are effective. The incentive mechanism performs similar to the normative but it is slower due to the learning algorithms. The best performance is obtained when both mechanisms are combined. Finally, figure 1(c) shows the number of peers that are able to download the whole file. In the case of the normative and incentive systems 49 out of 50 peers download the whole file (spend more time when using incentives). With the combination of incentive and normative all peers (50) download the whole file, spending only slightly more time than in the normative system. We have also conducted experiments where the population is less sensitive to the defined penalties in norms (e.g., simulating “bad” norm design). In this case the incentive mechanism clearly outperforms the normative mechanism.

3. CONCLUSION

In this paper we propose an effective incentive mechanism that is able to induce desirable behaviour by providing incentives to agents. It is deployed by using an infrastructure based on institutional agents called incentivators. By means of Q-learning algorithms agents’ preferences are discovered, by observing how agents react to modification in the environment. Moreover, incentivators learn – in a cooperative way – which joint action should be incentivized in order to increase the utility of the system. The proposed mechanism has been tested in a p2p file sharing scenario, showing that it is a valid alternative to standard normative systems.
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ABSTRACT
For an interesting class of emerging applications, a large robot team will need to distribute tasks to allocate many more tasks than there are robots, with dynamically appearing tasks and a limited ability to communicate. The LA-DCOP algorithm conceptually handle both large-scale problems and multiple tasks per robot, but has key limitations when allocating spatially distributed tasks. In this paper, we extend LA-DCOP with several alternative acceptance rules for robots to determine whether to take on an additional task, given the interaction with the tasks it has already committed to. We show that these acceptance rules dramatically outperform a naive LA-DCOP implementation. In addition, we developed a technique that lets the robots use completely local knowledge to adjust their task acceptance criteria to get the best possible performance at a given communication bandwidth level.
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1. OVERVIEW
A key problem for coordinated robot team is to allocate tasks for best overall performance. For many domains, the primary feature that distinguishes which robot should be allocated which task is the location of the task, since overall performance will be dominated by the time taken to reach the task. For example, in a surveillance scenario where a robot is simply taking images, the key is to get any robot to the location. In an interesting class of emerging applications, a large robot team will need to distribute tasks to allocate many more tasks than there are robots, with dynamically appearing tasks and a limited ability to communicate. Examples of such tasks include exploration, item delivery and environment monitoring [1].

Task allocation when robots take on multiple tasks and need to plan paths between those tasks is computationally hard [2]. Most existing solutions require centralization, handle only very simple tasks, or do not scale to large numbers of robots [3, 4, 5]. The LA-DCOP algorithm [6] can conceptually handle both large-scale problems and multiple tasks per robot, getting good allocations with low computational and communications costs, but is not effective when allocating spatially distributed tasks. The key to LA-DCOP is that tasks are passed around the team on tokens, with robots deciding to accept or reject responsibility for tasks based on resource constraints and a threshold on a scalar capability value that is assumed to be independent of other tasks. This assumption is violated for spatially distributed tasks where capability is primarily the time to get to a task, because that time depends on the path the robot traverses between tasks.

In this paper, we generalize LA-DCOP’s simple threshold rule into different acceptance rules. LILO is the naive LA-DCOP implementation that appends a new task to the path if the length of the resulting path is less than an absolute threshold. Once accepted, tasks are never removed from a robot’s path. The other acceptance rules also use absolute thresholds, but applies them to all tasks if a new task is accepted (because the path to old tasks can change). Marginal cost minimizes the change in path length by inserting a new task into the path where the resulting total path length is minimized (optimal insertion), and accepting only if the increase in length is less than a marginal cost threshold. Myopic greedily replans paths for each new task, with the maximum number of tasks limited by a path count threshold. T-over-t tries to directly maximize task completion rate by optimally inserting and accepting only if the number of tasks divided by the path length increases.

We evaluated the acceptance rules using an abstracted two-dimensional simulation where robots and tasks were situated in a 100-by-100 planar region without obstacles. Robots communicated using a fully-connected multihop network. In order to complete a task, a robot was required to move to the location of a task and intentionally perform it; task execution was instantaneous and all robots were assumed to move a constant speed. When a task was completed, new tasks...
were randomly created nearby. There were 200 robots and initially 2000 tasks. We measured two performance metrics: task completion rate and communication rate. We compared task completion rate to a baseline (global myopic) that was an all-knowing greedy algorithm that allocated tasks to the nearest robot without a task. (Because it is all-knowing, it does not make sense to compare on communication rate.) Figure 1 shows the task completion rate for varying absolute thresholds. For very low thresholds, task completion rate was low because robots had difficulty finding sufficiently close tasks, but at moderate thresholds, naive LA-DCOP (LILO) was dramatically outperformed by the other acceptance rules. Myopic (with a path count threshold of 2) plateaus to a good allocation because the path count threshold becomes the limiting factor but robots are still able to find nearby tasks. This good allocation comes at the price of high communication, as shown in Figure 2, while the other acceptance rules decrease communication as tasks are “locked up” in robots’ paths.

LA-DCOP assumes that an appropriate threshold can be set globally at the beginning of some mission and will be appropriate for the entire mission. However, a single, global threshold does not perform well when task creation frequency and density varies. We developed a technique that lets the robots use completely local knowledge to locally adjust the path count threshold for the myopic acceptance rule to get best possible global performance at a given level communication bandwidth usage. Typically, lower thresholds lead to higher quality allocations at the expense of more communication. By monitoring their local communication over time, robots estimate the likelihood of the desired global, aggregate communication rate being met, and stochastically update their local path count threshold. Figure 3 shows the message rate and task completion rate over time, when the desired communication rate is changed twice: from an initial value of 4 to 8 at timestep 30000, and then from 8 to 2 at timestep 60000. The team reacts quickly and accurately to the adjust to the initial value and the first change, but has difficulty with the final change.

2. CONCLUSIONS

While we were able to realize dramatic performance gains over a naive implementation of LA-DCOP, none of the acceptance rules dominated the others across all parameters. A deeper understanding of what properties favor each rule is a key area for future work, as is searching for alternative rules that perform better under a wider set of circumstances. In immediate future work, we will look at how other types of information might be used by the agents. Examples include, noisy information about the locations of other robots, knowledge that tasks are clustered around some areas, or knowledge that the number of tasks to be performed is going to increase. We will also investigate network types where communication is localized.
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ABSTRACT

We address the problem of optimally assigning spatially distributed tasks to a team of heterogeneous mobile agents in domains with inter-task temporal constraints, such as precedence constraints. Due to delay penalties, satisfying the temporal constraints impacts the overall team cost. We present a mathematical model of the problem, a benchmark anytime bounded optimal solution process, and an analysis of the impact of delay penalties on problem difficulty.
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1. INTRODUCTION

Multi-agent coordination problems span the spectrum from loose coordination, in which agents independently perform their assigned tasks, to tight coordination, where all actions are synchronized. Between these two extremes are many scenarios for which there are interdependencies between the schedules of different agents, arising from inter-task temporal constraints such as precedence or synchronization constraints. Furthermore, the manner in which these inter-task constraints are satisfied may impact the overall team cost, as is the case if there is a cost associated with agent delays needed to ensure that constraints are satisfied. We describe such problems as having cross-schedule dependencies [4].

We address task allocation, scheduling and routing for a team of heterogeneous mobile agents in such scenarios. In particular, the cross-schedule dependencies we focus on are inter-task precedence constraints and delay penalties.

Although task allocation, scheduling and routing problems are widely studied in multi-robot coordination and vehicle routing, very little has been done to address such cross-schedule dependencies. Some recent work has begun to incorporate inter-task temporal constraints [2, 3]. However, this work does not consider situations where satisfying these constraints has an impact on the overall team cost, a feature of real-world problems in many domains, and a feature that significantly complicates the coordination problem.

2. PROBLEM AND APPROACH

A set of mobile agents, K, is available to perform a collection of tasks. Each multi-agent task can be decomposed into simpler single-agent tasks. Each single-agent task j ∈ J requires specific agent capabilities and consists of one or more spatially distributed subtasks, i ∈ I. Subtasks of different tasks may be related by temporal constraints, thus creating dependencies between different agents’ schedules.

We formulate a set-partitioning mixed-integer programming model, with side constraints, for this problem. Key variables and constants in this model are summarized in Table 1, while the model itself appears in Figure 1. A binary variable, xkr, represents whether a given agent k is assigned to a particular route (single-agent plan), r, out of all feasible routes Rk for that agent. Thus, solving the model involves generating feasible routes and assigning values of 0 or 1 to route variables so as to maximize the difference between task rewards and travel and delay costs (Eq. 1). Furthermore, each agent must perform at most one route (2), each task is performed on at most one route (3), and precedence constraints are satisfied (4-5). Due to space limitations, necessary constraints for computing task start and delay times are not shown. Also omitted are additional problem features, such as task time windows. The full model is presented in a technical report [5].

We develop a custom branch-and-price [1] algorithm, the details of which are also presented in the technical report, that computes progressively better solutions, with bounds on quality, until it returns a provably optimal solution.

3. EXPERIMENTS AND RESULTS

Our test scenario is one in which individuals with special needs must be sheltered in an emergency. Each client with special needs must be visited by a medical agent and then moved to an emergency shelter by a transportation agent. There is a precedence constraint between the medical visit and the client pickup. Furthermore, there are costs asso-
Table 1: Defined variables and terms

<table>
<thead>
<tr>
<th>Var</th>
<th>Definition</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_k^r$</td>
<td>Whether agent $k$ performs route $r$</td>
<td>Binary</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Delay time of agent $k$ for subtask $i$</td>
<td>Real</td>
</tr>
<tr>
<td>$t_i$</td>
<td>Execution start time for subtask $i$</td>
<td>Real</td>
</tr>
</tbody>
</table>

Term  Definition                               Type

$R_k$   Feasible routes for agent $k \in K$     Set
$P$     Pairwise precedence constraints         Set
$v_j$   Value of completing task $j$            Real
$c_{1r}^k$ Travel cost for route $r \in R_k$    Real
$c_{2r}^k$ Wait cost per unit time for agent $k$ Real
$\pi_{jr}^k$ Whether task $j$ occurs on route $r \in R_k$ Binary
$\lambda_i$ Service duration for subtask $i$    Real
$\tau_\infty$ End of planning horizon          Real
$y_j$   Whether task $j$ is performed           Binary

Maximize:

$$\sum_{j \in J} \sum_{k \in K} v_j \pi_{jr}^k x_k^r - \sum_{k \in K} \sum_{r \in R_k} c_{1r}^k x_k^r - \sum_{i \in I} \sum_{k \in K} c_{2r}^k d_i^k$$ (1)

Subject to:

$$\sum_{r \in R_k} x_k^r \leq 1 \quad \forall k \in K$$ (2)

$$\sum_{k \in K} \sum_{r \in R_k} \pi_{jr}^k x_k^r \leq 1 \quad \forall j \in J$$ (3)

$$y_{task(i)} - y_{task(i')} \leq \lambda \forall (i',i) \in P$$ (4)

$$t_{i'} - t_i + \lambda + \tau_\infty (y_{task(i)} - y_{task(i')}) \leq 0 \quad \forall (i',i) \in P$$ (5)

Not shown are constraints ensuring the correct computation of the $t_i$ and $d_i^k$ variables. The full model appears in [5].

Figure 1: Key aspects of mathematical model associated with agent travel and delay time. Thus, the problem requires joint coordination of transportation and medical agents, considering cross-schedule dependencies.

We focus on two interesting results: first, the anytime, bounded optimal nature of the algorithm, and second, the impact that including delay penalties has on problem difficulty. In the discussion below, a delay penalty of 0 indicates that only travel time is minimized. A delay penalty of 0.5 means that a weighted sum of travel and delay time is minimized, with delay time weighted half as much as travel time.

Figure 2 (left) shows the best solution and best bound over time for an example problem with 6 clients, 1 medical agent, 2 transportation agents, and a delay penalty of 0.5. The algorithm is able to compute progressively better solutions and bounds. Furthermore, it finds good solutions early, but takes longer to prove the optimality of these solutions.

Figure 2 (right) shows the total time to find and prove the optimal solution, averaged over 5 random instances of problem configurations with 1 medical agent, 2 transportation agents, and between 2 and 10 clients. The combinatorial nature of the problem is apparent in the rapid increase in the time needed to prove solution optimality as the problem size increases. Planning time was capped at 30 minutes, and the bottom graph indicates the ratio of the terminating solution to the terminating bound. A ratio of 1 indicates optimality. The figure also highlights the impact of delay penalties on problem difficulty. It illustrates that in the presence of precedence constraints, problems that optimize a weighted sum of travel and delay time are significantly more difficult than problems that optimize travel time alone. This is because the algorithm must essentially evaluate the trade-off between travel time and delay time in potential solutions it encounters during the solution process.

4. CONCLUSIONS

We present a novel mathematical formulation and anytime bounded optimal solution approach to heterogeneous team coordination with precedence constraints and delay penalties. Our follow-on work addresses additional types of cross-schedule dependencies.
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1. INTRODUCTION

The use of BDI-agents seems a good fit to realize intelligent behavior for virtual humans. One of the problems of the BDI-paradigm when an agent becomes embodied in a virtual environment is the lack of control over perception [3]. While performing a task, humans tend to direct their attention to selected information from the environment which can support them in achieving the task. As attention is considered to be a limited resource, one cannot attend to all aspects in the environment which currently fall into sensory range. The same can be said for BDI-agents. Without any form of goal-directed perception, an agent can become flooded with sensory information from the virtual environment, which may result in reasoning over too much irrelevant information. Besides the risk of performance loss this is also unrealistic when we look at the physiology of human perception [1]. A balance must be found between stimulus-driven and goal-based control over perception.

In this paper we present a perception framework which provides sensing abilities and perceptual attention for BDI agents embodied in a virtual environment. The framework handles covert attention, the mental focus on possible sensory stimuli which doesn’t involve any motor actions [2]. Different perception stages are identified together with the information communicated between the stages. We show the advantages of using ontological data representations for this purpose.


2. PERCEPTION FRAMEWORK

Figure 1 illustrates the perception framework used to connect a BDI agent with its embodiment in a virtual environment. The framework employs ontological information models representing an agent’s perceptive view on the environment based on semantic concepts. With these models we not only abstract from any specific virtual environment implementation, but also from the technologies used to create virtual environments and BDI-agents. Having sensory information formatted in accordance with an ontology enables us to employ a data-driven approach to implement different perception processes within the framework.

The sensing phase concerns the Sensory Processor whose task it is to collect all information from the environment which can be observed by an agent through its sensors within the Embodiment Interface. The sensory information is represented as a collection of signs that correspond to object or event concept classes from the Environment Object Model. The perceiving phase has the task to create percepts applicable for agent reasoning. First, it acts as a filter for sensory information, discarding irrelevant information and making the agent aware of important information as determined by an agent’s current activity or mental state. Also, non-anticipated information is passed allowing an agent to shift his physical or cognitive attention by performing reactive behavior or adopting new goals. These filters are represented by the Goal-Directed Attention and Stimulus-Driven Attention components respectively. Next, the Sign Interpreter converts the filtered flow of signs to a flow of percepts. It represents a non-cognitive process where sensory information is interpreted by converting one or more signs to a (possibly higher-level) representation suitable for reasoning. The resulting percepts are represented in accordance with the Perception Object Model encompassing the possible percepts as input for a BDI-agent.

3. GOAL-DIRECTED ATTENTION

In the perception framework, goal-directed attention is a top-down control over perception that extracts selected information from an incoming flow of sensory information
relevant to an agent’s current desires or goal.

We propose a data-driven method to filter sensory information using a subscription mechanism. As an agent adopts a goal, he can automatically subscribe to a set of interests which represent the agent’s perceptual needs required to achieve the goal. Consequently, when the goal is achieved or dropped, the agent can unsubscribe from the corresponding interests.

Since the sensory information is formatted in accordance with an ontology model, we can employ this model to provide specifications for an agent’s interests towards its environment. The hierarchical nature of object and events in the model is taken into account. For example, an agent having an interest in physical objects indirectly has an interest in all object classes defined as a subclass of a physical object.

3.1 Interest Specification

Several different features can be employed to specify an interest. First of all, one can specify the nature of the information in the form of object properties or event classes. Second, one can specify conditional values for certain object properties or event parameters to specify more concrete interests. Third, one can specify a specific source object from the environment from which information is desired. Last, the intensity with which an agent is interested towards specific information can be specified, enabling an agent to dynamically adapt his cognitive focus.

The use of the described features for interest specification provides a powerful mechanism to filter and extract selected information from sensory input. The possible specification of interests is limited by the richness of semantics in the environment as defined in the Environment Object Model.

3.2 Tasks and Perceptual Needs

An agent’s perceptual needs are related to his current tasks or goals. We identify several categories of agent tasks whose realizations can benefit from the proposed goal-directed attention mechanism:

- **Perceptive tasks** include for example a visual search for specific objects or monitoring objects by retrieving periodic updates of their state. Interests can be specified to support such tasks by identifying the target objects and the intensity of the perceptive focus.
- **Role tasks** are performed by an agent in the context of the role he takes on (e.g., a fire fighter leading a team or a police officer directing traffic). Having proper situation awareness (SA) is essential in performing such tasks. Interests can be specified to account for object and events related to a task.
- **Communicative tasks** involves the perception of both verbal and nonverbal communicative behavior and is essential for properly recognizing the communicative intents of the speaker. Interests can be specified to actively attend to the (non)verbal cues of an interlocutor.
- **Social tasks** include tasks or behaviors where an agent is required to be aware of his social environment, being able to recognize people, groups, relationships and social or conversational settings. Interests can be specified to account for the factors required for social perception.

The perception framework has been implemented as part of a middleware for connecting multi-agent systems to game engines. Experiments are currently being conducted to evaluate the framework.
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1. MOTIVATION

Recently, there has been much work on incorporating declarative goals in Belief-Desire-Intention Agent Programming Languages (e.g. [3]). In a BDI APL with declarative goals (APLwDG), declarative goals are used essentially for monitoring goal achievement and performing recovery when a plan has failed, performing rational deliberation, and reacting in a rational way to changes in goals that result from communication. While APLwDGs have evolved over the past few years, to keep them tractable and practical, they sacrifice some principles of rationality. In particular, while selecting plans to achieve a declarative goal, they ignore other concurrent intentions of the agent. As a consequence, the selected plans may be inconsistent with other intentions. Also, these APLwDGs typically rely on syntactic formalizations of declarative goals, whose properties are often not well understood.

An Example Consider a blocks world domain, where there are four blocks, one of each color, blue, yellow, red, and green. There is only a stacking action stack(b, b'): b can be stacked on b' in state s if b ≠ b', both b and b' are clear, and b is on the table in s. Assume that the agent initially has the following two goals: φ₁, i.e. to eventually have a 2 blocks tower with a green block on top and a non-yellow block underneath, and φ₂, i.e. to have a 2 blocks tower with a blue block on top and a non-red block underneath. Also, her plan library has only two rules: if she has the goal that φ₁ and knows about a green block b and a distinct non-yellow block b' that are clear and on the table, then she should adopt the plan of stacking b on b', and similarly for the goal that φ₂. Thus according to this library, one way of building a green non-yellow (and a blue non-red) tower is to construct a green-blue (a blue-green, resp.) tower. While these two plans are individually reasonable, they are inconsistent with each other, since the agent has only one block of each color. Thus a rational agent should not adopt these two plans. However, it can be shown that a typical APLwDG agent (that does not consider the overall consistency of her intentions) may adopt these two plans together, and may make the other goal impossible by executing one of them. The problem arises in part because actions are not reversible in this domain, a common occurrence.

In this paper, we develop logical foundations for a rational BDI agent programming framework with prioritized declarative goals that addresses these deficiencies of previous APLwDGs.

2. A SIMPLE RATIONAL APL (SR-APL)

Our Formal BDI Framework We use a variant of our logical framework for modeling prioritized goals, subgoals, and their dynamics [2], that is built on top of the situation calculus, and incorporates a (possible-worlds) model of knowledge. Here, an agent can have multiple temporally extended goals or desires at different priority levels. We have a possible-worlds semantics for these goals. We specify how goals evolve when actions/events occur and the agent’s knowledge changes. We also define the agent’s intentions, i.e. the goals that she is actively pursuing, in terms of this goal hierarchy. The framework in [2] is modified so that the agents are more committed to their intentions. They will only drop an intention when it is achieved, or when it becomes impossible or inconsistent with other higher priority intentions. We also model the relationship between goals and subgoals by ensuring that if ψ is a subgoal of φ, then ψ (along with ψ’s subgoals, and theirs, etc.) is dropped when the parent goal φ is dropped or becomes impossible.

Components of SR-APL First of all, we have a theory D specifying actions that can be done, the initial knowledge and (both declarative and procedural) goals of the agent, and their dynamics, as discussed above. Moreover, we have a plan library II with rules of the form: if the agent has the intention that φ and knows that Ψ, then she should consider adopting the plan that σ. The plan language for σ is a simplified version of ConGolog [1] and includes primitive actions, waiting for a condition, sequence, and the special action for subgoal adoption, adoptRT(Φ, σ); here ψ is a subgoal to be adopted and σ is the plan relative to which it is adopted. While our BDI theory can handle arbitrary temporally extended goals, we focus on achievement and procedural goals exclusively.

Semantics of SR-APL We use a subset of ConGolog to specify the semantics of plans. Here, Do(σ) means that there is a terminating execution of program σ starting in the current situation, (σ₁||σ₂), denotes the concurrent composition of plans σ₁ and σ₂, and Γ₁ refers to the concurrent composition of the plans in list Γ₁.

Specifying such a language raises some fundamental questions about rational agency, for instance: what does it mean for a BDI
agent to be committed to concurrently execute a set of plans next while keeping the option of further commitments to other plans open, in a way that does not allow procrastination? An SR-APL agent can work on multiple goals at the same time, and thus can have multiple intended plans. One way of specifying an agent’s commitment to execute a plan \( \sigma \) next is to say that she has the intention that DoAL(\( \sigma \)). However, this does not allow for the interleaved execution of several plans, since Do requires that \( \sigma \) be executed before any other actions/plans. A better alternative is for the agent to have the intention that DoAL(\( \sigma \)), i.e. to execute at least the program \( \sigma \) next, and possibly more. DoAL(\( \sigma \)) holds if there is a terminating execution of program \( \sigma \), possibly interleaved with other actions by the agent herself. However, a new problem with this approach is that it allows the agent to procrastinate, i.e. to perform actions that are unnecessary. To deal with this, we include an additional component, a procedural intention-base \( \Gamma \), to an SR-APL agent. \( \Gamma \) is a list of plans that the agent is currently actively pursuing. To avoid procrastination, we require that any action that the agent actually performs comes from \( \Gamma \).

We have a two-tier transition system: plan-level transition rules specify how a plan may evolve, while agent-level transition rules specify how an SR-APL agent may evolve. The former are simply a subset of the ConGolog transition rules. Below, we discuss the latter. First of all, we have a rule \( \Lambda_{\text{agg}} \) for selecting and adopting a plan from the plan library \( \Pi \) for some realistic (i.e. consistent with knowledge) goal \( \Diamond \Phi \) in the theory \( \mathcal{D} \). It allows the agent to adopt a plan \( \sigma \) as a subgoal of \( \Diamond \Phi \) (i.e. execute adoptRT(DoAL(\( \sigma \)), \( \Diamond \Phi \))), provided that \( \mathcal{D} \) entails that the agent does not intend not to adopt DoAL(\( \sigma \)) w.r.t. \( \Diamond \Phi \); next; our BDI theory ensures that if this is the case, then DoAL(\( \sigma \)) is indeed consistent with DoAL(\( \Gamma \)), and the agent intends to execute DoAL(\( \sigma \) \( \vdash \) \( \Gamma \)) afterwards.

Secondly, we have a transition rule \( \Lambda_{\text{step}} \) for executing an intended action from \( \Gamma \). If a program \( \sigma \) in \( \Gamma \) can make a program-level transition in \( s \) by performing a primitive action \( a \) with program \( \sigma \) remaining in do(\( a \), \( s \)), and \( \mathcal{D} \) entails that DoAL(\( \sigma \)) is a realistic goal at some priority level in \( s \), then the agent may execute \( a \), updating \( \Gamma \) and \( s \) accordingly, provided that the transition is consistent with the agent’s intentions in the theory \( \mathcal{D} \) in the sense that she does not have the intention not to execute \( a \) in \( s \).

Thirdly, we have a rule \( \Lambda_{\text{clean}} \) for accommodating exogenous actions, i.e. actions occurring in the agent’s environment that are not under her control. Fourthly, we have a rule \( \Lambda_{\text{clean}} \) for dropping adopted plans from the procedural goal-base \( \Gamma \) that are no longer intended in the theory \( \mathcal{D} \). This might be required when the occurrence of an exogenous action forces the agent to drop a procedural goal from \( \mathcal{D} \) by making it impossible to execute or inconsistent with her higher priority realistic goals/plans. Our theory automatically drops such plans from the agent’s goal-hierarchy specified by \( \mathcal{D} \). Finally, we have a rule \( \Lambda_{\text{step}} \) for repairing an agent’s plans in case she gets stuck, i.e. when for all programs \( \sigma \) in \( \Gamma \), the agent has the realistic goal that DoAL(\( \sigma \)) at some level \( n \) and thus all of these DoAL(\( \sigma \)) are still individually executable and collectively consistent, but together they are not concurrently executable without some non-\( \sigma \) actions, i.e. \( \Gamma \) has no program-level transition in \( s \). This could happen as a result of an exogenous action. We can show that when the agent has complete information, there must be a repair plan available to the agent if her goals are consistent.

Another question that we face is: how to ensure consistency between an agent’s adopted declarative goals and adopted plans, given that some of the latter might be abstract, i.e. might be only partially instantiated in the sense that they include subgoals for which the agent has not yet adopted a (concrete) plan? We deal with this using a weak notion of consistency that does not require the agent to expand all adopted goals while checking for consistency. For instance, \( \Lambda_{\text{step}} \) above does not guarantee that there is an execution of the program (\( \sigma \) \( \parallel \) \( \Gamma \)) alone after the adoptRT action happens, but rather ensures that this program possibly along with additional actions by the agent is executable. Also, \( \Lambda_{\text{step}} \) requires that when the agent executes an action \( a \) from a plan in \( \Gamma \), \( a \) must be consistent with her intentions in \( \mathcal{D} \); but it does not require that she be willing to execute the remainder of \( \Gamma \) next without any extra actions. Such a requirement would be too strong, given that \( \Gamma \) may include abstract plans for which the agent has not yet adopted a subgoal. While our weak consistency check does not perform full lookahead over \( \Gamma \), our semantics ensures that any action performed by the agent must not make the concurrent execution of all the adopted plans possibly with other actions impossible. A side effect of our weak consistency check is that the agent might get stuck, and trigger the \( \Lambda_{\text{step}} \) rule to repair her plans.

## 3. RATIONALITY OF SR-APL AGENTS

We have shown that some key rationality properties are satisfied by SR-APL agents. We only consider the case where exogenous actions are absent, as it’s not obvious what rational behavior means in contexts where exogenous actions can occur.

For our blocks world example, we can show that our SR-APL agent behaves rationally in this domain. In particular:

- There exists a complete trace for our blocks world agent.
- All traces of the agent are terminating and end with the agent achieving all of her goals.

For any SR-APL agent (in the absence of exogenous actions), we can prove the following general properties:

- \( \mathcal{D} \models \forall s, -\text{Know}(\text{false}, s) \land -\text{Int}(\text{false}, s) \), i.e. an agent’s knowledge and intentions as specified by \( \mathcal{D} \) must be consistent.
- The plans in \( \Gamma \) and the declarative and procedural goals in \( \mathcal{D} \) remain consistent. More precisely, for any configuration in a complete trace, either the goals in \( \Gamma \) and those in \( \mathcal{D} \) are consistent, or there is a future configuration along the trace where consistency is restored (by a finite number of applications of the \( \Lambda_{\text{clean}} \) rule).
- Our agents evolve in a rational way w.r.t. \( \mathcal{D} \), i.e. if an SR-APL agent performs the action \( a \) in situation \( s \), then it must be the case that she does not have the intention not to execute \( a \) next in \( s \); moreover, if \( a \) is performed via \( \Lambda_{\text{step}} \), then she indeed intends to execute \( a \) possibly along with some other actions next; finally, if \( a \) is the action of adopting a (sub)goal \( \phi \), then she does not have the intention in \( s \) not to bring about \( \phi \) next.

## 4. CONCLUSION

Our framework combines ideas from the situation calculus-based Golog family of APLs, our expressive semantic formalization of prioritized goals, and work on BDI APLs. We ensure that an agent’s intended declarative goals and adopted plans are consistent with each other and with her knowledge. We try to bridge the gap between agent theories and practical APLs by providing a model and specification of an idealized BDI agent whose behavior is closer to what a rational agent does. As such, it allows us to understand how compromises made during the development of a practical APL like GoAL affect the agent’s rationality. In the future, we would like to investigate restricted versions of SR-APL that are practical.
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ABSTRACT

In this paper, we use LTL to specify acceptable/desirable behaviours for a system modelled as a Petri net, and create a Petri net realization of a supervisor that is guaranteed to enforce them, by appropriately restricting the uncontrolled behaviour of the system. We illustrate the method with an application to the specification of coordination requirements between the members of a team of simulated soccer robots.
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1. INTRODUCTION

When designing multi-agent systems (MAS), concepts such as concurrency, parallelism, synchronisation or decision making are of central importance. In order to be able to deal with these notions as the systems become more complex, one needs a formal approach to modelling, analysis and controller synthesis. In this paper, we use Petri nets (PN) to model and analyse MAS, due to the fact that PNs are particularly well suited to model distributed systems and handle all the above concepts. Given a PN model of a MAS and a natural language specification for it to fulfil, we will be interested in synthesising a PN realization of a supervisor based in discrete event system (DES) theory that restricts the behaviour of the system such that the specification is satisfied. The construction of this supervisor is done by translating the natural language specification into a linear temporal logic (LTL) formula and then composing its equivalent Büchi automaton (BA) with the PN model in such a way that the composition complies with the LTL specification. There has been a considerable amount of work on the control of PNs. For example, in [3] a method where the specifications are written as linear constraints on the reachable markings of the system and the number of firings of each transition is defined and in [2] a study on the advantages and limitations of using PNs as a tool to realize supervisors is provided. There have been several approaches to the use of temporal logic as a tool to specify and synthesize goal behaviours. The work presented in [6] introduces a planning algorithm over a domain given as a non-deterministic finite state automaton (FSA) where the states correspond to sets of propositional symbols and the goal is given as a temporal logic formula over those symbols. In both of this work, the temporal logic formulas are written only over the state space of the system, thus direct reasoning about sequences of events is not allowed. In [4], a motion planning method where the goals are defined as LTL formulas is presented. The work in [5] also deals with motion planning with temporal logic goals but allowing the robot to also react to sensor readings and perform actions other than moving. This approach, using DES models, reduces the involved complexity in comparison with hybrid systems models, by only taking the (discrete) sequences of actions into account.

2. CONSTRUCTING THE LTL BASED PN SUPERVISOR

We will explain the method through an example. Consider a soccer team of \( n \) robots. The goal is to reach a situation in which one of the robots is close enough to the goal to shoot and score. When a robot does not have the ball in its possession, it can move to the ball until it is close enough to take its possession or get ready to receive a pass from a teammate. When it has the ball, it can shoot the ball, take the ball to the goal if there is no opponent blocking its path or choose a teammate to pass the ball and, when it is ready to receive, pass it. In Figure 1, we present the PN \( N_a \) for one of the robots. We depict both events labels, associated to transitions, and state description symbols, associated to places, as \( ⟨ . ⟩ \). The LTL formulas will be written...
Figure 1: PN model for robot i. Places depicted with the same color represent the same place, we separated them to improve readability.

over the union of these two sets. A PN model for the whole team is given by the parallel compositions of the PN models for each robot, synchronizing transitions with common event labels and keeping the state description. The events close_to_ball, close_to_goal, and blocked_path, are caused by changes in the environment, hence uncontrollable. The remaining events are controllable events. For each Ni, we define the set E
i
 as the set of controllable events of Ni. This set is used to guarantee the supervisor admissibility: instead of writing that a controllable event e ∈ E
i
 must occur, we write that all other controllable events in E
i
 cannot occur until the occurrence of e. One may define the following specifications: For the whole team, a robot will move to the ball if and only if the ball is not in the team’s possession and no other teammate is moving towards it:

\[ \varphi = \text{G}(\bigwedge_{i=1}^{n} \lnot \text{moving}_{\text{to ball}}) \Rightarrow (\lnot \text{hasball}_{i}) \]

For each robot Ni, it will not get ready to receive a pass if none of its teammates wants to pass it the ball:

\[ \psi_{i} = \text{G}((\bigwedge_{j=1, j \neq i}^{n} \text{start}_{\text{passing},j,i}) \Rightarrow (\text{start}_{\text{receiving},i})) \]

For each robot Ni, when one of the teammates decides to pass it the ball, it will be ready to receive the pass as soon as possible:

\[ \gamma_{i} = \text{G}((\bigwedge_{j=1}^{n} \text{start}_{\text{passing},j,i}) \Rightarrow (X(\bigwedge_{j \neq i}^{n} \lnot \text{start}_{\text{receiving},j}))) \]

The supervisors are built by appropriately composing the BA obtained for each LTL specification\(^1\) above with the PN model of the system. This composition yields a PN that simulates a run in parallel of the BA and the PN modelling the system, only allowing the occurrence of the PN transitions that lead the system to a sequence of events plus state description symbols that satisfies the LTL formula. To build such a PN, we compare each transition of the PN model of the system with the labels of the BA transitions (encoded as propositional logic formulas) and add reflexive-arcs\(^2\) between the PN transitions and the places representing a truth value of a state description symbol that is needed for the BA transition label to be satisfied. Hence, we only allow the firing of the PN transition when it leads us to a marking for which the set of true state description symbols, in conjunction with the fired event, satisfies the BA transition. If it is not possible to satisfy the BA transition, no transition is added to the PN supervisor. We were able to build the supervisor to a team of up to 10 robots. Even though the supervisors are large, we were able to build them in a decent amount of time and for an already large number of robots\(^3\). We argue that without a formal method for the construction of the supervisors that automatically guarantees that the specifications are met, the construction of supervisors for this number of robots would not be feasible.

3. CONCLUSION AND FURTHER WORK

We presented a method to build PN supervisors that are guaranteed to fulfil LTL specifications. This method allows the designer to specify intricate behaviours, e.g., coordination rules, in a close-to-natural-language formalism, as illustrated in an application example. Our main goal for future work is to add uncertainty to the models in order to provide a method that is robust both to failures in performing actions and errors in sensor readings.
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\(^2\) A reflexive arc between t and p is a pair of arcs, one from p to t and the other from t to p.

\(^3\) For 10 robots, the supervisors were built in around 2h30m, using an Intel(R) Core(TM) i5 CPU 750 @ 2.67GHz.
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ABSTRACT

We study the problem of achieving cooperation between two self-interested agents that play a sequence of different randomly generated normal form games. The agent learns how much the opponent is willing to cooperate and reciprocates. We present empirical results that show that both agents benefit from cooperation and that a small number of games is sufficient to learn the cooperation level of the opponent.
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1. INTRODUCTION

We extend the work in [2, 3] where two self-interested players play a sequence of non-zero-sum normal form games, each game played only once by the same two players. Since each game is played only once, agents cannot rely on past observations to predict the opponent’s behavior, but since they play repeatedly against each other they can observe each other and reciprocate past positive interactions.

Reciprocation is a strategy used successfully in nature, in artificial environments such as iterated prisoner’s dilemma, and by people [4]. Our agent decides how to reciprocate by learning the level of cooperation of the opponent, which we call the opponent’s attitude, and setting its own attitude to be slightly higher than the attitude of its opponent.

As in [2], an attitude is a real number in the range [-1, 1]. An attitude of 1 means that the opponent’s payoff is valued as highly as the agent’s own payoff. An attitude of 0 means that the agent is indifferent to the opponent’s payoff. An attitude of -1 means the agent is only concerned with how well it does compared to its opponent.

Given agents $x$ and $y$ with attitudes $A^x$ and $A^y$, a modified game is created with payoff functions $P^x_{ij} = P^x_{ij} + A^x P^y_{ij}$ and $P^y_{ij} = P^y_{ij} + A^y P^x_{ij}$, where $P^x_{ij}$ and $P^y_{ij}$ are the payoffs in the original game respectively for agent $x$ and $y$ when they choose actions $i$ and $j$. An agent selects its action in the modified game, but receives its payoff according to the original game. We have shown [2] empirically that when both agents have a positive attitude, their payoffs in the original game are higher than if they had both simply tried to maximize their individual scores.

For simplicity, we assume that agents play a strategy which is part of a Nash equilibrium. The Nash equilibrium is computed by the agent in the modified game, where the payoffs are changed to reflect its willingness to cooperate. This is convenient since it limits the choices to a discrete set (i.e. one among the Nash equilibria for each game). We do not assume both agents use the same Nash equilibrium.

2. LEARNING AND RESULTS

An agent which uses this model to act needs 3 parameters – an attitude value for itself, an attitude value for its opponent, which we call belief, and a method of choosing a Nash equilibrium from the modified game. In every round the agent observes the payoff matrix of the game and the action chosen by the opponent in that context. From that information, it needs to learn a probability distribution over the attitude, belief, and method of the opponent.

Due to the complex interactions between attitude, belief, method, and the game being played, it is not possible to analytically update a probability distribution over those factors. However, given specific values for attitude, belief, and method we can compute the probability that the agent would select a particular action in a given game. This enables the agent to use a regularized particle filter to track a probability distribution over attitude, belief, and method.

A particle filter represents a probability distribution with a number of samples drawn from it, instead of using a parametric representation. Each particle has a weight attached, and the distribution represented by the particles is a discrete distribution with probability of each particle proportional to its weight. When an observation is made, each particle’s weight is updated by multiplying it by the probability assigned to the observation by that particle.

For our experiments we use randomly generated normal
form games with 16 actions per player, and payoffs uniformly distributed between 0 and 1. We have found empirically that this number of actions provides opportunities for cooperation without making cooperation the only rational choice. We use the Lemke-Howson algorithm to calculate equilibria, and use an initialization parameter passed to the algorithm to distinguish the different methods.

We have measured the model accuracy, i.e. the Euclidean distance between the estimates and the true values for attitude and belief of the opponent, and the prediction accuracy, i.e. the Jensen-Shannon divergence between the predicted and the actual probability distribution the opponent used to select an action. We have also measured the performance, i.e. the payoff achieved by the agent.

Fig. 1 shows the payoff against a random stationary opponent, where the agent learns to best respond to the opponent’s predicted strategy, and in self-play, where each agent reciprocates the opponent’s attitude with a bonus of 1. Learning targets are drawn from a Gaussian distribution with 0 mean, results are aggregated over 100 sequences of 100 games. Payoff without learning is what is achieved by an agent which plays according to its prior distribution over the opponent. Omniscient payoff is what would be achieved by an agent aware of the true attitude, belief, and method of the opponent. The payoff can exceed the optimal payoff because of noise in the randomly generated games. As shown in Fig. 2, after 15-20 interactions the agent’s predictions are very accurate for a random stationary opponent or in self-play. Those are very small numbers compared to the hundreds of games needed to learn in the simpler case of repeated games [1].

3. CONCLUSIONS
We have presented a method for an agent to learn to cooperate when playing a sequence of different normal form games with the same opponent. We have shown that achieving cooperation is beneficial to both agents and that learning how to respond to the opponent is possible. The results presented are against a random stationary opponent and in self-play, but we have tested the algorithm in many other situations and found that it is fairly robust and effective. Next we will explore two related questions. First, we want to extend our learning approach to handle agents which do not play Nash equilibria. Second, we want to study how an agent can learn about its opponent when playing against other types of non-stationary opponents.
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ABSTRACT

Most traffic simulation frameworks move vehicles from some location A to some location B as the result of different equations of motion or fluid dynamics. As it is, reality is much more complex because what actually happens on the road is not only determined by physics of motion, but also by the perception and attitudes of the drivers. In this work, we introduce an approach which considers a driver’s state of mind within large scale traffic simulations. For this purpose we describe a BDI based conceptualisation of a driver and extend common simulation topologies with service oriented concepts.
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1. INTRODUCTION

Despite the wide range of available traffic simulation frameworks, most products share the fact that the vehicle simulation is done in a pure computational fashion. Usually, the simulated vehicles are moved from a location A to a location B as a result of equations of motion or fluid dynamics. As it is, reality is much more complex, because what actually happens on the road is not only determined by physics of motion, but also by the perception and attitudes of the drivers. A driver with a high affinity for public transport for instance might change his means of transportation when confronted with a traffic jam near a metro station and available parking. This aspect does not affect the driving process per se, but influences the traffic situation a fortiori. Several approaches [1, 2, 3, 5], integrate stimuli-reaction principles and mimic individual driving styles by implementing cognitive abilities for the simulated vehicles. Yet, a more comprehensive, “strategic” consideration is mostly missing. In this paper we outline an according approach. We start by explaining the model we have specified for the driver and emphasise additional requirements for the topology model which are necessary to make this approach work.

2. THE BDI DRIVER IN A SERVICE CITY

For our purpose, we have to address two topics. First, we have to define a model for the environment which is able to influence the behaviour of a driver by certain stimuli. Next, we have to define the behavioural model for the driver, which is able to comprehend the stimuli of the environment and is able to generate the driver’s action.

The main difference between our approach and related work is that a driver is able to perceive and interact with his topology by making use of certain Infrastructural Features which may support the driver in achieving his goals, or influence his strategy in doing so. We define the term as follows: An Infrastructural Feature can be everything which is able to fulfill a desire (or parts of it) of a person at a certain location of an infrastructure. As an example, consider public transport. It provides a service at many places of an infrastructure and supports a person’s desire to reach a certain location. Another example is a car park. Located at some location they provide service for any driver who wants to park his vehicle. According to our definition, Infrastructural Features are not necessarily related to traffic, but can also be interpreted as: Shop, restaurant, takeaway, telephone booth and many more. Based on our definition, it is nearly impossible to provide a complete model for any larger city; this is not our intention. Our objective is to provide a uniform way for the specification of these features in order allow for easy, custom definitions. We choose the Service Metaphor for this purpose and allow for a unified specification in terms of preconditions, effects, a scope, a location (or more than one, in case of a cross-linked service, such as a metro system) and a duration function.

For the implementation of the Driver Model, we apply an agent oriented view [6] and follow a popular model for the conceptualisation of human behaviour: The BDI model [4]. This approach provides us with a specification for our in-
plementation and a validation of the agent’s behaviour. We can implement critical processes in terms of several distinct modules, each one realising a particular phase of the agent’s overall behaviour. The operation principle and behaviour phases of our BDI agent are illustrated in Figure 1.

Figure 1: The architecture and actuation principle of our driver agents.

Actuation comprises four phases. The simulation engine uses the location and the scope to determine if a driver perceives an infrastructural service (1). If he does, the agent starts with the Belief Revision phase, in which he extends (3) his belief base by newly perceived services and removes outdated beliefs (2b) which are no longer required. Using his updated belief base (4a) and his current intentions (4b), the agent proceeds to the Generate Options phase, in which the preconditions of each service in the belief base are evaluated. Depending on the specification of the service’s preconditions, generic reasoners or self-coded methods can be used here. In case of a positive evaluation of the precondition, the desire to make use of the service will be stored in the form of a goal within the goal base of the agent (5). In combination with the agent’s basic plans (walk and drive) and his current intentions, the new set of goals constitutes the input (6a, 6b, 6c) for the Filter phase. We distinguish between two types of goals. While the main goal expresses the agent’s main objective to reach a certain location, only (sub)goals can emerge dynamically indicating an agent’s desire to make use of a perceived service. By accessing their effects, the agent computes any possible permutation service use and measures —according to his preferences— which strategy is able to support him best in achieving his main goal. Finally, the favourite strategy is selected and inserted into the agent’s intention repository (7), from which his actuation is derived (8) and his environment influenced (9) once more.

3. LET THEM ROLL

In the following example, we develop service definitions for a metro station and a car park and evaluate the influences of varying acceptances towards the usage of a public transport service on the overall traffic situation. We place three instances of the metro service into the simulation topology and while the different instances are be located at different positions, the effect of each service is to move the executing driver to the same exit. We further define several parking services, each one with an initial capacity of 2000 parking lots. We manipulate the filter phase of agents to mimic adjustable acceptances towards the metro service and perform several simulations in which respectively 10.000 vehicles drive from an appointed source region to an appointed target region. We illustrate selected results in Figure 2.

Figure 2: Results of the simulations, showing the car park’s utilisation in percentage values.

Each illustration shows the capacity utilisation of respectively one car park by means of coloured circles. Red circles represent utilisations beyond 90%, yellow circles represent utilisations beyond 50% and green circles represent utilisations below 50%. One can clearly see that different user profiles tend to influence the overall traffic situation differently. Where a low service acceptance results in a high utilisation of the parking services within the target area, an increasing acceptance causes a migration of the utilisation peak, until it is not possible to make use of the first metro station, because its parking capabilities are exhausted. According to these results, we can observe that different user profiles influence traffic situations differently and conclude, that the consideration of these parameters is able to increase the quality of simulation results.
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ABSTRACT
We present a method for identifying actions that lead to observations which are only weakly informative in the context of partially observable Markov decision processes (POMDP). We call such actions as weak- (inclusive of zero-) information inducing. Policy subtrees rooted at these actions may be computed more efficiently. While zero-information inducing actions may be exploited without error, the quicker backup for weak but non-zero information inducing actions may introduce error. We empirically demonstrate the substantial computational savings that exploiting such actions may bring to exact and approximate solutions of POMDPs while maintaining the solution quality.
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1. INTRODUCTION
A large body of approximation techniques exploit structure in the problem in order to scale POMDPs [1, 3, 5] leading to significant performance gains for particular problems which exhibit the relevant structure. Consistent with this promising line of investigation, we identify a type of action often found in problem domains such that related computations may be performed more efficiently. Specifically, we consider actions that lead to observations that tend to be only weakly informative. As an example, observations made during movement by a robotic vehicle (typically modeled sequentially post action in a POMDP) tend to be far less informative than those resulting from an action dedicated to observing. We call such actions as weak-information inducing.


these include those that induce no information as well. We provide a simple and novel definition for weak information-inducing actions, characterizing the weakness of the observations using a parameter. Observing that policy trees rooted at zero-information inducing actions may be compressed, we utilize a simplified backup process that excludes considering observations for any weak-information inducing action while solving POMDPs. This results in significant computational savings, albeit we are currently unable to upper bound the error in optimality that this approximation introduces in the POMDP solution. We demonstrate the significant computational savings by exploiting such actions in the context of an exact solution technique – incremental pruning (IP) [2] – and the well-known point-based value iteration (PBVI) [4], and empirically show that the solutions are of comparable quality.

2. λ-INFORMATION INDUCING ACTIONS
We begin by formalizing a definition of such actions and motivation for distinguishing them. We then show how we may exploit such actions thereby reducing the complexity of the backup.

2.1 Definition
In the classical tiger problem, noises subsequent to opening a door (OL/OR) do not provide any information about the door containing the tiger. We generalize this concept to actions leading to weakly informative observations. We call such actions λ-information inducing, and define them as:

**Definition 1** (λ-information inducing action). An action, \( a \in A \), is λ-information inducing if for all observations:

\[
1 \leq \frac{\max_{s' \in S} O(s', a, o)}{\min_{s'' \in S} O(s'', a, o)} \leq \lambda \quad \forall o \in \Omega
\]

where \( \lambda \in \mathbb{R} \). We denote the action using \( a_\lambda \) and the set of all such actions using \( A_\lambda \). Let \( \bar{A}_\lambda = A - A_\lambda \).

In general, low values of \( \lambda \) are representative of actions that generate weak observations while high \( \lambda \) signals rich observation(s), although the actual values are subjective to the problem domain.

2.2 Approximate Solution
We may decompose the POMDP belief update into the prediction step where the agent updates its belief based on the action and the correction step where the belief is corrected using the observation that the agent received. We
observe that for zero-information inducing actions ($\lambda = 1$ in Def. 1) the belief updated by the correction step remains unchanged from the prediction step. Hence, we need not perform the correction step for such actions. We extend this to $\lambda$-information inducing actions in general.

Our approach is to shorten the belief update process for $\lambda$-information inducing actions by ignoring observations. The abbreviated update leads to a different and quicker backup.

Substituting just the prediction step within the Bellman equation leads to the following backup for all actions, $\alpha(s) \in \Lambda$. Let $\Gamma^{n-1}$ be the set of horizon $n-1$ alpha vectors.

$$\Gamma^\alpha = \bigcup_{\alpha(s) \in \Lambda} \Gamma^\alpha$$

The backup process proceeds as in the original procedure for all other actions in $A_\lambda$ resulting in the set $\Gamma'$. We obtain the final set of vectors for horizon $n$ as:

$$\Gamma_n^\alpha = \text{prune} (\Gamma_n \cup \Gamma')$$

Notice the absence of cross-sum operations for actions in $A_\lambda$. Consequently, we generate $|A_\lambda||\Gamma^{n-1}|$ intermediate vectors in the worst case, which could be far less than $|A||\Gamma^{n-1}|$ vectors generated in the exact approach, if the set $A_\lambda$ is not empty. The horizon $n$ value function is obtained as: $V_n^\lambda(b) = \max_{a(s) \in \Lambda} a \cdot b$

3. EXPERIMENTS

We implemented the approximate solution described in Section 2.2 in the context of both IP and PBVI. We selected well-known benchmark problem domains often used to evaluate POMDP solution techniques. In Table 1, we show results for a variety of problem domains. Our methodology was to solve each problem exactly using IP and approximately using PBVI – often for longer time horizon in the latter case. We noted the maximum expected reward obtained by averaging over 1,000 or more random belief points (shown in column $R$). We then measured the time taken by the approaches modified to exploit $\lambda$-information inducing actions to reach the expected rewards obtained previously (including time taken to identify such actions).

4. DISCUSSION

While parameter, $\lambda$, in Def. 1 could be seen as a simple way of focusing on actions that induce observations with limited information content, we are unable to bound the difference between the corrected and predicted beliefs for the action in terms of $\lambda$. Consequently, the error introduced by the approximation may not be bounded. However, our empirical results in Table 1 indicate that if $\lambda$ is relatively low, we obtain solutions of quality comparable to the original techniques. We selected IP for demonstration because it is one of the quickest exact POMDP solution techniques, while PBVI is representative of POMDP approximation techniques that scale. If $\lambda$ is high to the extent that all actions in a problem domain are identified and exploited, the approach may not result in good quality solutions due to high error. Thus, low values of $\lambda$ that identify a subset of actions are preferable. Consequently, the approach should not be used for problems where the observation functions are identical for most actions.

| Method | $|A_\lambda|$ | R Time (secs) | H $|\Gamma'|$ | Speedup% |
|--------|----------------|---------------|--------------|-----------|
| Tiger (2s, 3a, 2o) | | | | |
| IP | n.a. | 9.41 | 3.83 ± 0.2 | 226 9 | ~12 |
| IP + $\lambda = 1$ | 2 | 9.41 | 3.4 ± 0.2 | 226 9 | ~12 |
| PBVI | n.a. | 8.96 | 0.16 ± 0.2 | 30 9 | ~23 |
| PBVI + $\lambda = 1$ | 2 | 8.96 | 0.1 ± 0.01 | 30 9 | ~23 |
| Machine (256s, 4a, 16o) | | | | |
| IP | n.a. | 1.62 | 0.08 | 10 2 |
| IP + $\lambda = 1$ | 2 | 1.62 | 0.04 ± 0.01 | 10 2 | ~47 |
| PBVI | n.a. | 1.33 | 290.67 ± 1.39 | 20 1 |
| PBVI + $\lambda = 1$ | 2 | 1.33 | 164.94 ± 0.26 | 20 1 | ~43 |
| RockSample 5 (80s, 16a, 2o) | | | | |
| IP | n.a. | 5.7 | 103.37 ± 0.52 | 3 151 |
| IP + $\lambda = 1$ | 5 | 5.7 | 106.36 ± 2.73 | 3 151 | ~3 |
| PBVI | n.a. | 8.18 | 2653.4 ± 93.17 | 9 169 |
| PBVI + $\lambda = 1$ | 5 | 8.18 | 1954.2 ± 81.85 | 9 169 | ~26 |
| RockSample 5 (320s, 16a, 2o) | | | | |
| IP | n.a. | -14.44 | 2.09 ± 0.02 | 2 20 |
| IP + $\lambda = 1$ | 5 | -14.44 | 1.61 ± 0.02 | 2 20 | ~23 |
| PBVI | n.a. | 6.88 | 3191.6 ± 73.64 | 4 58 |
| PBVI + $\lambda = 1$ | 5 | 6.88 | 2410.2 ± 36.21 | 4 58 | ~24 |
| UAV Reconnaissance (4096s, 9a, 9o) | | | | |
| IP | n.a. | - | - | - | - |
| IP + $\lambda = 1$ | 5 | - | - | - | - |
| PBVI | n.a. | - | - | - | - |
| PBVI + $\lambda = 1$ | 5 | -8.28 | 796.13 ± 1.37 | 2 207 | ~80 |
| Learning c2 (12s, 8a, 3o) | | | | |
| IP | n.a. | 0.49 | 0.72 | 2 338 |
| IP + $\lambda = 10$ | 6 | 0.39 | 0.03 | 2 27 91 |
| PBVI | n.a. | 0.63 | 127.17 ± 3.57 | 6 873 |
| PBVI + $\lambda = 10$ | 6 | 0.63 | 18.65 ± 0.07 | 7 201 | ~87 |
| Learning c3 (32s, 16a, 3o) | | | | |
| IP | n.a. | 0.39 | 54.22 ± 1.93 | 2 2680 |
| IP + $\lambda = 10$ | 9 | 0.38 | 0.77 ± 0.01 | 2 54 | ~99 |
| PBVI | n.a. | 0.78 | 608.94 ± 10.5 | 8 880 |
| PBVI + $\lambda = 10$ | 9 | 0.79 | 138.35 ± 1.79 | 10 312 | ~74 |
| Learning c4 (48s, 16a, 3o) | | | | |
| IP | n.a. | - | - | - | - |
| IP + $\lambda = 12$ | 12 | - | - | - | - |
| PBVI | n.a. | 0.78 | 2025.7 ± 41.8 | 11 896 |
| PBVI + $\lambda = 12$ | 12 | 0.79 | 636.39 ± 10.8 | 12 338 | ~69 |

| Method | $|A_\lambda|$ | R Time (secs) | H $|\Gamma'|$ | Speedup% |
|--------|----------------|---------------|--------------|-----------|

Table 1: Significant speed ups are obtained for several problems when $\lambda$-information inducing actions are exploited for different $\lambda$. ~ indicates that the problem could not be solved for at least horizon 2 within an hour. Times are averages of 5 runs on Intel duo 2.8GHz, 4GB RAM.
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1. INTRODUCTION

Despite their NEXP-complete policy generation complexity [1], Distributed Partially Observable Markov Decision Problems (DEC-POMDPs) have become a popular paradigm for multiagent teamwork [2, 6, 8]. DEC-POMDPs are able to quantitatively express observational and action uncertainty, and yet optimally plan communications and domain actions.

This paper focuses on teamwork under model uncertainty (i.e., potentially inaccurate transition and observation functions) in DEC-POMDPs. In many domains, we only have an approximate model of agent observation or transition functions. To address this challenge we rely on execution-centric frameworks [7, 11, 12], which simplify planning in DEC-POMDPs (e.g., by assuming cost-free communication at plan-time), and shift coordination reasoning to execution time. Specifically, during planning, these frameworks have a standard single-agent POMDP planner [4] to plan a policy for the team of agents by assuming zero-cost communication. Then, at execution-time, agents model other agents’ beliefs and actions, reason about when to communicate with teammates, reason about what action to take if not communicating, etc. Unfortunately, past work in execution-centric approaches [7, 11, 12] also assumes a correct world model, and the presence of model uncertainty exposes key weaknesses that result in erroneous plans and additional inefficiency due to reasoning over incorrect world models at every decision epoch.

This paper provides two sets of contributions. The first is a new execution-centric framework for DEC-POMDPs called MODERN (MOdel uncertainty in Dec-pomdp Execution-time Reasoning). MODERN is the first execution-centric framework for DEC-POMDPs explicitly motivated by model uncertainty. It is based on three key ideas: (i) it maintains an exponentially smaller model of other agents’ beliefs and actions than in previous work and then further reduces the computation-time and space expense of this model via bounded pruning; (ii) it reduces execution-time computation by exploiting BDI theories of teamwork, thus limiting communication to key trigger points; and (iii) it simplifies its decision-theoretic reasoning about communication over the pruned model and uses a systematic markup, encouraging extra communication and reducing uncertainty among team members at trigger points.

This paper’s second set of contributions are in opening up model uncertainty as a new research direction for DEC-POMDPs and emphasizing the similarity of this problem to the Belief-Desire-Intention (BDI) model for teamwork [5, 9]. In particular, BDI teamwork models also assume inaccurate mapping between real-world problems and domain models. As a result, they emphasize robustness via execution-time reasoning about coordination [9]. Given some of the successes of prior BDI research in teamwork, we leverage insights from BDI in designing MODERN.

2. RELATED WORK

Related work includes DEC-POMDP planning that specifically focuses on optimal communication [2, 6]. In addition to its lack of investigation into model uncertainty, the policy generation problem remains NEXP-complete, given general communication costs. Although existing execution-centric approaches [7, 10, 11, 12] lead to a provably exponential improvement in worst-case complexity over optimal DEC-POMDP planners, they have also assumed model correctness. Xuan and Lesser [12] studied the trade-offs between centralized and decentralized policies in terms of communication requirements, which differs from our own given its focus on distributed MDPs rather than DEC-POMDPs, and its assumption of model correctness. ACE-PJB-COMM (APC) [7] and MAOP-COMM (MAOP) [11] rely on a single-agent POMDP planner at plan-time, and agents execute the plan in a decentralized fashion, communicating to avoid miscoordination at execution time. APC and MAOP respectively use GrowTree and JointHistoryPool, the set of possible belief nodes to reason about the entire team’s belief space, which are different from our work. Williamson et al. [10] also handle online policy computation that incorporates communication and reward shaping. Although their reward shaping is similar to the markup function, MODERN differs from this research since we use the markup function motivated by model uncertainty to encourage communication in order to reduce uncertainty.

While BDI is unable to quantitatively reason about costs and uncertainties, prior BDI works [5, 9] are related to our work in a sense of execution-centric framework and emphasizing communication at execution time, which will be explained more in Section 4.
3. PROBLEM STATEMENT

DEC-POMDPs have been used to tackle real-world multi-agent collaborative planning problems under transition and observation uncertainty, which are described by a tuple \((I, S, \{A_i\}, \{\Omega_i\}, T, R, O, b^0)\), where \(I = \{1, \ldots, n\}\) is a finite set of agents, and \(S = \{s_1, \ldots, s_k\}\) is a finite set of joint states. \(A_i\) is the finite set of actions of agent \(i\), \(A = \bigsqcup_{i \in I} A_i\) is the set of joint actions, where \(a = (a_1, \ldots, a_n)\) is a particular joint action (one individual action per agent). \(\Omega\) is the set of observations of agent \(i\), \(\Omega = \bigsqcup_{i \in I} \Omega_i\) is the set of joint observations, where \(o = (o_1, \ldots, o_n)\) is a joint observation. \(T : S \times A \times S \mapsto \mathbb{R}\) is the transition function, where \(T(s' | s, a)\) is the transition probability from \(s\) to \(s'\) if joint action \(a\) is executed. \(O : S \times A \times \Omega \mapsto \mathbb{R}\) is the observation function, where \(O(o | s', a)\) is the probability of receiving the joint observation \(o\) if the end state is \(s'\) after \(a\) is taken. \(R(s, a, s')\) is the reward that agents get by taking \(a\) from \(s\) and reaching \(s'\), and \(b^0\) is the initial joint belief state.

Here, we assume the presence of model uncertainty, which is modeled with a Dirichlet distribution [3]. A separate Dirichlet distribution for the observation and transition function is used for each domain. A \(\ell\)-dimensional Dirichlet distribution parameterized by positive hyper-parameters \(\beta = (\beta_1, \ldots, \beta_\ell)\) that represents the degree of knowledge. The probability density function is

\[
f(x_1, \ldots, x_L; \beta) = \prod_{i=1}^{\ell} \frac{x_i^{\beta_i-1}}{B(\beta_i)} = \prod_{i=1}^{\ell} \frac{\Gamma(\beta_i)}{\Gamma(\sum_{i=1}^{\ell} \beta_i)} x_i^{\beta_i-1},
\]

and \(\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} dt\) is the standard gamma function. The maximum likelihood point can be easily computed: \(x^*_i = \frac{\beta_i}{\sum_{j=1}^{\ell} \beta_j}\), for \(i = 1, \ldots, \ell\). Let \(T_{s,a}\) be the vector of transition probabilities from \(s\) to other states when \(a\) is taken and \(O_{s',a}\) be the vector of observation probabilities when \(a\) is taken and \(s'\) is reached. Then \(T_{s,a} \sim \text{Dir}(\beta)\) and \(O_{s',a} \sim \text{Dir}(\beta')\), where \(\beta\) and \(\beta'\) are two different hyper-parameters.

We assume that the planner is not provided the precise amount of model uncertainty (i.e., the precise amount of uncertainty over transition or observation uncertainty). Our goal is effective teamwork, i.e., achieving high reward in practice, at execution time.

4. SUMMARY OF DESIGN DECISIONS

MODERN’s design is explicitly driven by model uncertainty, leading to three major key ideas. First, MODERN maintains an exponentially smaller model of other agents’ beliefs and actions than the entire set of joint beliefs as done in previous work via \textit{individual estimate of joint Beliefs (IB)}; then it further reduces the computation-time and space expense of this model via \textit{Bounded Pruning}. IB is a concept used in MODERN to decide whether or not communication would be beneficial and to choose a joint action when not communicating. IB can be conceptualized as a subset of team beliefs that depends on an agent’s local history, leading to an exponential reduction in belief space compared to \textit{GrowTree} mentioned earlier. However, the number of possible beliefs in IB still grows rapidly, particularly when agents choose not to communicate for long time periods. Hence, we propose a new pruning algorithm that provides further savings. In particular, it keeps a fixed number of most likely beliefs per time step in IB.

Second, MODERN reduces execution-time computation by: (i) engaging in decision-theoretic reasoning about communication only at \textit{Trigger Points} — instead of every agent reasoning about communication at every step, only agents encountering trigger points perform such reasoning; and (ii) utilizing a pre-planned policy for actions that do not involve interactions, avoiding on-line planning at every step. Note that trigger points include any situation involving ambiguity in mapping an agent’s observation to its action in the joint policy. The key idea is that in sparse interaction domains, agents will not have to reason about coordination at every time step and only infrequently encounter trigger points, thus significantly reducing the burden of execution-time reasoning.

Lastly, MODERN’s reasoning relies on two novelties — how it computes the expected utility gain and how it uses the \textit{Markup Function}. In particular, MODERN’s reasoning about communication is governed by the following formula: \(f(\kappa, t) \cdot (U_C(i) - U_{NC}(i)) > \sigma\), where \(\kappa\) is a markup rate, \(t\) is a time step, \(U_C(i)\) is the expected utility of agent \(i\) if agents were to communicate, \(U_{NC}(i)\) is the expected utility of agent \(i\) when it does not communicate, and \(\sigma\) is a given communication cost. \(U_C(i)\) is calculated by considering two-way synchronization, which emphasizes the benefits from communication. \(U_{NC}(i)\) is computed based on the individual evaluation of heuristically estimated actions of other agents. The markup function, \(f(\kappa, t)\), helps agents to reduce uncertainty among team members by marking up the expected utility gain from communication rather than perform precise local computation over erroneous models.
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1. INTRODUCTION

Planning as inference recently emerged as a versatile approach to decision-theoretic planning and reinforcement learning for single and multi-agent systems in fully and partially observable domains with discrete and continuous variables. Since planning as inference essentially tackles a non-convex optimization problem when the states are partially observable, there is a need to develop techniques that can robustly escape local optima. We propose two algorithms: the first one adds nodes to the controller according to an increasingly deep forward search, while the second one splits nodes in a greedy fashion to improve reward likelihood.1

2. PLANNING AS INFERENCE

Consider a partially observable Markov decision process (POMDP) described by a set $S$ of states $s$, a set $A$ of actions $a$, a set $O$ of observations $o$, a transition distribution $Pr(s'|s,a) = p_{s'|sa}$, an observation distribution $Pr(o'|s,a) = p_{o'|sa}$ and a reward function $R(s,a) = r_{sa} \in \mathbb{R}$. An important class of policies (denoted by $\pi$) are those representable by a stochastic finite state controller (FSC), which is a directed acyclic graph such that each node $n$ chooses an action $a$ according to $Pr(a|n) = \pi_a|n$, each edge is labeled with an observation $o'$ that chooses a successor node $n'$ according to $Pr(n'|n,o') = \pi_{o'|n}a$ and the initial node is chosen according to $Pr(n) = \pi_n$.

Toussaint et al. [6] recently proposed to formulate the optimization of stochastic controllers as a likelihood maximization problem. The idea is to treat rewards as random variables by normalizing them. Let $\bar{R}$ be a binary variable such that $Pr(\bar{R}=\text{true}|s,a) = p_{\text{true}|sa} = (r_{sa} - r_{\text{min}})/(r_{\text{max}} - r_{\text{min}})$. Similarly, we treat the decision variables $A$ and $N$ as random variables with conditional distributions corresponding to $\pi_A|N$, $\pi_N$ and $\pi_{O|NO'}$. The POMDP is then converted into a mixture of dynamic Bayesian networks (DBNs) where each DBN is $t$ time steps long with a single reward variable at the end and is weighted by a term proportional to $\gamma^t$. Hence, the value of a policy is proportional to $p_{\text{true}}$ in this mixture of DBNs. To optimize the policy, it suffices to search for the distributions $\pi_a, \pi_{o'|n_o'}$ and $\pi_{n|a}$ that maximize $p_{\text{true}}$. This can be done by Expectation Maximization (EM), which repeatedly updates the distributions

$$
\pi_{n+1}^{sa} \propto \sum_sp_s\pi_n^{sa}\beta_n
$$

Here, $\alpha = \lim_{t \to \infty} \alpha^t$ and $\beta = \lim_{t \to \infty} \beta^t$ are the forward and backward terms obtained in the limit according to

$$
\alpha_{n'|n} = b_s\pi_{n'} + \gamma \sum_{asno'}\alpha_n|s|a|P_{o'|sa}P_{a'|s}P_{n'|a}\pi_{n'|a}o'n'o '\beta_n|s|a
$$

The reformulation of policy optimization as an inference problem opens the door to a variety of inference techniques, however an important problem remains: policy optimization is inherently non-convex and therefore the DBN mixture reformulation does not get rid of local optima issues.

3. ESCAPING LOCAL OPTIMA

Since global optimality is ensured when optimal action and successor node distributions are used for all reachable beliefs, we can perform a forward search from the initial belief to add new nodes each time suboptimal actions or successor nodes are chosen for some reachable beliefs. Since the search grows exponentially with the planning horizon, we propose to start the search from the “mean” beliefs $b|n| \propto \alpha_{sa}$ associated with each node $n$ to reduce the number of steps necessary before a suboptimal action is detected. Alg. 1 describes an incremental forward search that verifies whether the action and successor node distributions are optimal with respect to the value function of the controller for all beliefs reachable at increasing depths. When a non-optimal action or successor node choice is detected, a new node is created with optimal action and successor node distributions. We also create nodes for each belief traversed on the path since their action and successor node distributions may change too. These new nodes are added to the controller, which is re-optimized by EM.

---

1 More details can be found in a longer version of this paper.
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 Siddiqi et al. [4] recently proposed an approach to discover the number of hidden states in HMMs by state splitting. In Alg. 2, we adapt this approach to POMDP controllers where internal nodes are split to escape local optima. For each node $n$ of the controller, consider the possibility of splitting that yields the largest increase in likelihood. For each potential split, select the actions and successor nodes chosen along the path $\pi^*$, $\alpha^*$, $\beta^*$ based on splitting $n^* = \text{argmax}_n \text{gain}(n)$.

4. EXPERIMENTS

We tested four methods to escape local optima: i) forward search from the mean belief $b_{n|a}$ associated with each node $n$, ii) forward search from init (initial belief), iii) node splitting and iv) random restarts: retain best controller obtained by running EM from different random initializations. Figure 1 shows the performance of each method as the number of nodes increases for 3 POMDP benchmarks. Each curve is the median of 21 runs from different initial random controllers with error bars corresponding to the 25% and 75% quantiles.

The cheese-taxi problem is challenging for policy search techniques because its optimal policy includes a long sequence of actions such that any small deviation from that sequence is bad. Only the forward search techniques found good policies because of their ability to modify sequences of actions by adding multiple nodes in one step. For the hallway and machine problems, adding or splitting one node at a time is adequate, however node splitting outperforms forward search because it evaluates more accurately alternative controllers by re-running EM, which allows it to greedily select the best split at each step.

Table 1 compares the forward search and node splitting techniques to a leading point-based value iteration technique (HSVI2 [5]) and three policy search techniques for finite state controllers (biased BPI with escape [3], non-linear optimization (QCLP) [1] and stochastic local search (BB-SLS) [2]). Since the optimal policy is not known for several problems, we also report an upper bound on the optimal value (computed by HSVI2). The results show that EM with forward search or node splitting is competitive with other policy search techniques. HSVI2 finds better policies, but at the cost of a much larger representation.

5. CONCLUSION

Although there already exists escape techniques for finite state controllers, none of them can be combined with EM (or planning as inference). Hence, this work resolves an important issue by mitigating the effect of local optima and improving the reliability of EM. Our next step is to extend our implementation to factorized domains since this is where planning as inference becomes really attractive.
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ABSTRACT

Although much work has been done on designing autonomy and user interfaces for managing small teams of independent robots, much less is known about managing large-scale bio-inspired robot (BIRT) teams. In this paper, we explore human interaction with BIRT teams in an information foraging task. We summarize results from two small experiments that use two types of BIRT teams in a foraging task. The results illustrate differences in BIRT performance for different types of human interaction, and illustrate how performance robustness can vary as a function of interaction type.
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1. INTRODUCTION

Two current research areas are receiving considerable attention in the recent literature: human-robot interaction (HRI) and bio-inspired robot teams (BIRT). HRI emphasizes the design of robot behaviors that respect and support human psychological principles. BIRT research emphasizes identifying principles and practices of biological societies such as ants and bees and then abstracting and encoding these principles in robots [5]. HRI helps humans design robots that are responsive to human input and BIRT helps humans design teams that are robust. Research that combines elements of HRI with BIRT should allow humans to design robot teams that are both responsive and robust. We call the combination human-BIRT (HuBIRT) to emphasize human-centered design of bio-inspired teams.

We apply HuBIRT to a foraging task where there are multiple tasks that appear at unknown locations in a spatial domain. Agents must discover the tasks, assign a subset or subteam of the agents to perform the task, and persist until the task is complete. New tasks randomly appear. Bio-inspired agents are capable of performing some aspects of this task by themselves, but are generally inefficient at the task without having some kind of human input.

We analyze how human input can influence two kinds of bio-inspired teams: one based on a physicomimetic model and the other based on a biomimetic model. In contrast to this approach, agent-based simulation has been used in HuBIRT to determine team organizational aspects/parameters of a team by finding a relationship between parameters and team behavior [7, 3], while leader-based models were explored in [2, 4].

2. PHYSICOMIMETICS

In a physicomimetics model, all agents experience inter-agent attraction that draws agents together and inter-agent repulsion that keeps agents from getting too close. These forces can produce collective behavior based on very simple agent autonomy. Each agent is treated as a particle that calculates the force acting on it by other agents using equations in [6]. Since these agents are not goal-driven, responsive collective behavior can benefit from human influence.

Attraction Repulsive Control (ARC). In ARC, the operator uses a virtual agent to attract (influence) the real agents in the field. Once, the agents are attracted, the operator drags the virtual agent to the resource location. This makes the agents responsive to a given individual task but, the operator is required to be in the loop throughout the mission. As the number of tasks grows, operator and communication channel can quickly become overloaded.

Leader Model (LM). In LM, the operator manages a small number of leader agents. Once a leader agent is assigned to a task, it recruits other agents and pulls them to the resource location. The attraction radius of influence is assigned by the operator and also the location of the resource.

Results. We simulated a swarm of 100 agents with 10 leader agents (for LM). Figure 1 illustrates performance for the ARC and LM as the probability of communication \( P \) is varied between 1, 0.5, 0.1 and 0.01. LM always performed better than ARC. This is because the operator can assign a leader to a target, choose a desired radius of influence, and then switch attention to another assignment. By contrast, in the ARC case, the operator is attached to a set of agents until the target is minimized. Thus, the response time for
LM model is lower than for ARC model.

ARC performs poorly for $P < 1$ (see Figure 1) because it requires nearly constant communication between the virtual and other agents. By contrast, LM performance degrades only slightly with decrease in $P$, indicating robust performance. The leader at every time step, tries to attract more agents as it moves towards the resource location. Once, the agent is attracted to the leader, the agent is programmed to follow the leader and hence the swarm does not fluctuate.

3. BIOMIMETICS

Consider the biomimetics model from [1]. In this model, agents emulate fish by using prioritized behavioral rules to tell a fish to change its desired direction as a function of the distance and direction of neighbors within a specified “zone of repulsion,” “zone of orientation,” “zone of attraction”, and “blind zone”. The scenario consists of 100 fish in a $120 \times 120$ area. Quantities of food (represented graphically as barrels) are placed around the map to represent the information to be gathered. The “food” is depleted at 1 unit per second per fish whenever a fish is within range.

Parameter-Based Management (PAR). In PAR, fish behavior is determined by an operator offline by selecting parameters that cause fish to spread out and keep a minimum distance from each other. The fish spread out over the map and consume food they come in contact with. In simulation, the parameter values were subjectively optimized to perform best for small sources of food located in a uniform grid.

Predator-Based Management (PRED). In PRED, and operator controls a single predator to split and steer groups of aligned fish; fish are repelled by a predator if the predator is within a prescribed distance. The predator moves slightly faster than the fish and can turn much more sharply. Collectively, the fish are clustered in a small group, but if a predator gets close then they are repelled by this predator. Parameters are chosen such that fish tend to stay close together even when the predator “chases” them.

Results. Four simulations were conducted. In the first two simulations, food was placed in a uniform grid, 10 units apart; each container held one resource unit. The second simulation again placed food in a uniform grid, but the size of the containers was increased to 10 resource units. In the third simulation, 10 containers of food are randomly placed using a uniform distribution on $x$ and $y$. This scenario is designed to require fish to coordinate in schools, when the size of the food containers is large. To make the total amount of resource comparable to the second simulation, each food container held 100 resource units. In the fourth simulation, 200 resource units were placed in each barrel.

Average results over five trials are shown in Figures 2(a)-2(b). The plots include the mean, the interquartile range, and the range. The thick magenta line shows the trends of the average values.

PAR completed the tasks more quickly for all simulations. Uniformly spreading the fish out in all directions produces collectively fish that cover the area effectively. The predator-managed fish travel in schools and, therefore, take more time to cover the whole map. Note the trends between the second through fourth simulations. PRED stays fairly constant but PAR increased. This is because PRED allowed a school of fish to focus on a concentrated resource for a long period of time, whereas PAR equired the fish to continue to move about randomly, being repelled by each other on occasion or when the came near to walls. The predator approach seems to be potentially more robust to variations in the concentrations and distributions of the resources.

4. SUMMARY

This paper illustrates how leader-based and predator-based interactions can help a human robustly manage a bio-inspired robot team.
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ABSTRACT

Heuristic depressions are local minima of heuristic functions. While visiting one them, real-time (RT) search algorithms like LRTA* will update the heuristic value for most of their states several times before escaping, resulting in costly solutions. Existing RT search algorithm tackle this problem by doing more search and/or lookahead but do not guide search towards leaving depressions. We present eLSS-LRTA*, a new RT search algorithm based on LSS-LRTA* that actively guides search towards exiting regions with heuristic depressions. We show that our algorithm produces better-quality solutions than LSS-LRTA* for equal values of lookahead in standard RT benchmarks.
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1. INTRODUCTION

In many real-world applications, agents need to act quickly in dynamic, initially unknown domains. Example applications range from robot navigation, to agent navigation in games (e.g., Baldur’s Gate, Starcraft, etc.). Real-time (RT) search [8] is a standard paradigm for solving search problems in those settings. RT algorithms run a computationally cheap observe-plan-act cycle, in which the environment is observed, an action is selected, and then executed. Their search is guided by a heuristic function h, like in standard A* search [3].
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bounded regions of the search space in which the heuristic is unrealistic with respect to the heuristic value of the states in the border of the region. Before exiting a depression, they will visit most states in the depression, possibly many times. State-of-the-art RT search algorithms (e.g. [7, 2, 6, 1, 4]) escape depressions more quickly as a consequence of performing more lookahead or more learning. More lookahead involves selecting an action by looking farther away in the search space, whereas more learning involves updating the heuristic values of several states in a single iteration. There are many algorithms that use one or a combination of these techniques.

In this paper, we propose eLSS-LRTA*, an RT search algorithm that actively guides search towards escaping heuristically depressed regions. eLSS-LRTA* is based on LSS-LRTA*, a state-of-the-art RT search algorithm. eLSS-LRTA* differs from its ancestor in two main aspects: (1) it provides a mechanism for detecting states that belong in a heuristic depression, and (2) it prefers to expand nodes that are not in a heuristic depression during its lookahead search.

We perform an experimental evaluation that shows generally improved performance in standard benchmark domains. In most cases, for an equal amount of lookahead eLSS-LRTA* finds better solutions in less time. Additionally, we performed a theoretical analysis; desirable properties, such as termination, hold for eLSS-LRTA*.

2. ESCAPING HEURISTIC DEPRESSIONS

The heuristic value of a state s in the search space is an estimation of the optimal cost incurred to reach a goal state. As such, a good heuristic is one that assigns higher values to states that are farther from the goal. In RT search problems, however, heuristics usually contain depressions [5].

Brief Sketch of the Algorithm Our algorithm, eLSS-LRTA*, is a simple yet effective modification of LSS-LRTA*. The description that follows assumes familiarity with LSS-LRTA* (details in [7]).

To escape heuristic depressions eLSS-LRTA* seeks a quick way out by explicitly avoiding states in a depression. The main conceptual difference between eLSS-LRTA* and its ancestor is that the former carries out its lookahead search by preferring states that are not in a depression. To achieve this, we slightly modify LSS-LRTA*’s lookahead procedure (originally an A*) to use two priority queues instead of a single one. In the first priority queue, Open1, it inserts all states that are still not proven to be in a depression, whereas in the second queue, Open2, it puts states that are known
Figure 1: Game (top row) and office maps (bottom row). Areas of $2 \times 2$ rooms are shown for the office maps.

Figure 2: Average Percentage Cost Improvements

to be in a depression. While doing the lookahead search, the algorithm will always expand a state in $Open_1$ if possible, and will only expand a state from $Open_2$ if $Open_1$ is empty. Once the lookahead has been carried out, the strategy for updating the heuristic values is essentially the same as in LSS-LRTA*, but the update procedure is extended to mark the states that are inside a depression, so that in later iterations those marked states can be avoided. The learning phase of eLSS-LRTA* is a slight modification of LSS-LRTA*’s. It is a version of Dijkstra’s algorithm that increases the heuristic of the states in the closed list of the $A^*$ search to the maximum value that maintains consistency. A state is marked if and only if its heuristic increased.

When LSS-LRTA* finishes the lookahead search, it decides what path to traverse by looking at the best state in the priority queue resulting from the $A^*$ search. eLSS-LRTA*, on the other hand, selects the best state in $Open_1$, if one exists, and else selects one from $Open_2$.

3. EVALUATION

We evaluated the algorithm theoretically and proved it has desirable properties. In particular if $h$ is initially consistent, it remains consistent. eLSS-LRTA* is complete: if a solution exists, it is found. Experimentally, we compared eLSS-LRTA* with LSS-LRTA* in pathfinding tasks over initially unknown terrain. For fairness, we use comparable implementations with the same underlying code base.

The user-given $h$-values are the octile distances [9]. We use three computer game maps adapted from the game World of Warcraft (sizes: $169 \times 169$, $128 \times 128$, and $128 \times 128$) and three indoor office maps of $1000 \times 1000$ cells each (Fig. 1). For each test case in game maps, we choose the start and the goal cell randomly, ensuring they are sufficiently far apart.

Figure 2 shows average cost improvements averaged over 3000 test cases for the game maps (1000 test cases for each particular game map) and over 3000 test cases for the office maps (1000 test cases for each particular office map). Time per search episode is very similar for both algorithms, and thus total search time is proportional to solution cost. We used a Linux machine with a Pentium CoreQuad 2.33 GHz CPU and 8 GB RAM.

In game maps eLSS-LRTA* consistently outperforms LSS-LRTA*. Most significant improvements are produced for low values of the lookahead parameter. Improvements decrease as the lookahead parameter increases. In the office maps, we do observe significant improvements for small values of the lookahead parameter (1–5), however for higher values (>9) the quality may be degraded. We think this may be explained by the quality of the heuristic and the structure of the problem. The heuristic is more misleading in the office scenario than on the game scenario. In these problems the cell corresponding to the position of the agent usually lies in the interior of a big heuristic depression. When lookahead is carried out, most cells are marked as in a depression. Due to the structure of the problem, it is often the case that the agent finds an obstacle on its way. Thus, a new search is started from a states whose immediate neighbors are already marked. In that case eLSS-LRTA* behaves like LSS-LRTA*.

4. RELATED WORK

There exist algorithms that escape heuristic depressions by doing more lookahead or learning. Examples and RTAA* [6], LRTA$_{LS}^k$ [4]. LSS-LRTA* finds better-quality solutions than RTAA* for the same value of the lookahead parameter (though in more time) [6]. LSS-LRTA* is competitive with LRTA$_{LS}^k$ [4]. We are not aware of any algorithms that guide search towards escaping away of depressions.
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ABSTRACT
Most incomplete DCOP algorithms generally do not provide any guarantees on the quality of the solutions. In this paper, we introduce a new incomplete DCOP algorithm that can provide the upper bounds of the absolute/relative errors of the solution, which can be obtained a priori/a posteriori, respectively. The evaluation results illustrate that this algorithm can obtain better quality solutions and bounds compared to existing bounded incomplete DCOP algorithms, while the run time of this algorithm is much shorter.
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1. INTRODUCTION
A Distributed Constraint Optimization Problem (DCOP) is a fundamental problem that can formalize various application problems in multi-agent systems, e.g., distributed sensor networks [4] and meeting scheduling [6]. Since DCOP is NP-hard, considering faster incomplete algorithms is necessary for large-scale applications. Most existing incomplete algorithms generally do not provide any guarantees on the quality of the solutions. Some notable exceptions are DALO [3], the bounded max-sum algorithm [2], and ADPOP [5]. Among these algorithms, DALO is unique since it can obtain a priori bound. Also, the obtained bound is independent of problem instances. On the other hand, the bounded max-sum algorithm and ADPOP can only obtain a posteriori bound. Having a priori bound is desirable, but a posteriori bound is usually more accurate.


In this paper, we introduce an incomplete algorithm based on a new solution criterion called $p$-optimality. This algorithm can provide the upper bounds of the absolute/relative errors of the solution, which can be obtained a priori/a posteriori, respectively. These bounds are based on the induced width $p$ of a constraint graph [1] and the maximal value of each reward function, but they are independent of problem instances. This algorithm utilizes a graph structure called a pseudo-tree, which is widely used in complete DCOP algorithms such as ADOPT [4] and DPOP [6]. This algorithm is a one-shot type algorithm, which runs in polynomial-time in the number of agents $n$. Furthermore, this algorithm has adjustable parameter $p$, so that agents can trade-off better solution quality against computational overhead.

DALO is an algorithm based on the criteria of local optimality called $k$-size/$t$-distance optimality [3]. Compared to this algorithm, our algorithm is a one-shot type algorithm, while DALO is an anytime algorithm. Also, our algorithm can provide tighter bounds a priori. The bounded max-sum algorithm is a one-shot type algorithm. Compared to this algorithm, our algorithm has adjustable parameter $p$, while this algorithm has no adjustable parameter. Also, our algorithm can obtain a priori bound. Our algorithm is quite similar to ADPOP, which also eliminates edges among variables to bound the size of messages. ADPOP uses a heuristic method to determine which edges to eliminate. As a result, it cannot obtain a priori bound. We can consider $p$-optimality gives a simple but theoretically well-founded method to determine which edges to eliminate in ADPOP.

2. PRELIMINARIES
A distributed constraint optimization problem is defined by a set of agents $S$, a set of variables $X$, a set of binary constraint relations $C$, and a set of binary reward functions $F$. An agent $i$ has its own variable $x_i$. A variable $x_i$ takes its value from a finite, discrete domain $D_i$. A binary constraint relation $(i,j)$ means there exists a constraint relation between $x_i$ and $x_j$. For $x_i$ and $x_j$, which have a constraint relation, the reward for an assignment $\{(x_i, d_i), (x_j, d_j)\}$ is defined by a binary reward function $r_{i,j}(d_i, d_j): D_i \times D_j \rightarrow \mathbb{R}$. For a value assignment to all variables $A$, let us denote

$$R(A) = \sum_{(i,j) \in C, ((x_i, d_i), (x_j, d_j)) \subseteq A} r_{i,j}(d_i, d_j).$$

Then, an optimal assignment $A^*$ is given as $\arg \max_A R(A)$, i.e., $A^*$ is an assignment that maximizes the sum of the value of all reward functions.
A DCOP problem can be represented using a constraint graph, in which a node represents an agent/variable and an edge represents a constraint.

For a graph \( G = (V, E) \), a total ordering \( o \), and a node \( i \in V \), we call \( A(E, o, i) = \{ j \mid (i, j) \in E \land j \prec i \} \) as \( i \)'s ancestors, where we denoted \( j \prec i \), if \( j \) occurs before \( i \) in \( o \). We also denote ord\((i)\) for the \( i \)-th node in \( o \).

**Definition 1 (Chordal graph based on total ordering).** For a graph \( G = (V, E) \) and a total ordering \( o \), we say \( G \) is a chordal graph based on total ordering \( o \) when the following condition holds:

\[ \forall i, \forall j, \forall k \in V, \text{ if } j, k \in A(E, o, i), \text{ then } (j, k) \in E. \]

**Definition 2 (Induced chordal graph based on total ordering).** For a graph \( G = (V, E) \) and a total ordering \( o \), we say a chordal graph \( G' = (V, E') \) based on total ordering \( o \), which is obtained by the following procedure, as an induced chordal graph of \( G \) based on total ordering \( o \).

1. Set \( E' \) to \( E \).
2. Choose each node \( i \in V \) from the last to the first based on \( o \) and apply the following procedure.
   - if \( \exists j, \exists k \in A(E', o, i) \text{ s.t. } (j, k) \notin E' \), then set \( E' \) to \( E' \cup \{(j, k)\} \).
3. Return \( G' = (V, E') \).

A parameter called induced width can be used as a measure for checking how close a given graph is to a tree. We call \( w(G, o) \) as the width of graph \( G \) based on total ordering \( o \) and it is defined as max\( i \in V | A(E, o, i) | \). Furthermore, we call \( w(G', o) \) as the induced width of \( G \) based on total ordering \( o \), where \( G' = (V, E') \) is the induced chordal graph of \( G \) based on total ordering \( o \).

A chordal graph \( G = (V, E) \) based on total ordering \( o \) can be assumed as a pseudo-tree. We say an edge \((i, j)\) is a back-edge of \( i \), if \( j \in A(E, o, i) \) and \( j \) is not \( i \)'s parent. Also, when \((i, j_1), (i, j_2), \ldots, (i, j_k)\) are all back-edges of \( i \), and \( j_1 \prec j_2 \prec \ldots \prec j_k \) holds, we call them as first back-edge, second back-edge, \ldots, \( k \)-th back-edge, respectively.

### 3. BOUNDED INCOMPLETE ALGORITHM BASED ON INDUCED WIDTH

Our proposed incomplete algorithm has two phases:

**Phase 1:** Generate a subgraph from an induced chordal graph by removing several edges, so that the induced width of the induced chordal graph obtained from the subgraph is bounded by parameter \( p \).

**Phase 2:** Find an optimal solution to the graph obtained in Phase 1 using any complete DCOP algorithms.

Let us describe Phase 1. To obtain such a subgraph is not easy. One might imagine that we can easily obtain such a subgraph by just removing the back-edges so that all nodes have at most \( p - 1 \) back-edges. However, by this simple method, we cannot guarantee that the remaining graph is a chordal graph and we might need to add some edges to make it a chordal graph. As a result, the induced width of the induced chordal graph can be more than \( p \).

We develop a method for Phase 1 as follows.

**Definition 3 (p-reduced graph).** For a chordal graph \( G = (V, E) \) based on total ordering \( o \), we say a graph \( G' = (V, E') \) obtained by the following procedure as \( p \)-reduced graph of \( G \) (where \( 1 \leq p \leq w(G, o) \)):

1. Set \( E' \) to \( E \).
2. Repeat the following procedure \( w(G, o) - p \) times.
   - For each \( i \in V \) where \( p + 1 \leq \text{ord}(i) \leq w(G, o) \) remove the first back-edge in \( G' = (V, E') \) from \( E' \) if there is one.
3. Return \( G' = (V, E') \).

In Phase 1, a \( p \)-reduced graph is generated. Then, we can guarantee that the obtained graph is chordal and its induced width is \( p \). Based on the idea of \( p \)-reduced graph, we introduce a new solution criterion as follows.

**Definition 4 (p-Optimality).** We say an assignment \( A \) is \( p \)-optimal for a distributed constraint optimization problem \((X, C, R)\) and a total ordering \( o \), when \( A \) maximizes the total rewards in \( G'' = (X, C'') \), where \( G'' = (X, C'') \) is an induced chordal graph of \( G = (X, C) \) based on total ordering \( o \), and \( G'' = (X, C'') \) is the \( p \)-reduced graph of \( G'' \). More specifically, \( \forall A', R_C(A') \geq R_C(A) \) holds.

To find a \( p \)-optimal solution in Phase 2, we can use any complete DCOP algorithms. We use the obtained \( p \)-optimal solution as an approximate solution of the original graph.

Furthermore, we estimate two types of errors, i.e., absolute and relative errors of the solution. Absolute error can be obtained a priori. Intuitively, the absolute error is given by the product of the maximal value of each reward function and the maximal number of removed back-edges. Relative error can be obtained after. We can compute it using a method similar to ADPOP.

In our evaluations, we showed that our algorithm for \( p \)-optimality can obtain better quality solutions and estimate more accurate error bounds compared with DALO-t for \( t \)-distance-optimality and the bounded max-sum algorithm.

Furthermore, the run time for our algorithm for \( p \)-optimal is much shorter compared to these existing algorithms.
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ABSTRACT
Forming effective coalitions is a major research challenge in AI and multi-agent systems. Thus, coalitional games, including coalition structure generation, have been attracting considerable attention from the AI research community. Traditionally, the input of a coalitional game is a black-box function called a characteristic function. In this paper, we develop a new concise representation scheme for a characteristic function, which is based on the idea of agent types. This representation can be exponentially more concise than existing concise representation schemes. Furthermore, this idea can be used in conjunction with existing schemes to further reduce the representation size.
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1. INTRODUCTION
Forming effective coalitions is a major research challenge in AI and multi-agent systems (MAS). A coalition of agents can sometimes accomplish things that individual agents cannot or can do things more efficiently. There are two major research topics in coalitional games. The first topic involves partitioning a set of agents into coalitions so that the sum of the rewards of all coalitions is maximized. This problem is called the Coalition Structure Generation (CSG) problem [4]. The second topic involves how to divide the value of the coalition among agents. The theory of coalitional games provides a number of solution concepts.
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A range of previous studies have found that many problems in coalitional games, including CSG, tend to be computationally intractable. Traditionally, the input of a coalitional game is a black-box function called a characteristic function, which takes a coalition as an input and returns the value of the coalition (or a coalition structure as a whole). Recently, several concise representation schemes for a characteristic function have been proposed, e.g., synergy coalition group (SCG) [1] and marginal contribution nets (MC-nets) [2]. These schemes represent a characteristic function as a set of rules rather than as a single black-box function and can effectively reduce the representation size. However, most problems are still computationally intractable.

In this paper, we develop a new concise representation scheme for a characteristic function, which is based on the idea of agent types. Intuitively, a type represents a set of agents, which are recognized as having the same contribution. Most of the hardness results in existing works are obtained by assuming that all agents are different types. In practice, however, in many MAS application problems, while the number of agents grows, the number of different types of agents remains small. This type-based representation can be exponentially more concise than existing concise representation schemes. Furthermore, this idea can be used in conjunction with existing schemes, i.e., SCG and MC-nets, for further reducing the representation size. We show that most of the problems in coalitional games, including CSG, can be solved in polynomial time in the number of participating agents, assuming the number of possible types $t$ is fixed.

Our idea of using agent types is inspired by the recent innovative work of Shrot et al. [5]. They assume that a game is already represented in some concise representation, e.g., SCG. The goal of their work is first to identify agent types and then to efficiently solve problems in coalitional games by utilizing the knowledge of agent types. This approach becomes infeasible when a standard characteristic function representation is used, since there exists no efficient way for identifying agent types. In contrast to their study, we assume that agent types are explicitly used for describing a characteristic function in the first place. Also, we consider a wider range of problems including CSG. As a result, the overlap between our work and that of [5] is very small. Core non-empty and the Shapley value for SCG might be considered as somewhat overlapping, while other topics are not discussed in [5].
2. MODEL

Let $A = \{1, 2, \ldots, n\}$ be a set of all agents. The value of a coalition $S$ is given by a characteristic function $v$. A characteristic function $v : 2^A \rightarrow \mathbb{R}$ assigns a value to each set of agents (coalition) $S \subseteq A$. We assume that each coalition's value is non-negative.

A coalition structure $CS$ is a partition of $A$, into disjoint, exhaustive coalitions. More precisely, $CS = \{S_1, S_2, \ldots\}$ satisfies the following conditions: $\forall i, j (i \neq j)$, $S_i \cap S_j = \emptyset$, $\bigcup_{S \in CS} S_i = A$. In other words, in $CS$, each agent belongs to exactly one coalition, and some agents may be alone in their coalitions.

The value of a coalition structure $CS$, denoted as $V(CS)$, is given by: $V(CS) = \sum_{S \in CS} v(S_i)$. An optimal coalition structure $CS^*$ is a coalition structure that satisfies the following condition: $\forall CS, V(CS^*) \geq V(CS)$. We say a characteristic function is super-additive, if for any disjoint sets $S_i, S_j, v(S_i \cup S_j) \geq v(S_i) + v(S_j)$ holds. If the characteristic function is super-additive, solving CSG becomes trivial, i.e., the grand coalition is optimal. In this paper, we assume a characteristic function can be non-super-additive.

3. TYPE-BASED CHARACTERISTIC FUNCTION REPRESENTATION

Shrot et al. [5] introduced the idea of using agent types to reduce the computational complexity of coalition formation problems. If two agents have the same type, their marginal contributions are the same. They introduced two different notions of agent types, i.e., strategic types and representation types. The former defines types based on the strategic power of the agents, and the latter defines them based on the representation of the game.

In this paper, we propose an alternate approach. We assume the person who is describing a game has some prior information about the equivalence of agents. Then the person will describe the game by explicitly using the information of the agent types of which he/she is aware. We need another notion of agent types. This is because (i) the information of the person can be partial and he/she is not necessarily aware of all strategic equivalence, and (ii) the equivalence that he/she is aware of is representation-independent.

Therefore, we introduce another notion called recognizable types. If two agents are recognizable equivalent, they have the same type.

Definition 1 Agents $i, j \in A$ are recognizable equivalent if the person who is describing the game (either by a characteristic function or by a concise representation) knows that for any coalition $S$, such that $i, j \notin S$, $v(S \cup \{i\}) = v(S \cup \{j\})$.

Let $T = \{1, 2, \ldots, t\}$ be the set of all recognizable types and $n_A$ be the number of agents of type $i \in T$ in the set of all agents $A$. Also, $n_A = \langle n_{A1}, n_{A2}, \ldots, n_{At} \rangle$ denotes a vector, where each element represents the number of agents of each type in $A$.

We represent a characteristic function as follows:

Definition 2 For a coalition $S$, the coalition type of $S$ is a vector $n_S = \langle n_{S1}, n_{S2}, \ldots, n_{St} \rangle$, where each $n_{Si}$ is the number of type $i$ agents in $S$. We denote the set of all possible coalition types as $A^t = \{\langle n_1, n_2, \ldots, n_t \rangle | 0 \leq n_i \leq n_{Ai}\}$. A type-based characteristic function is defined as $v_t : A^t \rightarrow \mathbb{R}$.

From the definition of recognizable equivalence, $V_S$ and its type $n_{S1}, v(S) = v_t(n_S)$ holds.

Theorem 1 A type-based characteristic function requires $O(n^t)$ space.

A type-based characteristic function representation can be used in conjunction with SCG and MC-nets. If the number of agent types $t$ is fixed, by using type-based representations, most of the problems in coalitional games, including CSG, can be solved in polynomial time in the number of agents.

4. COALITION STRUCTURE GENERATION WITH AGENT TYPES

In this section, we develop an algorithm for the CSG problem based on knapsack problems [3]. A multidimensional unbounded knapsack problem (MUKP) is the knapsack problem, where the knapsack has multidimensional constraint and multiple copies exist for each item. For each item $j$, we denote the profit as $p_j$, the weight of the $i$-th constraint as $w_{ij}$, and the number of copies packed in the knapsack as $q_j$. A MUKP with $m$ items and $t$ constraints of knapsack $c_1, \ldots, c_t$ is formalized as follows:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i} p_{ij} q_i \\
\text{subject to} & \quad \sum_j w_{ij} q_j \leq c_i, \quad i = 1, \ldots, t \\
& \quad q_j \geq 0, \quad j = 1, \ldots, m
\end{align*}
\]

Theorem 2 By using a type-based characteristic function representation, finding an optimal coalition structure can be done in $O(n^{2t})$ time.

Proof sketch. We show that a CSG problem with $m = |A^t|$ coalition types and $t$ possible agent types can be formalized as a MUKP with $m$ items and $t$ constraints. Let us assume that one possible coalition type $n_S \in A^t$ corresponds to item $j$, where its value $p_j$ is equal to $v_t(n_{Si})$ and its weight for the $i$-th constraint is equal to $n_{Si}$. The capacity constraint of knapsack $c_i$ is determined by $n_{Si}$.

We can construct a dynamic programming based algorithm, which takes $O(n^t \times |A^t|) = O(n^{2t})$ steps (see Section 9.3.2 in [3]). Thus, for any fixed $t$, finding an optimal coalition structure can be done in $O(n^{2t})$ time.
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ABSTRACT

A number of real-world security scenarios can be cast as a problem of transiting an area patrolled by a mobile adversary, where the transiting agent aims to choose its route so as to minimize the probability of encountering the patrolling agent, and vice versa. We model this problem as a two-player zero-sum game on a graph, termed the transit game. In contrast to the existing models of area transit, where one of the players is stationary, we assume both players are mobile. We also explicitly model the limited endurance of the patroller and the notion of a base to which the patroller has to repeatedly return. Noting the prohibitive size of the strategy spaces of both players, we employ iterative oracle-based algorithms including a newly proposed accelerated scheme, to obtain optimum route selection strategies for both players. We evaluate the developed approach on a range of transit game instances inspired by real-world security problems in the urban and naval security domains.
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1. INTRODUCTION

Hostile area transit and patrolling is an important problem relevant to many real-world security scenarios. For the transiting agent, the objective is to choose a route crossing the hostile area which minimizes the risk that it will be encountered and intercepted by the opponent patrolling agent, which moves strategically within the area; for the patrolling agent, the objective is the opposite.

Game theory provides a principled way of computing optimum routes in such cases, taking into account strategic reasoning ability of the opponent. For these reasons, game theory has been successfully applied to various security problems in the past [1], resulting in a variety of games reflecting specific assumptions, domain restrictions and player capabilities. None of the existing games, however, allows to model the case where the patroller is mobile and has restrictions on its mobility – which is typical in real-world scenarios.

2. PROBLEM DEFINITION

We assume the transit area is connected and we represent it as a simple directed graph, termed transit graph, with loops and with defined entry and exit nodes and a base node. The objective of the transiting player, termed Evader, is to get from any entry node to any exit node without encountering the patrolling player, termed Patroller. The Patroller’s objective is to intercept the Evader’s transit by strategically moving through the transit graph. In addition, because of its limited endurance, the Patroller has to repeatedly return to the base node. Both players move at the same speed and have full knowledge about the environment. However, they do not know the current location of the other player, unless they meet. Furthermore, the Patroller does not know if the Evader has already entered the area.

Movement of either player can be expressed as a walk on the transit graph. The transit game is then defined as a zero-sum game in a normal form. The set of all possible pure Evader’s strategies is the set of all walks starting in an entry node and ending in an exit node, with the nodes
in between not being an entry or exit node. The set of all possible pure Patroller's strategies is the set of all closed walks starting and ending in the base with a given bounded length. There is an *encounter* of two walks if they have a common node or an edge, or contain two contra-directional edges. To provide more expressivity to the transit game model, encounters are assumed to lead to interceptions only with a defined *interception probability* which is assigned to each node and edge of the transit graph.

The Patroller's utility for a pair of pure strategies (i.e. walks) is equal to the probability that the Evader will be intercepted when the strategies are enacted. The probability of interception is related to the number of encounters and the interception probability at encounter locations. The proper definition of the interception probability has to account for the dependencies introduced by the fact that the Evader can be intercepted at most once. The Evader's utility is the opposite to the Patroller's.

### 3. SOLUTION

We employ mixed-strategy Nash equilibrium as a solution concept for the transit game. Because of the enormous size of the strategy spaces of both players, we employ iterative techniques known as *oracle-based algorithms*, which search for a Nash equilibrium iteratively in a succession of increasingly larger *subgames* of the full game (see [3] for details). In each iteration the best response – in the form of a pure strategy – for the current subgame is provided by an oracle and added to the current strategy sets of respective player. The performance of the oracle plays a crucial role in the overall performance of the algorithm. Unfortunately, for the transit game, best responses calculation is an NP-hard problem.

We thus propose a modification of the single- and double oracle algorithms which does not require optimal best response calculation for each subgame yet still provides optimal solution. The core idea of the novel *accelerated oracle* algorithm is to use a special *subgame expansion oracle* for iterative construction of subgames and only use the best response oracle when checking the termination condition. The expansion oracle should either be significantly faster to compute and/or navigate the space of games more efficiently (or both). See [2] for more details.

### 4. EVALUATION

We have studied the properties of the transit game and its solution on two types of application-relevant graphs: (1) rectangular grid graphs, best representing open areas, and (2) irregular planar graphs, suitable for representing cities and/or other structured environments. Table 1 presents runtimes of the single oracle (ESO), double oracle (DO) and accelerated single oracle (ESO-A) algorithms on both types of graphs. Figure 1 shows an example solution on a transit graph representing the street network of northern Taipei. Practical application of the accelerated oracle algorithm depends on the size of Patroller's strategy space. We have been able to solve grids of size 12-by-4 where the Patroller has approximately 25 thousand strategies.

<table>
<thead>
<tr>
<th>Subgame Type</th>
<th>Iters</th>
<th>Time [s]</th>
<th>Total [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular grid</td>
<td>ESO</td>
<td>36</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td>ESO-A</td>
<td>33</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>DO</td>
<td>60</td>
<td>91.1</td>
</tr>
<tr>
<td>Irregular planar</td>
<td>Iters</td>
<td>13</td>
<td>76.7</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>14</td>
<td>18.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>29.8</td>
</tr>
</tbody>
</table>

Table 1: Runtimes in seconds for different variants of the oracle algorithms and different types of transit graph.

### 5. CONCLUSION

Explicit modelling of constrained mobility of patrollers extends the range of scenarios to which the security game model can be applied. Due to the huge size of strategy spaces in such games, iterative solution techniques are necessary and practically useful, as shown in the evaluation. The newly introduced accelerated oracle algorithm further improves the scalability of the iterative oracle-based approach and is applicable to a wide range of games.
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ABSTRACT
We investigate how to improve cooperative communication between agents by representing knowledge bases as logic programs extended with abduction. In this proposal, agents try to provide explanations whenever they fail to answer a question. Query Relaxation is then employed to search for answers related to the query, characterizing cooperative behavior. Our contributions bring insightful improvements to the search for related answers in a relaxation tree. We introduce rational explanations and use them to efficiently guide the search for related answers in a relaxation tree.
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1. INTRODUCTION
Cooperative Answering [2, 4] is a form of cooperative behavior in deductive databases. When the answer to a query is not satisfactory (such as in case of failure), an effort is made to return related information. This behavior can be imported to agents to improve communication or coordination. Deductive databases are a special kind of logic programs, which is also the kind of knowledge bases we consider for agents in this paper. Relaxation is presented by Gaasterland in [2] as a method for expanding both deductive databases and logic programming queries. Just as well, logic programs are suitable to build intelligent agents and multiagents systems, especially as an account for automated reasoning. We defend that cooperative answering can be of great use to MAS so agents can exhibit cooperative behavior in any information sharing situation.

2. BACKGROUND
2.1 Abductive Logic Programs
We consider Abductive Logic Programs (ALPs) as in the abductive framework of Extended Abduction from Sakama and Inoue [6]. An abductive program is a pair \( \langle P, H \rangle \), where \( P \) is an Extended Disjunctive Program [3] and \( H \) is a set of literals referred to as abducibles. If a literal \( L \in H \) has variables, then all ground instances of \( L \) are abducibles. If \( P \) is consistent (does not prove \( L \) and \( \neg L \) simultaneously), then \( \langle P, H \rangle \) is consistent. Unless we state otherwise, a program is consistent. A conjunction \( G = L_1, \ldots, L_m \) is also in \( L_1, \ldots, L_m \) if every variable \( L_{m+1}, \ldots, L_n \) is range restricted if every variable \( L_{m+1}, \ldots, L_n \) is also in \( L_1, \ldots, L_m \). An observation over \( \langle P, H \rangle \) is a conjunction \( G \) with all variables existentially quantified and range restricted. \( \langle P, H \rangle \) satisfies an observation if \( \{L_1 \theta, \ldots, L_m \theta\} \subseteq S \) and \( \{L_{m+1} \theta, \ldots, L_n \theta\} \cap S = \emptyset \) for some substitution \( \theta \) and some answer set \( S \) of \( P \).

DEFINITION 1. Let \( G \) be an observation over the ALP \( \langle P, H \rangle \). The pair \( (E, F) \) is an explanation of \( G \) in \( \langle P, H \rangle \) if (i) \( \langle P \setminus F \rangle \cup E \) has an answer set which satisfies \( G \); (ii) \( \langle P \setminus F \rangle \subseteq E \) is consistent; and (iii) \( E \) and \( F \) are sets of ground literals such that \( E \subseteq H \setminus P \) and \( F \subseteq H \setminus P \) [6].

Intuitively, an explanation \( (E, F) \) means that by adding (considering) the literals in \( E \) while retracting (falsifying) the literals in \( F \) from \( P \), the resulting \( P' \) satisfies \( G \). An explanation \( (E, F) \) is minimal if, for any explanation \( (E', F') \) such that \( E' \subseteq E \) and \( F' \subseteq F \), then \( E' = E \) and \( F' = F \). In general, only the minimal explanations are of interest.\footnote{This definition is for credulous explanations. Its choice over skeptical explanations [5] allows for more explanations and a better chance of finding good related answers to a query.}

Abduction is a kind of non-monotonic reasoning, usually defined as a search for the best explanation. We resort to abduction to improve the search for answers when there is need for relaxation. In our approach, abduction is used to produce explanations to failure and pinpoint the conditions of the query that should be worked on to guide relaxation. The author of a query can also help to guide the process by naming important conditions. We employ these clues and abduction to help relaxation return answers as close as possible to what is expected by the author of the query.

The paper is organized as follows: Section 2 introduces abductive logic programs, queries and relaxations. Section 3 presents the concepts we use to guide the search, which is discussed in section 4. Section 5 concludes the paper.
2.2 Query Relaxation

The process of query relaxation is introduced in [2] to allow for cooperative query answering in deductive databases. We consider the relaxation methods as defined in [6], since they are already oriented to use with ALPs.

Definition 2. A query \( G \) is a question to a logic program and has the same definition as observations to an ALP. We write \( \text{Lit}(G) \) to refer to the set of literals in a query \( G \). These literals are the conditions of the query.

Definition 3. A query \( G \) can be relaxed to a query \( G' \) by any combination of the methods: (i) Anti-Instantiation: Given a substitution \( \theta \) if \( G' \theta = G \), then \( G' \) is a relaxation of \( G \) by anti-instantiation; (ii) Dropping Conditions: If \( G' \) is a query and \( \text{Lit}(G') \subseteq \text{Lit}(G) \) then \( G' \) is a relaxation of \( G \) where the conditions of \( \text{Lit}(G) \setminus \text{Lit}(G') \) were dropped; or (iii) Goal Replacement: If \( G \) is a conjunction \( G_1, G_2 \) and there is a rule \( L \leftarrow G_1' \) in \( P \) such that \( G_1' \theta = G_1 \), then \( G' = L \theta, G_2 \) is a relaxation of \( G \) by goal replacement.

3. GUIDING QUERY RELAXATION

3.1 Useful Literals

A literal is useful towards relaxation if an explanation suggests a query relaxation that replaces it can succeed. Given the successful results of a query in \( P' = (P \setminus F) \cup E \), the conditions satisfied by \( P' \) that are not satisfied by \( P \) are considered useful towards relaxation according to \((E, F)\). \( U_{E,F}(G) \) is the set of useful literals of \( G \) according to \((E, F)\).

3.2 Query Author’s Choice

Definition 4. A restricted query is a pair \((G, B)\) such that \( B \subseteq \text{Lit}(G) \) and \( G \) is a query (as before).

The set \( B \) contains the literals of \( G \) specified as the most important by the query author. These literals are treated as non-abducibles and are not replaced in relaxation attempts, so any related answers provided satisfy the conditions in \( B \).

3.3 Rational Explanations

A substitution \( \theta' \) such that no literals in \( \text{Lit}(G\theta') \) are satisfied by \( P \) suggests all literals as useful. Any relaxation attempts based on such explanations will likely produce answers far from those expected or also lead to failure.

Definition 5. An explanation \((E, F)\) is a rational explanation iff \(|\text{Lit}(G)| - |U_{E,F}(G)| \geq 1\). Otherwise, it is said to be a non-rational explanation.

In case all possible relaxations of a query also fail, it is possible to still have explanations, but only non-rational. We restrict relaxation attempts to those based on rational explanations and improve the quality of related results.

4. RESTRICING THE SEARCH

Given an explanation \((E, F)\) and query \( G \), the search for related answers of \( G \) is restricted to those relaxations where at least one useful literal of \( G \) is replaced. For instance, dropping a condition (a literal) that is not an useful literal will not help satisfying the query (according to \((E, F)\)). The same goes for all methods described in definition 3.

An explanation to the failure of a query \( G \) means it can be made consistent (not to fail) with the program \( P \). For this reason, any rational explanation can guide relaxation, as it would suffice to drop all the conditions it suggests as useful. In order to retrieve answers as close as possible to those that would satisfy \( G \), we should consider criteria to select the best explanations to guide relaxation.

4.1 The Best Explanations

Some explanations are better than others. For instance, some minimal explanations are related to the instances of \( G \) that \( P \) is the closest to satisfying, and, consequently, to the Maximal Succeeding Subqueries (MSS) of \( G \) [4]. However, MSS only consider the number of conditions satisfied. As a consequence, amongst the explanations related to MSS, some might require less changes to \( P \) than others. The explanations that require the lesser adaptation of \( P \) make the best candidates to guide relaxation. This way of qualifying explanations, resemble the Best-Small Plausibility Criterion [1]: more plausible explanations are better (less useful literals), but in case of two explanations of same plausibility, the smallest (less changes to \( P \)) should be preferred. The best explanations according to such criteria should lead relaxation to good neighborhood answers of a query.

5. CONCLUSION AND FUTURE WORK

Our work presents and discusses a novel approach to improve cooperative communication in multiagent systems. We employ query relaxation and focus the search for related answers on attempts supported by abductive reasoning with clues from the query author. We also also discuss how an explanation can be better than others. The best explanations are related to results to which the query fails minimally and that would require the less changes to the program. The results retrieved by relaxations based on this kind of explanations are the most likely to be useful to the query author. As for future work, we intend to expand this approach to deal with the case where the query succeeds, but the answer is not satisfactory. We also intend to investigate how this approach can improve group decision situations.
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ABSTRACT
In [1], we introduced a novel distributed inference algorithm for
the multiagent Gaussian inference problem, based on the
framework of graphical models and message passing algo-
rithms. We compare it to current state of the art techniques
and demonstrate that it is the most efficient one in terms of
communication resources used. Moreover, we show exper-
imentally that it outperforms the other methods in terms of
estimation error on a general class of problems, even in pres-
ence of data loss.

Categories and Subject Descriptors
1.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Algorithms

Keywords
Distributed problem solving, Reasoning

1. INTRODUCTION
Distributed inference tasks are becoming more and more
important as myriads of tiny inexpensive sensing devices
are being deployed. In many such problems, a network $G = (V, E)$ of sensing devices that are capable of local com-
munication is used to collect information about the state of
the world, that is then used as evidence to solve inference
problems according to a known global probabilistic model.

In many real world problems, it is fundamental for such
probabilistic models to capture the spatio-temporal dynam-
ics of the system, for example in the case of tracking a mov-
ing target or monitoring the temperature of an environment
over time. In this work we consider the case of linear Marko-
vian dynamics, where the global state $x \in \mathbb{R}^n$ changes over
time according to the following difference equation:

$$x_{k+1} = A_k x_k + w_k,$$

(1)
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where $w_k$ is a white Gaussian noise. This type of model is
often used as a first order approximation (by linearization)
of more general nonlinear dynamics. We also assume that
each sensing agent $i \in V$ obtains at each time step $k$ an
observation $y_k(i)$, that is a linear combination of the state
variables $x_k$ corrupted by additive Gaussian noise.

The inference problem we consider is that of computing at
each node $i \in V$ and for each time step $k$ the minimum mean
square error estimate of the global state $x_k$ given all the
evidence up to time $k$ available at node $i$, assuming latencies
in the communication links. In our jointly Gaussian setting,
the data is retrieved both locally and by communication
with neighboring nodes. By using Belief Propagation (BP)
inspired updates, nodes locally elaborate and fuse the in-
formation they receive before transmitting it again, thus re-
ducing the total number of messages needed and distributing
the computational burden over the network.

In *BP-approx*, each message represents a Gaussian prob-
ability distribution, that can be completely described using
a mean and covariance pair. The size of each exchanged
message is therefore proportional to $n^2 + n$, where $n$ is the
dimensionality of the hidden state space. A key feature of
the protocol is that to enforce an ordered flow of informa-
tion it imposes an hierarchy among the nodes by using a
spanshing tree of the network. As a consequence of the hi-
erarchical structure, only $2(N - 1)$ messages are exchanged
every time step in a network with $|V| = N$ nodes.

In contrast, a standard centralized Kalman filter (CKF)
requires to exchange messages of size $n^2 + n$ from every node
in the network to every other node, so that a total of $N^2$
messages are exchanged every time step. The most popular
alternative distributed approach (DKF) introduced in [2]) is
based on consensus filters and exchanges messages of size
$n + n^2 + n$. In that case, every node sends a message to each
of its neighbors, so that $2|E|$ (that is $O(N^2)$) messages are
exchanged every time step.
As we can see from our analysis, thanks to the spanning tree infrastructure used BP-approx is the most efficient solution in terms of communication resources used.

In our simulation experiments, we compare the performance of these algorithms in terms of the average empirical variance of the estimation error, defined as $||\hat{x}(k) - x(k)||_2$, where $\hat{x}(k)$ and $x(k)$ are respectively the estimated and true state of the world at time $k$. A network is generated by randomly scattering 50 sensing devices in a target area and assuming that they can communicate if their distance is smaller than a threshold $r$. Moreover, we assume that there is fixed constant probability of loosing a data packet over each communication link, independently of the distance $r$. We also assume that each communication link has a latency of 1 time step associated with it. To fix a baseline in our experiments, we assume that CKF is not affected by any data loss and does not experience any communication latency. We also introduce a baseline for the latency constrained case called KF-delayed, a version of CKF that is affected by latencies but not by data-losses.

As a benchmark application, we consider a second-order ODE system of the form $\ddot{x} = v$ where velocity $\dot{x}$ is modeled as a Brownian motion. The system is discretized with time step $\epsilon$ to

$$
\begin{bmatrix}
    x \\
    v
\end{bmatrix}
= \begin{bmatrix}
    1 & \epsilon \\
    0 & 1
\end{bmatrix}
\begin{bmatrix}
    x \\
    v
\end{bmatrix}
+ \begin{bmatrix}
    0 \\
    1
\end{bmatrix}w
$$

where $w$ is white Gaussian noise. As shown in [3], this model can be used for monitoring the temperature at several locations in an environment using a network of sensors. However, the same equations can be used to model the dynamics of a moving object and electrical networks.

The first experiment shown in Figure 1(a) is performed without any data-loss. The improvement of BP-approx over DKF on the average error is of about 19%. Empirically we have also seen that the performance gap tends to increase with higher noise levels, measured by a larger variance of $w$. Moreover we can see that the approximation given by BP-approx is almost as good as the theoretical optimum in presence of latencies given by KF-delayed. An intuitive explanation of the performance gap is that DKF uses a "loopy" inference method and therefore it might overcount information significantly, despite its attempt to reduce the effect of these errors using a consensus or a high-pass filter.

We study the effect of a 5% data-loss in the communication packages in Figure 1(b). While the performance of both methods decreases, the improvement of BP-approx over DKF is still over 15%. In practice, the gap would be even larger because BP-approx is allowed to organize the nodes of the network into a spanning tree using the best quality communication links. With the BP-approx method, information about the past history of the process is always maintained locally by the nodes but never exchanged using the messages. This fact ensures a high-level of tolerance against communication losses. Moreover it greatly reduces the risk of double counting information when nodes drop out and then join the network again, a common scenario in wireless sensor networks caused by frequent temporary communication failures.

In conclusion, the hierarchy among the nodes imposed by the spanning tree plays a key role in this approach, both because it enforces an ordered flow of information and because it greatly reduces the communication requirements.

Figure 1: Simulative comparison between the algorithms.

2. ACKNOWLEDGMENTS

This research is funded by NSF grant 0832782.

3. REFERENCES


Multiagent Environment Design in Human Computation
(Extended Abstract)

Chien-Ju Ho
Computer Science Department
University of California, Los Angeles
cjho@cs.ucla.edu

Yen-Ling Kuo and Jane Yung-jen Hsu
Computer Science & Information Engineering
National Taiwan University
{b94029,yjhsu}@csie.ntu.edu.tw

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Algorithms, Design

Keywords
Human Computation, Environment Design, Collaborative Filtering

1. INTRODUCTION

Human computation aims to solve computationally-hard problems, e.g. image tagging or commonsense collection, by utilizing collective human brain power. There are a variety of applications available nowadays. Games with A Purpose (GWAP) [4] engage players in an online game and let them help solve tasks while having fun. Crowdsourcing markets, such as Amazon Mechanical Turk (http://mturk.com), provide platforms for workers to contribute their brain power in exchange for monetary rewards. Peer productions systems, e.g. Wikipedia or Yahoo! Answers, let online users construct knowledge bases for common good.

Despite the impressive progress of developing applications to solve real-world problems, little study is conducted in theory to guide the design of human computation systems. von Ahn and Dabbish [4] discussed the design principles of Games with A Purpose. Some other researchers [5] analyzed the incentive structure of human computation systems in a game theoretic approach. While these projects addressed the design of the system mechanisms, many situations arise when the developers do not have full privilege to modify the systems. For example, developers on Mechanical Turk cannot change the way they interact with the workers. They can only make little modifications, such as the size of payments, or the task descriptions, to encourage workers complete the tasks quickly and accurately. In this work, we focus on situations in which developers can only make limited changes to the systems. In particular, we view this problem as an environment design problem with multiple agents.


2. MULTIAGENT ENVIRONMENT DESIGN

Our model is an extension of Zhang and Parkes’s work [5]. The only change is the introduction of multiple agents. A multiagent environment design problem in human computation consists of agents, environments, agent model parameters, agent decision space, agent decision function, and a utility function. The goal of the problem is to maximize the total utility value by finding the best environment for each agent using the histories of the agent’s behaviors.

Take developers on Mechanical Turk for example, agents are workers, environments are possible modifications developers can make, agent decision space is the set of actions workers can take, agent model parameters are the private information of workers, and the utility function describes how desirable the workers’ actions are to the developers.

The concept of environment design was first proposed by Zhang and Parkes [6], where they considered the interested party tries to influence agent’s behaviors in a Markov Decision Process (MDP) setting, and the interested party can only make limited changes to the reward function. In their work, they proposed solutions to find the optimal environment for a single agent by active indirect elicitation algorithms. The agent’s private information is inferred by observing its responses to incentive changes. They then extended their work to a more general framework [5] and provided algorithms for problem solution. Inspired by their work, Huang et al. [2] conducted an empirical study applying environment design framework for automatic task design in Amazon Mechanical Turk.

In this work, we incorporate collective information from multiple agents to enhance the environment design framework. We extend the environment design problem to settings with multiple agents in the context of human computation. While users usually perform independent tasks in human computation systems, we assume there is no agent interactions. Another assumption is that users will take actions similar to the actions taken by like-minded users or users with similar abilities. We propose two approaches to utilize collective information. First, we assume the existence of the agent types and propose an algorithm for agent type elicitation. We then relax the assumption of agent types by adopting the collaborative filtering technique.
2.1 Agent type elicitation

We first assume that agents fall into a relatively small set of “types”. Agents of the same type will take the same actions in all environments. In the following discussion, the number of agents is denoted as \( m \), and the number of agent types is denoted as \( k \). If the types of agents are known a priori, the agent behaviors of the same type can be used together to elicit agent model parameters. Therefore, the convergence speed is trivially \( O(m/k) \) times faster than the one-agent algorithm proposed by Zhang et al.\[5\]. However, it is usually not possible to know the types of agents in advance. Therefore, we propose an algorithm, which picks an environment set \( E \) as pre-testing rounds, to elicit agent types. The agent type information is then used to help speed up the elicitation of model parameters.

It is clear that the performance of the algorithm highly depends on the choice of the environment set \( E \). In the following definition, we provide a measure for how good the environment set can be used to distinguish agent types.

**Definition 1.** (\( p \)-separable) The agent types are called \( p \)-separable in environment set \( E \) if for any two agents of different types, the fraction of the environments set \( E \) that they choose different actions is larger than \( p \).

The smaller value of \( p \) means that agents of different types are less likely to take the same actions in the environment set \( E \). Therefore it is easier to distinguish different types of agents in the environment set \( E \). In real-world applications, the developers usually have prior knowledge about the environments, e.g. task types in Mechanical Turk. Therefore, they could choose representative environments (i.e. minimizing \( p \)) to speed up the convergence of classifying agents.

**Lemma 1.** If the agent types are \( p \)-separable in environment set \( E \) and \( |E| = r \), the probability of eliciting the wrong agent type after observing \( r \) environments would be less than \( (k - 1)p^r \).

Assume there are 10 types of agents (\( k = 10 \)), and the environment set \( E \), where \( |E| = 10 \), is 0.5-separable for agents. Then the probability of wrongly classifying the agents are less than 1%.

2.2 Collaborative filtering

In this section, we relax the agent type assumption and propose a collaborative filtering approach. If we record the utility values of agent’s past actions in a matrix, the problem we are solving is to find the environment with highest utility value for each agent. This is actually an environment recommendation problem in which developers aim to find the best environment for each user to maximize the utility value. Since this problem is in a standard format of collaborative filtering. Any collaborative filtering algorithms can be applied. In this work, we are more curious about if we can design an algorithm to achieve high accuracy of recommendations with few matrix entries.

Given the assumption that agents take actions similar to the actions taken by like-minded agents, it is implied that the matrix has a good low rank approximation. In the following discussion, we first talk about the result of Drineas et al.\[1\] and then interpret how their result can be applied in our problem settings. In their algorithm, they random sample \( c \) columns and \( r \) rows of the matrix \( A \). They can then provide a prediction matrix \( \hat{A} \), where the expected error between \( A \) and \( \hat{A} \) satisfies the following lemma.

**Lemma 2.** (\([1]\)) Let \( \sigma_1, \ldots, \sigma_p \) denote the singular value of \( A \). Then, the algorithm shows the error satisfies

\[
E(\|A - \hat{A}\|_F^2) \leq \sum_{t=k+1}^p \sigma_t^2 + \left( \sqrt{\frac{k}{c}} + \frac{k}{c} \right) \|A\|_F^2
\]

In the lemma, picking \( O(k/\epsilon) \) rows and \( O(k/\epsilon^2) \) column bounds the expectation of relative error to \( \lambda + \epsilon \), where \( \lambda \) is the relative error between the actual and low-rank matrix. Therefore, if we can find volunteers to test all environments (\( r \) rows) and ask the other users to perform test rounds (\( c \) columns), Lemma 2 can be used to provide an error bound. Though it is often infeasible to ask a small number of agents to test all the environments, we could still get some intuitions about how good the approximation could be. Developing new algorithms to avoid “sampling all environment” is an interesting future research direction.

3. CONCLUSION

In this work, we extend the environment design problem to settings with multiple agents in the context of human computation. To incorporate the collective information from multiple agents, we propose two approaches, agent type elicitation and collaborative filtering, under different assumptions. The formulation and algorithms provide solutions for developers in human computation systems to find the environment settings maximizing their goal functions. Future work should continue to explore the aspects of agent interactions, integrations to the mechanism design of human computation, and applying the results to real-world applications.
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ABSTRACT
In this paper we introduce and analyze social distance games, a family of non-transferable utility coalitional games where an agent’s utility is a measure of closeness to the other members of the coalition. We study both social welfare maximisation and stability in these games from a graph theoretic perspective. We investigate the welfare of stable coalition structures, and propose two new solution concepts with improved welfare guarantees. We argue that social distance games are both interesting in themselves, as well as in the context of social networks.
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1. INTRODUCTION
In recent years, there has been growing interest in the game theoretic analysis of social and economic network formation ([3]). Social networks play a crucial role in everyday life and influence all aspects of behaviour, such as where people live and work, what music they listen to, and with whom they interact. Early work on social networks was done by Milgram in the 1960’s and his experiments suggested that any two people in the world are connected by a path of average length six. Since then, researchers observed that many natural networks, such as the web, biological networks, networks of scientific collaboration, exhibit the same properties as the web of human acquaintances.

In this paper we present a novel coalitional game that models the interaction of agents in social networks using the notion of social distance. Our game captures the idea that agents in a social network receive utility from maintaining ties to other agents that are close to them, but have to pay

Cite as: Social Distance Games (Extended Abstract), Simina Brânzei and Kate Larson, Proc. of 10th Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1281-1282.

Our utility formulation is a variant of closeness centrality, is well defined on disconnected sets, and normalized in the interval [0,1]. It is also related to classical measures used in graph theory network analysis, such as degree centrality, closeness centrality, and betweenness centrality. Let a coalition structure, \( P \), be a partition of the set of agents into coalitions. The set of agents, \( N \), is also known as the grand coalition, and we denote its size by \(|N| = n|\).

Definition 1 A social distance game is represented as a simple unweighted graph \( G = (N, E) \) where

- \( N = \{x_1, \ldots, x_n\} \) is the set of agents
- The utility of an agent \( x_i \) in coalition \( C \subseteq N \) is
  \[
  u(x_i, C) = \frac{1}{|C|} \sum_{x_j \in C \setminus \{x_i\}} \frac{1}{d_C(x_i, x_j)}
  \]
  where \( d_C(x_i, x_j) \) is the shortest path distance between \( x_i \) and \( x_j \) in the subgraph induced by coalition \( C \) on \( G \). If \( x_i \) and \( x_j \) are not connected in \( C \), \( d_C(x_i, x_j) = \infty \).

Our utility formulation is a variant of closeness centrality, well defined on disconnected sets, and normalized in the interval [0,1]. It is also related to classical measures used in graph theory network analysis, such as degree centrality, closeness centrality, and betweenness centrality. Let a coalition structure, \( P \), be a partition of the set of agents into coalitions. The set of agents, \( N \), is also known as the grand coalition, and we denote its size by \(|N| = n|\).

Definition 2 The social welfare of coalition structure \( P = (C_1, \ldots, C_k) \) is

\[
SW(P) = \sum_{i=1}^{k} \sum_{x_j \in C_i} u(x_j, C_i)
\]

We sometimes refer to the utility of agent \( x_i \) in partition \( P \) as \( u(x_i, P) \) or, when the context is clear, as \( u(x_i) \).

The main notion of stability that we study in this paper is the core solution concept.

Definition 3 A coalition structure \( P = (C_1, \ldots, C_k) \) is in the core if there is no coalition \( B \subseteq N \) such that \( \forall x \in B, u(B, x) \geq u(P, x) \) and for some \( y \in B \) the inequality is strict.

If coalition structure \( P \) is in the core, \( P \) is resistant against group deviations. No coalition \( B \) can deviate and improve at least one member, while not degrading the others. If \( B \) exists, it is called a blocking coalition.
3. SOCIAL WELFARE

In this section we give an $O(n)$ algorithm to approximate optimal welfare within a factor of two. The algorithm decomposes the graph into non-singleton connected components, such that each component has diameter at most two. We call this type of partition a diameter two decomposition.

**Theorem 1** Diameter two decompositions guarantee to each agent utility at least $1/2$.

The diameter two decomposition is an approximation of optimal welfare that satisfies at the same time a notion of fairness: every agent is guaranteed to receive more than half of their best possible value.

**Algorithm 1** Fair Approximation of Optimal Welfare

1: $T \leftarrow$ Minimum-Spanning-Tree($G$);
2: $k \leftarrow 1$;
3: while $|T| \geq 2$ do
4: $x_k \leftarrow$ Deepest-Leaf($T$);
5: $C_k \leftarrow \{\text{Parent}(x_k)\}$;
6: for all $y \in \text{Children}(\text{Parent}(x_k))$ do
7: $C_k \leftarrow C_k \cup \{y\}$;
8: end for
9: // Remove vertices $C_k$ and their edges from $T$
10: $T \leftarrow T - C_k$;
11: $k \leftarrow k + 1$;
12: end while
13: // If the root is left, add it to the current coalition
14: if $|T| = 1$ then
15: $C_k \leftarrow C_k \cup \{\text{Root}(T)\}$;
16: end if
17: return $(C_1, \ldots, C_k)$;

4. THE CORE

Group stability is an important concept in coalitional games. No matter how many desirable properties a coalition structure satisfies, if there exist groups of agents that can deviate and improve their utility by doing so, then that configuration can be easily undermined. There exist social distance games with empty cores (Figure 1). The grand coalition is blocked by $\{x_1, x_2, x_3, x_4, x_5\}$, partition $\{\{x_0, x_3\}, \{x_1, x_2, x_4, x_5\}\}$ is blocked by $\{x_1, x_2, x_3, x_4, x_5\}$.

4.1 Core Stable Partitions are Small Worlds

A small world network is a graph in which most nodes can be reached from any other node using a small number of steps through intermediate nodes. The expected diameter of small world networks is $O(ln(n))$. Most real networks display the small world property, and examples range from genetic and neural networks to the world wide web [1]. In this model, core stable partitions divide the agents into small world coalitions, regardless of how wide the original graph was. We obtained an upper bound of 14 on the diameter of any coalition in the core.

**Theorem 2** The diameter of any coalition belonging to a core partition is bounded by the constant 14.

5. STABILITY GAP

We analyse the loss of welfare that comes from being in the core using the notion of stability gap [2], which is the ratio between the best possible welfare and the welfare of a core stable partition (if it exists).

**Theorem 3** Let $G = (N, E)$ be a game with nonempty core. Then $Gap_{\text{min}}(G)$ is in worst case $\Theta(\sqrt{n})$.

6. ALTERNATIVE SOLUTION CONCEPTS

In this section we consider several variations of the core that offer better social support.

6.1 Stability Threshold

The stability threshold is descriptive of situations where agents naturally stop seeking improvements once they achieved a minimum value. This is a well-known assumption observed experimentally as a form of bounded rationality: choosing outcomes which might not be optimal, but will make the agents sufficiently happy.

We analyse stability for a threshold of $k/(k+1)$, which is equivalent to an agent forming a coalition with $k$ of his direct neighbours. In this case, there can be at most $k - 1$ singletons neighbouring any agent with utility at least $1/2$ in the core, since otherwise the singletons can block with that agent.

**Theorem 4** Let $G = (N, E)$ be an induced subgraph game with nonempty core of threshold $k/(k+1)$. Then $Gap_{\text{min}}(G) \leq 4$ if $k = 1$, and $Gap_{\text{min}}(G) \leq 2k$ if $k \geq 2$.

6.2 The "No Man Left Behind" Policy

Here we view the formation of core stable structures as a process that starts from the grand coalition and stabilizes through rounds of coalitions splitting and merging. While in general, the search for the core can begin from any partition, initializing with the grand coalition is natural in many situations. For example, at the beginning of any joint project, a group of people gather to work on it. As the project progresses, they may form subgroups based on the compatibilities and strength of social ties between them. We formulate a simple social rule that agents have to follow when merging or splitting coalitions. That is, whenever a new group forms, it cannot leave behind any agent working alone. We call this rule the "No Man Left Behind" policy. The "No Man Left Behind" code of conduct is well known in the army and refers to the fact that no soldier can be left alone in a mission or abandoned in case of injury.

**Theorem 5** Let $G$ be a game which is stable under the "No Man Left Behind" policy. Then $Gap_{\text{min}}(G) < 4$.
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ABSTRACT
In the application of multi-agent systems to real-world problems, agents often suffer from bounded rationality where agent reasoning is limited by 1) a lack of knowledge about choices, and 2) a lack of resources required for reasoning. To overcome the former, the agent uses sensing to refine its knowledge. However, sensing can also require limited resources, leading to inaccurate environment modeling and poor decision making. In this paper, we consider a novel and difficult class of this problem where agents must use stateful resources during sensing, which we define as resources whose state-dependent behavior changes over time based on usage. Specifically, such sensing changes the state of a resource, and thus its behavior, producing a phenomenon where the sensing activity can and will distort its own outcome. We term this the Observer Effect after the similar phenomenon in the physical sciences. Given this effect, the agent faces a strategic tradeoff between satisfying the need for 1) knowledge refinement, and 2) avoiding corruption of knowledge due to distorted sensing outcomes. To address this tradeoff, we use active perception to select sensing activities and model activity selection as a Markov decision process (MDP) solved through reinforcement learning where an agent optimizes knowledge refinement while considering the state of the resource used during sensing.

Categories and Subject Descriptors
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1. INTRODUCTION
One common problem in real-world applications of multiagent systems is bounded rationality. Grounded in the economics (e.g., [1,7]) and cognitive psychology (e.g., [3]) literature, this problem addresses limitations on agent reasoning. In contrast to perfect rationality, bounded rationality assumes agents generally lack at least one of: 1) perfect knowledge of available choices, 2) perfect knowledge of preferences over choices/outcomes, and 3) unlimited ability and resources to calculate the optimal choice.

To overcome the first two limitations, agents perform sensing to gather information about the environment and inform their decision making. However, sensing can also require limited resources, and thus sensing performance can also be affected by the agent’s bounded rationality. In this paper, we consider the impact on agent sensing of one category of resources used during sensing: stateful resources. We introduce a novel side-effect from the use of this type of resource called the Observer Effect and describe our methodology for choosing sensing activities to overcome its negative consequences.

2. OBSERVER EFFECT
One important property of resources used during sensing is whether the resource is stateless or stateful. Specifically, these two types differ in the importance of resource usage history on its behavior. On the one hand, the behavior of stateless resources does not depend on the past history of their usage. For example, computational resources such as CPU cycles always process the same amount of sensed data in the same way. Stateful resources, on the other hand, behave differently depending on their past usage. For example, in a user preference elicitation scenario, a human user’s patience is used up through repeated interruptions, leading to increased frustration which affects the user’s cognitive workload and feelings towards the system [5]. Likewise, as an agent depletes network bandwidth, the network becomes more congested and its behavior more variable [2].

This notion of resource state is important in agent sensing because sensing actions change the underlying state of a resource, and thus, its behavior. If the outcome of the sensing activity relies on the behavior of the resource used during sensing, a phenomenon occurs where the act of making an observation distorts the observation itself. We term this phenomenon the Observer Effect (OE) after a similar phenomenon in the physical sciences. For example, in the aforementioned networking scenario, sending additional traffic to measure the network’s performance reduces bandwidth which increases congestion and latency [2]. As a result, observations produced do not reflect the state of the network when sensing is not performed, thus reducing the accuracy of information gathered by sensing. Furthermore, in our user preference elicitation example, prompting the user with questions is an interruption which affects the user’s feelings towards the system [5] which can lead to less willingness to provide responses, thus reducing the quantity of information gathered by sensing.

Therefore, the Observer Effect is an important problem during stateful resource-based sensing because it creates a tradeoff we call the Observer Effect Tradeoff between satisfying the need for 1) providing knowledge refinement to better guide its reason-
ing, and 2) avoiding knowledge corruption due to distorted sensing outcomes. Thus, the Observer Effect places stress on an agent’s sensing activity selection for gathering information used to refine the agent’s knowledge to properly achieve its goals.

Comparing resource usage during sensing and computation, we note that the state-dependent behavior of resources changed with their use during sensing results in nonmonotonic performance of sensing with respect to resource use due to the Observer Effect. In other words, while additional sensing activities which require more resource usage might lead to better knowledge refinement in some situations, this might not occur after an undesired resource state change. Thus, traditional metareasoning solutions to limited resource problems in bounded rationality such as anytime algorithms which require monotonicity [11] cannot be applied when making decisions about stateful resource use during sensing (although they have been used for stateless computational resources [10] which satisfy monotonicity). Instead, we require a solution that can handle non-monotonicity, such as the Markov decision process (MDP)-based approaches to metareasoning (e.g., [6]).

3. METHODOLOGY

Specifically, we utilize a domain-independent active perception approach to sensing [9]. From this perspective, agents actively guide sensing in order to select what information to gather, as well as how to gather and process such information, rather than passively react to whatever information the agent’s sensors perceive during its task-oriented actions. To choose actions, we assume that the behavior of stateful resources is stochastic, a common assumption about the environment in multiagent systems. We also assume that the behavior of the resource depends only on its current state. Thus, we model sensing activity selection as an MDP (e.g., [4]) which we term the Observer Effect MDP.

In this model, the agent considers a set of sensing states $S$ upon which the agent makes decisions, a set of active perception choices (i.e., sensing activities) $A$ the agent can make about sensing, a function $T(s, a)$ describing the stochastic changes in sensing state based on resource usage during sensing activities, and the amount of knowledge refinement $R(s, a)$ produced by a sensing activity depending on the current state. Here, each sensing state is the combination of two factors impacting knowledge refinement: resource state (through the OE) and knowledge state (capacity for improvement). Using this model, the agent aims to maximize knowledge refinement $R(s, a)$ in order to handle the OE Tradeoff—by selecting sensing actions to provide positive refinement improving its knowledge while avoiding negative refinement from knowledge corruption based on the OE. Specifically, solving the Observer Effect MDP provides a policy optimizing knowledge refinement based on sensing states for sensing action selection.

Since an explicit, parameterized Observer Effect MDP model of the active perception decision process is difficult to provide a priori (e.g., due to environment dynamics or lack of background knowledge), we use reinforcement learning (RL) [8] to learn how to solve the OE MDP. One important subproblem is learning the knowledge refinement function $R(s, a)$ which captures the OE Tradeoff. Learning this function requires measuring the amount of knowledge refinement produced by various sensing activities dependent on the sensing state, then using these values to generalize a model. The specific measure used to learn this model is dependent on the knowledge framework used by the agent, as well as the domain application. Considering the relationship between the $R(s, a)$ function and resource usage in sensing, we see that $R(s, a)$ is a state-dependent sensing performance profile mapping sensing activities (resource usage) into sensing performance (knowledge refinement). However, such a performance profile is not restricted to be monotonic; thus it can model the Observer Effect, matching the solution requirement set forth in Section 2.

4. CONCLUSION

In conclusion, we have introduced the Observer Effect arising from agent sensing using stateful resources, a novel challenge within bounded rationality. This phenomenon creates a tradeoff between 1) satisfying the need for knowledge refinement, and 2) satisfying the need to avoid knowledge corruption from distorted sensing outcomes intended for knowledge refinement. We model the problem of choosing sensing activities to balance this tradeoff in an active perception setting with the Observer Effect MDP and use RL to learn a controller for choosing sensing activities.

Based on this work, we have identified several important avenues for future work. First, we are currently conducting experiments to explore the OE and evaluate our methodology. Second, we intend to extend our approach to partially observable environments by modeling the decision process instead as a POMDP [4].
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ABSTRACT
In this paper, we propose that bounded rationality of another agent be modeled as errors the agent is making while deciding on its action. We are motivated by the work on quantal response equilibria in behavioral game theory which uses Nash equilibria as the solution concept. In contrast, we use decision-theoretic maximization of expected utility. Quantal response assumes that a decision maker is approximately rational, i.e., is maximizing its expected utility but with an error rate characterized by a single error parameter. Another agent’s error rate may be unknown and needs to be estimated during an interaction. We show that this error rate can be estimated using Bayesian update of a suitable conjugate prior, and that it has a sufficient statistic of fixed dimension under strong simplifying assumptions. However, if the simplifying assumptions are relaxed, the quantal response does not admit a finite dimensional sufficient statistic, and a more complex update is needed.
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General Terms
Theory, Design

Keywords
Bounded rationality, Multi-agent interaction, Multi-agent learning, Formal models of agency

1. INTRODUCTION
In AI, an agent’s (perfect) rationality is defined as the agent’s ability to execute actions that, at every instant, maximize the agent’s expected utility, given the information it has acquired from the environment [8]. Modeling others as rational has a long tradition in AI and game theory, but modeling other agents’ departures from rationality is difficult and controversial. This paper builds on an approach to modeling bounded rationality called quantal response [2, 6, 7]. It is a simple model which uses a single error parameter. Quantal response does not attempt to model the procedures, and their possible limitations, the agent may use to decide on its action; instead, it abstracts away the unobservable parameters specific to implementation and treats them as noise which produces non-systematic departures from perfect rationality. Quantal response specifies the probabilities of an agent’s actions with the logit function of their expected utilities and the agent’s error parameter, λ. Thus actions that are suboptimal are possible, but their probabilities increase with their expected utilities. Usually, an agent’s error parameter is not directly observable and must be inferred by observing its behavior. We take a Bayesian approach to this and propose that the modeling agent maintain a probability distribution over possible values of λ for the modeled agent, and that this probability be updated when new actions are observed. This paper shows that, in simple special cases, the error rate admits a sufficient statistic of fixed dimension, and thus there exist conjugate prior families for these cases; however, in more general cases, there is no finite dimensional sufficient statistic and no conjugate prior over λ.

2. LOGIT QUANTAL RESPONSE
For simplicity, we assume that a modeling agent, called i, is considering the behavior of one other agent, j. The logit quantal response is defined as follows [2, 6, 7]:

\[ P(a_j) = \frac{e^{\lambda u_{aj}}}{\sum_{l=1}^{m} e^{\lambda u_{al}}} \]  

where \( \{a_l : l = 1, 2, ..., m\} \) is a set of possible actions of agent j. \( P(a_j) \) is the probability of agent j taking action \( a_j \). \( u_{ai} \in \mathbb{R} \) is the expected utility of action \( a_j \) to agent j and \( \lambda \geq 0 \) is the (inverse) error rate of agent j. \( \lambda \) represents how rational agent j is: greater \( \lambda \) makes it more likely that j takes actions with higher utilities. When \( \lambda \to +\infty \), \( P(a_j) = 1 \) for the action with the highest expected utility\(^1\) and \( P(a_j) = 0 \) for all other actions. When \( \lambda = 0 \), \( P(a_j) = 1/m \), \( \forall j = 1, 2, ..., m \), which means agent j chooses actions at random.

Usually the error rate \( \lambda \) of agent j is not directly observable to agent i. Bayesian approach allows agent i to learn

\(^1\)If there are many, say \( h \), optimal actions with the same expected utilities, then \( P(a_j) = 1/h \) for each of them.
this rate during interactions. To do this agent $i$ needs a prior distribution, $f(\lambda)$, which represents $i$’s current knowledge about agent $j$’s error rate, and to observe agent $j$’s action, $a_j$ at the current step. The updated distribution is:

$$f(\lambda|a_j) = \frac{P(a_j|\lambda)f(\lambda)}{\int_0^\infty P(a_j|\lambda')f(\lambda')\,d\lambda'}.$$ \hfill (2)

Equation (2) may not be easy to apply because repeatedly updating $f(\lambda)$ makes its form more and more complicated. To overcome this it is convenient to look for a conjugate prior family. In Bayesian probability, if the posterior distribution is in the same family as the prior distribution, then this prior is called a conjugate prior [3, 4]. Conjugate priors are convenient because one just needs to update the parameters of the conjugate prior distribution (hyperparameters) to realize the Bayesian update.

### 3. STATIC EPISODIC ENVIRONMENTS

We first consider the simplest case, when agent $j$’s expected utilities $u_{a_j}$ for all actions are known to agent $i$ and remain the same during the interaction. In other words, agent $j$ is not updating his beliefs since the environment is static and episodic [8] and $i$ is observing $j$ acting in the same decision-making situation repeatedly. The derivation below follows techniques in [3, 4].

Consider the following family of distributions over $\lambda$:

$$f(\lambda; u) = \frac{e^{\lambda u}}{\sum_{l=1}^m e^{\lambda u_l}}$$ \hfill (3)

where $n$ and $u$ are hyperparameters. Here $n = 0, 1, \ldots$, and $u$ is restricted by $u < n \max_j u_{a_j}$. (3) is a valid probability density function since integral of the denominator converges if and only if $u < n \max_j u_{a_j}$. We claim that the family of distributions $f(\lambda; u, n)$ in (3) is a conjugate family of distributions over $\lambda$ in static episodic environments with known utilities of actions. It can be proven that the update of the hyperparameters of this conjugate prior after observing that agent $j$ executed his action $a_j$, with expected utility $u_{a_j}$ is:

$$f(\lambda; u, n) \xrightarrow{a_j} f(\lambda; u + u_{a_j}, n + 1).$$ \hfill (4)

One can verify that once there is a valid prior, all the posteriors are always valid.

### 4. SEQUENTIAL DYNAMIC ENVIRONMENTS

We extend our approach to more complex case of dynamic sequential environment [8]. Again, we assume that expected utilities of $j$’s actions are known to $i$, but now, since agent $j$ may be updating his beliefs, the expected utilities of his actions do not remain constant but can take a finite number of values. We refer to each of the beliefs of agent $j$, together with his payoff function and other elements of his POMDP, as $j$’s type, $\Theta_j$. Thus, the set of possible types of agent $j$, $\Theta_j$, has $K$ possible elements $1, 2, \ldots, K$. We denote $U(a_j|\Theta_j = k) = u_{a_j,k}$, where $k = 1, 2, \ldots, K$, and assume that index $k$ is observable (or computable) by agent $i$. Then the logit quantal response (1) for the probability of agent $j$ taking action $a_j$ given his $k$th type is:

$$P(a_j|k, \lambda) = \frac{e^{\lambda u_{a_{j,k}}}}{\sum_{l=1}^m e^{\lambda u_{a_{l,k}}}}.$$ \hfill (5)

Now consider the following family of distributions:

$$f(\lambda; u, n_1, n_2, \ldots, n_K) = \frac{e^{\lambda u}}{\prod_{k=1}^K (\sum_{l=1}^m e^{\lambda u_{a_{l,k}}})^{n_k}}$$ \hfill (6)

where $n_k = 0, 1, \ldots, K$. $u < \sum_{k=1}^K (n_k \max_l u_{a_{l,k}})$. (6) is valid if integral of the denominator converges if and only if $u < \sum_{k=1}^K (n_k \max_l u_{a_{l,k}})$. We claim that the family of distributions $f(\lambda; u, n_1, n_2, \ldots, n_K)$ in (6) is a conjugate family of distributions over $\lambda$ in a sequential dynamic environment with perfect observability of finite number of types. The update of the hyperparameters of this conjugate prior:

$$f(\lambda; u + u_{a_j,k}, n_1, n_2, \ldots, n_{k-1}, n_k + 1, n_{k+1}, \ldots, n_K).$$ \hfill (7)

Once there is a valid prior, all the posteriors are always valid.

Now let us consider an even more general case, in which the expected utilities $u_{a_j}$ are not limited to a finite number of values but can lie in some interval or even on the real line:

$$P(a_j|u, \lambda) = \frac{e^{\lambda u_{a_j}}}{\sum_{l=1}^m e^{\lambda u_{a_l}}}.$$ \hfill (8)

where $u < u_{a_j} < u_{l'}$, $l = 1, 2, \ldots, m$, $u_l \geq -\infty$ and $u_{l'} \leq \infty$ are lower and upper bounds of the expected utilities $u_{a_j}$ and where $u$ is a vector of expected utilities of all $m$ actions, $u = (u_{a_1}, u_{a_2}, \ldots, u_{a_m})$. Again assume $u_{a_j}$ are known to agent $i$, and he observes agent $j$’s action $a_j$.

Forming a conjugate prior in this case may be impossible. The reason is that the construction of conjugate prior distributions [3, 4] is based on the existence of sufficient statistics of fixed dimension for the given likelihood function (equation (8)). However, under very weak conditions, the existence of fixed dimensional sufficient statistic restricts the likelihood function to the exponential family [1, 5]. Unfortunately, (8) does not belong to the exponential family when $m \geq 2$.
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ABSTRACT
We consider semi-autonomous agents that have uncertain knowledge about their environment, but can ask what action the operator would prefer taking in the current or in a potential future state. Asking queries can help improve behavior, but if queries come at a cost (e.g., due to limited operator attention), the number of queries needs to be minimized. We develop a new algorithm for selecting action queries by adapting the recently proposed Expected Myopic Gain (EMG) from its prior use in settings with reward or transition probability queries to our setting of action queries, and empirically compare it to the current state of the art.
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1. INTRODUCTION
A semi-autonomous agent acting in a sequential decision-making environment should act autonomously whenever it can do so confidently, and seek help from a human operator when it cannot. We consider settings in which querying the operator is expensive, for example because of communication or attentional costs, and seek to design algorithms that help decide what the best query to ask the operator is in any given agent situation, or whether any query should be made at all. Responses from the operator to queries from the agent can help improve the agent’s uncertain and incomplete knowledge of the operator’s understanding of the environment, as well as of the operator’s goals in the environment. We adopt the criterion that the closer the response brings the agent to acting as well as if it were being teleoperated, the better the query.

Of the many types of queries one could consider asking the operator, action-queries (queries asking what action the operator would take if teleoperating the agent in a particular state) are arguably quite natural for a human to respond to. Our goal, then, is to design an agent that can (1) select which action-queries are most useful for approaching operator behavior, and (2) elect not to query when its cost exceeds its benefit. Here we focus on (1), while our previous work [2] contains insights addressing (2).

In this paper we assume that, when teleoperating, the operator chooses actions according to her model of the world. We also assume the agent fully knows the operator’s model of world dynamics, but has an incomplete model of the operator’s rewards, and thus risks acting counter to the operator’s true rewards. The agent represents its uncertainty as a probability distribution over reward functions, and the only information it can acquire to improve its behavior (reduce its uncertainty) are the operator’s responses to its queries.

Our myopic objective is for the agent to identify the query that will maximize its gain in expected long-term value with respect to the operator’s true rewards and the agent’s current state. This objective is myopic because optimizing with respect to it ignores future queries that might be made, such as if the agent could ask a sequence of queries, or wait to query later. Although desirable, nonmyopic optimization would require solving an intractable sequential decision-making problem to find an optimal action-query selection policy.

Our problem is related to that of apprenticeship learning [1] in which the agent is provided with a trajectory of teleoperation experience, and charged with learning by generalizing that experience. The main difference is that rather than passively obtaining teleoperation experience, our agent is responsible for actively requesting such information. In our setting, the agent can even ask about potential future states that may turn out to actually never be experienced.

We provide an empirical comparison between algorithms that exemplify two broad classes of approaches to action-query selection: maximizing the gain in value, or maximizing the reduction in policy uncertainty [3]. The former approach (for which we provide a new method adapted from previous work) is computationally expensive but directly optimizes our myopic-objective, while the latter approach is computationally inexpensive but only indirectly optimizes...
our myopic-objective. We compare the two approaches over a sequence of queries, a setting in which our myopic-objective does not define optimal behavior.

2. ACTION-QUERY SELECTION METHODS

The Active Sampling (AS) algorithm [3] queries the state that has maximum mean entropy (uncertainty) in its action choices under a policy optimal with respect to the current reward distribution. Thus, AS reduces the agent’s uncertainty in the operator’s policy. However, the dynamics of the world may dictate that some states are less likely to ever be reached than others, especially when taking into account the agent’s state. Also, taking the wrong action in some states may be catastrophic while in others benign. Minimizing policy uncertainty does not consider these factors, and thus is only a proxy for achieving our myopic objective.

Expected Myopic Gain (EMG), introduced by Cohn et al.[2], is an algorithm for computing the goodness of a query in terms of how much value the agent is expected to gain from it. Intuitively, for a query q and its response o, the value of knowing that o is the answer to q is the difference in expected value between the policy calculated according to the new information and the policy calculated beforehand, both evaluated on the Markov Decision Process distribution induced by the new information at the agent’s current state. Since the agent does not know which o it will receive to q, the EMG calculation takes a weighted average over all possible responses. The query with highest EMG will, in expectation, most increase the agent’s long term value, achieving our objective. We use Bayesian Inverse Reinforcement Learning [4] to adapt EMG from its previous use in evaluating reward and transition queries to evaluate action queries; the resulting algorithm is called EMG-AQS.

Comparisons

To study the relative efficacies of EMG-AQS and AS, we performed experiments spanning two domains. The first domain, Puddle World [3], allowed for an exhaustive evaluation of the methods and the development of intuitive explanations for their contrasting behaviors. The second domain, which we focus on here, is the Driving Domain [1], which is used often in Apprenticeship Learning experiments. The Driving Domain is a traffic navigation problem, where at each discrete time step the agent controls a vehicle on a highway by taking one of three actions: move left, no action, or move right. Other cars are present, which move at random continuously valued constant speeds (this makes the state space infinite) and never change lanes.

The “operator” in these experiments is modeled as the optimal policy given the actual reward function: a response to a query is simply the action in this policy corresponding to the state being asked about. However, the agent does not know the actual reward function: instead, it begins with a distribution over possible reward functions (for each trial, the actual reward function is drawn from this distribution).

The principal metric of comparison between query methods that we use is policy loss, which is the difference in value between what the optimal policy can achieve in expectation and what a policy based on uncertain knowledge achieves. A better query will reduce policy loss relative to a worse query, and we would expect that policy loss will decrease as more queries are asked and answered. Note that for a single query, minimizing policy loss meets our myopic objective.

Figure 1: Performance of various action-query selection strategies in the Driving Domain.

Figure 1 shows the performance of EMG-AQS-X and AS-X choosing from sets of X randomly drawn queries (due to the infinite state space, it is impossible to consider all potential queries). Not surprisingly, the performance of EMG-AQS-X and AS-X improves as X grows larger, and for all X they outperform a random querying strategy. Additionally, EMG-AQS-16 outperforms all variations of AS. EMG-AQS’s focus on querying states that most improve value gives it a significant upper hand, even when choosing from orders of magnitude fewer queries.

Discussion

Our comparisons between the methods showed that EMG-AQS’s query selection criterion leads to more aggressive exploitation of domain properties than that of AS’s criterion. Since EMG-AQS requires substantially more computation than AS, it is most useful when the cost of querying is high: in a scenario where querying is cheap and computation is limited, AS would likely be the better choice of the two.

As a final note, EMG-AQS’s evaluation algorithm provides direct value estimates for queries, while AS’s does not. Unlike an EMG-AQS agent, it is not clear how an AS agent can decide whether or not to query at all given the cost of querying, which would be an important issue to consider when designing a practical action query system.
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ABSTRACT
Virtual human, with realistic behaviors and social skills, evoke in users a range of social behaviors normally only seen in human face-to-face interactions. One of the key challenges in creating such virtual humans is to give them human-like conversational skills, such as turn-taking skill. In this paper, we propose a multimodal end-of-turn prediction model. Instead of recording face-to-face conversation data, we collect the turn-taking data using Parasocial Consensus Sampling (PCS) framework. Then we analyze the relationship between verbal and nonverbal features and turn-taking behaviors based on the consensus data and show how these features influence the time people use to take turns. Finally, we present a probabilistic multimodal end-of-turn prediction model, which enables virtual humans to make real-time turn-taking predictions. The result shows that our model achieves a higher accuracy than previous methods did.
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1. INTRODUCTION
Human conversation is a cooperative and fluent activity. People rarely speak simultaneously. Rather, the roles of speaker and listener are regulated seamlessly by a negotiation process of turn-taking. Considerable research is directed at understanding this mechanism and integrating it into virtual humans. The fluidity of natural conversation presents a considerable challenge for building virtual humans. On one hand, communication is multimodal: information is manifest in different channels and these channels may unfold under different time scales; on the other hand, effective communication involves forecasting what one's conversational partner will do in the future. Sacks et al. [1] argued that the smooth exchange of turns in conversation is due to the conversational partner's ability to anticipate when the transition of speaker and listener roles may occur so that they are prepared in advance to talk at the right moment.

This paper makes two primary contributions. First we present a multimodal end-of-turn prediction model, drawing on prior findings from social psychology and linguistic literature on nonverbal signals and turn-taking behavior. Second, we demonstrate the effectiveness of a novel methodology, Parasocial Consensus Sampling (PCS), for learning such models. PCS [2] was recently proposed and applied to the problem of predicting listener backchannel feedback successfully. Here we reinforce the viability of this general framework by demonstrating its effectiveness on the novel domain of end-of-turn prediction. The experiment shows that our model trained on the data from Parasocial Consensus Sampling achieves a higher accuracy than previous methods.

2. Parasocial Consensus Sampling
Traditionally, virtual humans learn from annotated recordings of face-to-face interactions. However, as suggested in [2], there are some drawbacks with such data. For example, human behavior contains variability and not all human data should be considered as positive examples of the behavior that the virtual human is attempting to learn. If the goal is to make the virtual human learn to take turns properly, it is necessary to realize that many face-to-face interactions fail in this regard, resulting in interruptions or long mutual silence. To address this and other issues, Huang et al. [2] proposed the Parasocial Consensus Sampling framework. Instead of recording face-to-face interactions, participants are guided to interact with media representation of people, such as pre-recorded speaker videos, parasocially. In this way, multiple independent participants are able to experience the same social situation and provide parasocial responses to the same event.
Later, these responses can be aggregated to form the consensus view of how a typical individual would respond in that given situation. By eliciting multiple perspectives, this approach can help tease apart what is idiosyncratic from what is essential and help reveal the strength of cues that elicit social responses. For details of PCS, please refer to [2].

3. Analysis of Multimodal Patterns

As described in the literature, gaze, nods, prosody and syntactic features are all argued to impact turn-taking behavior. Before attempting to learn the prediction model, we first explore the relative impact of these different turn-taking cues, which are shown in Table 1. We find the occurrences of looking-away, looking-towards and head nods are very informative cues; prosodic features (pitch slope) provide useful information as well. Syntax completion points co-occur with turn-taking pauses; however, they are not sufficient cues because a turn is usually consist of several complete clauses in our data. The analysis suggests that combining features from different channels should lead to the best results for turn-taking prediction.

4. Multimodal End-of-Turn Prediction Model

The goal of the predictive model is to predict when virtual humans should take turns in real time. Conditional Random Field (CRF) [3] is used because of its advantages in modeling the sequential aspects of human behavior. In the training process, features are first encoded using encoding dictionaries [4] to capture the asynchrony. While testing, the model takes as input a sequence of encoded features and output a sequence of probabilities of states (taking turn or not), from which we can induce the predicted turn-taking time.

4.1 Results and Discussion

We compare the performance of two models learned from PCS with two baseline models. **PCS-Multimodal**: This is the model we learned previously; **PCS-Pause**: The pause model is created by choosing an optimal length of pause duration, it classifies a pause to be a turn-taking pause if its duration is longer than the threshold; **Prosody Model**: Prosody model is trained the same way as PCS-Multimodal model but with only prosodic features [5]; **Syntax Model**: Syntax model is based on the previous work of Sacks et al. [1], where syntax completion points, such as the end of "sentences, clauses, phrases, and one-word constructions", are suggested as possible turn-taking places. The predicted time is considered correct if happening during the turn-taking pause.

As Table 2 shows, F1 score of the PCS-Multimodal model is better than that of other three models. Paired T-Test comparisons between PCS-Multimodal model and the other three models (p = 0.05 for PCS-Pause, p < 0.01 for the other two) suggest the difference is statistically significant. This indicates syntax or prosody only cannot provide enough information to predict the turn-taking pauses. By leveraging the multimodal features, our PCS-Multimodal model performs the best. In this paper, Parasocial Consensus Sampling (PCS) framework is applied in collecting and modeling turn-taking behavior, we validate this new methodology further and generalize it to turn-taking behavior modeling.
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<table>
<thead>
<tr>
<th>Turn-taking Pauses (422)</th>
<th>Non-turn-taking Pauses (1012)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Looking-away</strong></td>
<td></td>
</tr>
<tr>
<td>3% (11)</td>
<td>59% (598)</td>
</tr>
<tr>
<td><strong>Looking-towards</strong></td>
<td></td>
</tr>
<tr>
<td>27% (114)</td>
<td>12% (123)</td>
</tr>
<tr>
<td><strong>Nods</strong></td>
<td></td>
</tr>
<tr>
<td>17% (71)</td>
<td>8% (77)</td>
</tr>
<tr>
<td><strong>Pitch</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Slope</strong></td>
<td></td>
</tr>
<tr>
<td>Up</td>
<td></td>
</tr>
<tr>
<td>38% (160)</td>
<td>22% (227)</td>
</tr>
<tr>
<td>Down</td>
<td></td>
</tr>
<tr>
<td>35% (149)</td>
<td>24% (238)</td>
</tr>
<tr>
<td>Straight</td>
<td></td>
</tr>
<tr>
<td>27% (113)</td>
<td>54% (547)</td>
</tr>
<tr>
<td><strong>Average Pitch Value</strong></td>
<td></td>
</tr>
<tr>
<td>Above</td>
<td></td>
</tr>
<tr>
<td>14% (60)</td>
<td>11% (108)</td>
</tr>
<tr>
<td>Below</td>
<td></td>
</tr>
<tr>
<td>38% (162)</td>
<td>32% (321)</td>
</tr>
<tr>
<td><strong>Syntax Completion</strong></td>
<td></td>
</tr>
<tr>
<td>98% (416)</td>
<td>64% (648)</td>
</tr>
</tbody>
</table>

Table 1. The percentage of turn-taking pauses and non-turn-taking pauses that co-occur with different features. The absolute number is shown in parentheses.

<table>
<thead>
<tr>
<th>PCS-Multimodal Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.78</td>
<td>0.81</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>PCS-Pause Model</td>
<td>0.59</td>
<td>0.90</td>
<td>0.71</td>
</tr>
<tr>
<td>Prosody Model [5]</td>
<td>0.58</td>
<td>0.77</td>
<td>0.67</td>
</tr>
<tr>
<td>Syntax Model [1]</td>
<td>0.29</td>
<td>0.97</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 2. Evaluations for Turn-taking pause prediction: F1 score of PCS-Multimodal is significantly better than that of the other three models.
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1. INTRODUCTION

Serious games and other training applications have the requirement that they should be suitable for trainees with different skill levels. Current approaches either use human experts or a completely centralized approach for this adaptation. These centralized approaches become very impractical and will not scale if the complexity of the game increases. Agents can be used in serious game implementations as a means to reduce complexity and increase believability but without some centralized coordination it becomes practically impossible to follow the intended storyline of the game and select suitable difficulties for the trainee. In this abstract we show that using agent organizations to coordinate the agents is scalable and allows adaptation in very complex scenarios while making sure that both the storyline and the right difficulty level for the trainee are preserved.

We argue that a system without any coordination will not result in good adaptation if the complexity of the game and the number of different adaptable elements increase. Multiple elements could adapt in the same direction and will overshoot the desired target difficulty for the trainee. Or the agents all adapt in a very similar way, resulting in state where the NPC’s are not performing all the tasks required by the scenario. We will also show in this abstract that a naïve centralized approach will become too slow if the number of available tasks that NPC’s can choose becomes too big. While this might not be problematic with the current entertainment games yet (where adaptation to the user is very limited), it will be a problem with more complex serious games. In previous work [2, 1] we proposed to use agent organizations plus a related adaptation engine to control the coordination and adaptation of the agents, while leaving them enough autonomy to determine their next actions. We will show that this gives the right balance between distributing decision making (leading to scalability) and keeping the game believable and immersive. This approach has the benefits of direct adaptation without the need for the designer to directly specify how the adaptation should be done. The designer is able to specify certain conditions on the adaptation to guarantee the game flow but does not have to specify which implementations are chosen after each state. In this abstract we focus on the scalability aspect of the framework.

2. SCALABLE FRAMEWORK

To get a better understanding of the different elements of the whole framework we first briefly describe the different elements and the information that is passed between them. Figure 1 shows a schematic overview of all the different elements of the framework. The NPC’s and other dynamic game elements in the game are controlled by 2APL agents. The agents in the game have the capability to perform basic actions, like walking to a certain location or opening a door. The higher level behaviors are specified in the 2APL agents which send the basic external actions to the agent interface which translates these commands to basic game actions. The game state is used to update the beliefs of the agents, update the progression of the game and pass the performance of the trainee to the user model. The user model uses this information and the task weights from the adaptation engine to update the estimated skill level for each state. These updated skill levels can then be used again to find better matching agent behaviors. The 2APL agents can perform different actions depending on their beliefs and

Figure 1: Framework overview
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dependent on the scene states. The game model contains information about the desired storyline of the game and keeps track of how far the game has progressed in the storyline. This information is passed to the 2APL agents to influence the possible actions they can perform. The agent bidding module specifies the agent preferences for all the applicable plans. The adaptation engine uses this information and the information from the user model to find the plan assignment for the agents that best serves the situation for the trainee. The bidding module of the agent uses this information to control the plans that are selected by the agents.

The whole storyline of the game is build from a collection of partially ordered different scenes (the interaction structure). In each scene we specify the scene objective and the roles that are being played in this scene. Each participating agent plays one of these roles and therefore helps to complete the scene objective. This results in agents goals and plans that are very natural and relevant to the scene and therefore relevant to the storyline.

The scenes are defined by scene scripts that specify which roles participate and how they interact with each other. In these scenes the results of the entire scene are specified and how and in what order the different agents should interact. In our approach we use NPC’s that are based on BDI agents. This means that agent behavior is specified using high level goals and act according to their internal believes. This makes it much easier to identify why an NPC why an agent performs a certain plan. We specially use the term “high level” goals because some of the lower level behaviors can better by specified by other approaches then BDI. Using a combination of BDI agents with an agent organization architecture, results in very natural agent objectives.

An obvious danger of coordinating actions between agents is that, if all possibilities are always sent to a central point which decides the best the combination, we can run into scaling problems and you might as well use completely central control instead of an agent based approach. There are two main differences between a completely centralized approach and our approach. The first is that the agents control when adaptation is initiated. The second is that the agents make a pre-selection of the plans that are applicable in regards to their internal state and the current game state. The numbers of plans combinations that need to be considered is much lower than a fully centralized system. Because pruning is performed on the agent level, even more on the scene level and also on the combination level because of game model boundaries.

We analyze the scaling difference between a naive centralized approach and our coordinated distributed approach. Both approaches will have a very similar approach of combining the actions of the NPC’s but the main difference will be in the remaining number of plans proposed by the agents. We aim to use reasonable assumptions that correspond to the type of serious games we have encountered during our research. The validations and explanations of these assumptions are beyond the scope of this abstract. Using the assumptions we get the following results. The purely naïve approach will have 720 (30 scenes * 4 sub-scenes * 6 actions per sub-scene) different plans for each agent active at the same time. Our approach will have 12 (6 actions per sub-scene * 2 sub-scenes active per scene * 2 active scenes /2 for believability filtering) in figure 2 we plotted out the number of combinations for both approaches depending on the number of agents. As can be seen the number of combinations already add up very quickly with our distributed filtering but it is much more manageable then without the filtering. Even with four agents the filtered approach is already 12960000 times as slow. With more than four agents the naive approach becomes completely impractical.

In practice our distributed approach will be much faster because we are also efficiently filtering out impossible combinations. This means that in practice the number of combinations that will be evaluated will be much lower than the estimations from our graph. We, however, also realize that the term scaling is relative. The coordination is fast enough by using our distributed approach for the type of games we are investigating and is much faster than the naive approach. But because of the exponential nature of the remaining coordination it will not scale to games with massive numbers of NPC’s.

In this abstract we discussed online adaptation in serious games. The adaptation is based on the use of learning agents. In order to coordinate the adaptation of the agents we use an organizational framework that specifies the boundaries of the adaptation in each context. We argue that an agent based approach for adapting complex tasks is more practical than a centralized approach. It is much more natural when the different elements are implemented by separate software agents that are responsible for their own believability. We have shown that by using an agent organization framework we can segment the game in scenes in a natural way to describe which of the possible actions of the agents are relevant at the current moment. Every selection phases reduces the number of plans that need to be coordinated. This greatly reduces the scaling problems when coordinating multiple agents with a large variety of possible actions.
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ABSTRACT

In power markets, the trade of reserve energy will become more important as more intermittent generation is traded. In this work, we propose a novel bidding mechanism for the integration of power and reserve markets. It adds expressivity to reserve bids and facilitates planning.
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1. INTRODUCTION

The currently most popular power market design is to conduct two separate ahead-markets for each hour of the following day, one market to trade binding commitments to transfer power (the day-ahead market), and one market to trade optional intervals of power (the reserve market). In a real-time balancing phase, the differences between the outcome of the day-ahead market and actual demand are settled by executing parts of the intervals sold in the reserve market. The System Operator (SO) most often functions as the market maker. Formally, during the day-ahead phase, a generator $g$, with a capacity in $[P^L_g, P^U_g]$ and a cost function $c_g(P)$, sells a default amount of power $P^\text{def}_g$ and offers an optional interval $[0, P^\text{opt}_g]$. During balancing, the SO can execute $P^{exe}_g \in [0, P^\text{opt}_g]$ per generator $g$. In both phases combined, $g$ will sell at least $P^\text{def}_g$ and at most $P^\text{max}_g = P^\text{def}_g + P^\text{opt}_g \leq P^L_g$.

Most research into the co-existence of both markets agrees to clear them simultaneously to avoid market power issues.

However, the bids for fixed power and reserves are still made separately, although there is in fact only one product (power capacity) which can be offered in both markets. This causes several problems for bidders. First, as there is only one cost function for this product, then if bids are separated, at least one bid needs to be simplified as long as it is unclear how much capacity each bid will win. Current reserve market designs restrict bids for reserves to only a constant price for each activated unit in $P^{exe}_g$ (sometimes also a fixed price for keeping up to $P^\text{opt}_g$ available is asked). In addition, the decision which amounts to offer in each of the two markets such that all outcomes respect the upper capacity constraint $P^\text{max}_g$, as well as the resulting calculation of opportunity costs, are difficult issues for the bidding strategies of generators.

The trade volume of reserve power is expected to grow: We are faced with decreasing certainty of supply caused by the advent of intermittent generation, i.e. renewables like solar and wind, and hope to use technologies like storage systems and Demand Response to manage this problem. This paper explores this new research challenge, beginning with the standard use case of reserve capacity offered by supply.

Its main contribution is the proposal of a novel, bundled bid format and an associated clearing mechanism for an integrated power- and reserve market. The bid format allows generators to offer $P^\text{opt}_g$ with non-constant price functions that can resemble actual costs of production and relieves them of the planning problem for $P^\text{max}_g$. In addition, the SO is enabled to include estimates of $\sum g P^{exe}_g$ in its task to minimise generation and transmission costs.

We formulate the two-stage clearing process of the SO as a Strictly Convex Quadratic Programming problem [2], which we have successfully implemented in the well-known electricity network simulation framework AMES [3] (thus incorporating transmission constraints into pricing). We close by introducing a strategy space to include opportunity costs within bids.

2. THE BID FORMAT

Generator $g$ maps amounts of power to total prices via a quadratic bid function. Quadratic functions are widely used to model bids in power markets because they are sufficiently realistic and their derivatives are continuous, and thus marginal prices are well-defined. In traditional day-ahead power auctions, the amounts $P^\text{def}_g$ for all $g$ are allocated by the SO by announcing a marginal clearing price. To also express bidding for reserve capacity $P^\text{opt}_g$ within these supply functions, we propose that $g$ fixes the ratio $r = P^\text{opt}_g / P^\text{max}_g$ for each bid, such that knowing $P^\text{def}_g$ determines $P^\text{opt}_g = P^\text{def}_g \frac{r}{1-r}$. For example, with $r = \frac{1}{3}$ we denote that...
$P_{def}^{g}$ will certainly be sold and $[0, P_{opt}^{g}] = [0, \frac{1}{2} P_{def}^{g} / 2]$ is the optional interval. Thus, the reserve interval $[P_{def}^{g}, P_{max}^{g}]$ is determined by the market clearing, allowing the SO to price $P_{def}^{g}$ and $P_{exe}^{g}$ on the same function and $g$ to include opportunity costs in the bid.

At $r = 0$, no flexibility is offered and the generator has full certainty how much he sells ($P_{def}^{g} = P_{max}^{g}, P_{opt}^{g} = 0$). This resembles traditional bid functions with no reserve offer. At $r = 1$, everything is flexible and the SO will assume full flexibility over $P_{exe}^{g}$ in the balancing phase ($P_{def}^{g} = 0, P_{opt}^{g} = P_{max}^{g}$). Generator $g$ can place several bids $b_{g,r}$, each using a different $r \in [0,1]$.

3. THE MARKET MECHANISM

3.1 Optimal dispatch in the day-ahead trade

We now formulate a Constraint Satisfaction Problem for the day-ahead phase. The SO conducts a one-shot auction. Demand is modelled by agents $l \in L$, where $L$ stands for Load-serving-entities (LSE), who only submit the requested amounts for fixed power $P_{def}^{l}$ and reserve power $P_{opt}^{l}$. The SO chooses one bid $b_{g,r}$ per generator $g$ and announces a marginal market clearing price $\gamma_{def}^{g}$, which defines how much each unit in $\sum_{g} P_{def}^{g}$ will be paid for. The marginal clearing price of the balancing phase $\gamma_{exe}^{g}$ will be higher - its theoretical maximum is known as it will also be determined from the winning bids $b_{g,r}$. Via $\gamma_{def}^{g}$, each generator can look up on $b_{g,r}$ how much power $P_{def}^{g}$ he is committed to supply and this also tells him how much reserve capacity $P_{opt}^{g}$ he needs to keep available. The optimisation goal of the SO is to minimise generation costs. One approach is to only minimise the costs which are known for sure in this phase ($\sum_{g} P_{def}^{g} \gamma_{def}^{g}$), another is to include an estimation of the costs of the balancing phase ($\sum_{g} P_{exe}^{g} \gamma_{exe}^{g}$). The first constraint to this optimisation requires that demand is satisfied: $\sum_{g} P_{def}^{g} = \sum_{l} P_{l}^{def}$. Secondly, the SO needs to make sure that each generator will stay within its generation limits: $P_{l}^{def} \leq P_{def}^{g} \leq P_{l}^{opt} (1 - r_{g})$. Each generator agrees to hold back reserve capacity $P_{opt}^{g} = P_{def}^{g} / (1 - r_{g})$. The overall reserve capacity needs to match the demand for reserves. Hence, we add the third constraint $\sum_{g} P_{opt}^{g} \geq \sum_{l} P_{l}^{opt}$. The number of functions each generator can bid is a parameter of the mechanism. This is a trade-off between the time complexity of finding a solution and the freedom of the generators to bid on as many different $r$ as they want.

3.2 Optimal dispatch during balancing

During the real-time phase, LSEs announce their balancing requirements $P_{exe}^{g} \in [0, P_{opt}^{g}]$. In order to find $\gamma_{exe}^{g}$ and thereby allocate each generator a value for $P_{exe}^{g} \in [0, P_{opt}^{g}]$, the SO translates the interval $[P_{def}^{g}, P_{max}^{g}]$ of each successful bid $b_{g,r}$ from the day-ahead phase into a new bid function $b_{g,r}$ in the interval $[0, P_{opt}^{g}]$. These translated bids are then used to minimise $\sum_{g} P_{exe}^{g} \gamma_{exe}^{g}$.

4. OPPORTUNITY COST ASSESSMENT

Reserve markets should compensate generators for their (lost) opportunity costs of withholding reserve capacity, the computation of which is non-trivial [1]. We assume an approximation can be done via some function $\phi_{g}(P_{opt}^{g})$. To include opportunity costs in bids, most approaches (see [4]) either use general availability costs, where generators include a one-time fee for providing the reserve capacity interval ($/MW$), or activation costs, only adding costs to each unit of reserve capacity that is actually activated in real time ($/MWh$). While the former approach is easier to derive, the latter approach uses no constants which is a needed feature of many quadratic optimisers, like the one AMES uses. We show how the a pure activation strategy as well as mixed strategies can be computed, given the availability strategy.

Let $c_{g}(P) = aP + bP^{2}$ be the cost function of generator $g$. The availability strategy simply shifts the function upwards by $\phi_{g}(P_{opt}^{g})$ and thus uses $b_{g,av}(P) = c_{g}(P) + \phi_{g}(P_{opt}^{g})$. The activation strategy instead increases the unit price $a$ by some amount $a'$, such that the expected total revenue equals $b_{g,av}(P)$, when taking an expected probability distribution $D$ over $P_{exe}^{g}$ into account.

Figure 1: Pricing strategies for opportunity costs

With the availability strategy, the generator carries the risk of underestimating $P_{exe}^{g}$, and the demand side carries the risk of him overestimating it, while for the activation strategy it is the other way around. Mixed strategies increase $a$ by a value $\in [0, a']$ and shift the cost function upwards by a value $\in [0, \phi_{g}(P_{opt}^{g})]$. As for the activation strategy, $g$ can also use an expected probability distribution to find these values, such that over the interval of possible outcomes for $P_{exe}^{g}$, the expected total revenue equals $b_{g,av}$.
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ABSTRACT

The analysis of building evacuation has recently increased attention as people are keen to assess the safety of occupants. We believe that human psychological conditions must be taken into consideration in order to produce accurate evacuation simulations, and human relationships are factors that influence the psychological conditions. Our BDI model based simulations generate emergent behaviors in a crowd evacuation such as a result of interactions in the crowd.
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1. INTRODUCTION

The analysis of building evacuation has recently increased attention as people are keen to assess the safety of occupants. The traditional fluid-flow model cannot handle the interpersonal interaction mechanism among evacuated people. It is difficult to simulate the joining flows of humans at staircase landings using the grid based simulation method. Agent based simulation provides a platform on which to compute individual and collective behaviors that occur in crowds.

Gilea et al’s study on the World Trade Center disaster presents five points that are required to simulate egress from buildings: travel speed model, information seeking task, group formation, experience and training, and choosing and locating exit routes [2]. They are related to each other, and are affected by people’s mental condition. Kuligowski reviewed 28 egress models and stated that there is a need for a conceptual model of human behavior in time of disaster so that we can simulate actions such as route choice, crawling, and even group sharing of information [2].

We believe that human relationships cause behaviors such that people either form a group to evacuate together or they fall away from the group. We apply BDI model in which human relationships affect evacuation behaviors, and modify Helbing’s social force model so that it involves the intentions of agents [3]. Our simulations reveal typical behaviors in a crowd evacuation such as interactions in the crowd. The simulation indicates that congestions caused by the interaction take a longer time to evacuate from buildings as often happen in actual situations.

2. HUMAN EVACUATION BEHAVIOR

2.1 BDI model of evacuation behavior

Agents change their choice methods of actions according to disaster situations. When we fear for our physical safety, we think only of ourselves and will get away from a building with no thought to anything else. When we feel no anxiety, we think of other people and evacuate together. Agent belief-desire-intention (BDI) model is applied so that the selected actions interfere with the behaviors of others and cause evacuation grouping and breaking in a crowd.

2.2 Intension presentation in social force

Helbing’s model of pedestrian dynamics is

\[
m_i \frac{d \mathbf{v}_i}{dt} = f_{ie} + \sum_{j \neq i} f_{ij} + \sum_{W} f_{iW}.
\]

(1)

\(f_{ie}\) is a social force that moves the agent to its target. \(f_{ij}\) and \(f_{iW}\) are repulsion forces to avoid collision with other agents or walls, respectively.

We present the intentions of agents as target places or persons that are determined by BDI models. For example, when child agents follow their parent, the targets are their parent whose positions change during the simulation step. The motions of the agent are calculated by micro simulation which simulation step \(\Delta \tau\) is finer than the simulation step \(\Delta t\) of the intention decision. The social force is

\[
f_{ie} = m_i \frac{\mathbf{v}_i^0(t) - \mathbf{v}_i(t)}{\tau_i}.
\]

(2)

\(\mathbf{v}_i^0(t)\) is a unit vector to the targets and \(\mathbf{v}_i(t)\) is a walking vector at \(t\). \(m_i\) is the weight of agents \(i\), and \(\mathbf{v}_i^0\) is the speed of walking. The speed is set according to the age and sex of the agent. It becomes faster when the agent feels fear and becomes zero when it arrives at its destination.
Building2. They move to the nearest refuge location through a square in the front of Building 1 & 2 under three cases.

a) Parents and their children are in the same building, namely, 50 parent-child pairs are in each building.

b) Agents are randomly located in terms of which building parents and their children are. Some parents and their children are in different buildings, while other parent-child pairs are in the same building.

c) For all parent-child pairs, parents and their children are in different buildings.

Fig.1 presents screen shots of cases a) and c). Parent-child pairs evacuate smoothly in case a). However, in case b) and c), parents who are in different building move to their child. This movement causes congestion in the square and in the entrances of buildings. Fig.2 illustrates the rate of agents who arrive at Refuge 2. The congestion is greater in b) than in c). It takes more time to evacuate in cases with greater congestion.

4. SUMMARY

We apply BDI model in which the human relationships affect at the stages of the sense-reason-act cycle of agents, and adopt Helbing’s model so that it involves the factor of agent intentions.

The intention decision model of agent and a social force based traffic simulator are implemented using RCRS. Several evacuation scenarios including one in 3.2 are examined. The results of evacuation simulations reveal the following:

1. Family-minded human behaviors result in family members evacuating together, which causes interactions in the crowd.

2. Evacuation guidance affects crowd evacuation behaviors. The movements of a small number of agents are involved in a number of agents’ behaviors.

3. As real life, evacuation takes more time when congestion occurs.

These are not programmed explicitly in the code of agents. The emergent behaviors occur as a result agent behavior-decision stages implemented as part of human relationships. These results demonstrate the effectiveness of our model.
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ABSTRACT
Utilizing principles from parallel and distributed processing combined with inspiration from modular robotics, we developed the modular interactive tiles. As an educational tool, the modular interactive tiles facilitate the learning of multi-agent systems and interactive agent-based games. The modular and physical property of the tiles provides students with hands-on experience in exploring the theoretical aspects underlying multi-agent systems which often appear as challenging to students. By changing the representation of the cognitive challenging aspects of multi-agent systems education to a physical (hands-on) one, the challenge may become much easier and fun to face for the students.
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1. INTRODUCTION
For the distributed processing education as needed for students to learn about multi-agent systems, swarm intelligence, agent based gaming, etc. we suggest using interactive parallel and distributed processing that allows the student to easily represent, interact with and create their own agent system in a physical manner. The approach allows students and researchers in a physical, hands-on manner to face sub-problems including distribution, master dependency, software behavioural models, adaptive interactivity, feedback, connectivity, topology, island modeling, and user interaction. As an example, the approach allows experimenting with hierarchical and functional decomposition of problems. An educational tool for this kind of algorithmics learning should allow students to learn about when to utilise shared variables and distributed variables, when to use a scheduler, how to use semaphores for critical sections, and about the issues related to topology, communication, event based control, deadlock prevention, data transfer, etc. AI also demands learning about distributed systems for learning about neural networks, artificial life, evolutionary computation, multi-agent systems, swarms, etc.


2. CHANGING REPRESENTATION
A number of these computer science themes which are necessary to understand for creating multi-agent systems can appear quite abstract to the engineering and computer science student. There is clearly a need to have an educational tool that allows the students to confront these themes in a very concrete manner. We suggest that the best way to learn about these abstract issues is through direct hands-on problem solving, following the pedagogical principles of Piaget known as constructionism [2] combined with a contextualised IT training approach for students by allowing them to work with building blocks. Many experiments have indicated that the hands-on, problem-solving, constructionism approach allow the learner to confront abstract, cognitive problem solving in a simpler manner through the physical representation. Different representations (e.g. physical representation) can cause dramatically different cognitive behaviour. Zhang and Norman [3] propose a theoretical framework in which internal representations and external representations form a "distributed representational space" that represents the abstract structures and properties of the task in "abstract task space" (p. 90). They developed this framework to support rigorous and formal analysis of distributed cognitive tasks and to assist their investigations of "representational effects [in which] different isomorphic representations of a common formal structure can cause dramatically different cognitive behaviours" (p. 88).

The physical parallel and distributed system that we present here enables the experience of physically manipulating objects and the material representations of information. The mapping between the physical affordances of the objects with the digital components (different kinds of output and feedback) is a design and technological challenge, since the physical properties of the objects serve as both representations and controls for their digital counterparts. Here, we make the digital information directly manipulatable, perceptible and accessible through our senses by physically embodying it. While playing with the system, the user can take advantage of the distinct perceptual qualities of the system and this makes the interaction tangible, lightweight, natural and engaging. Interacting with a physical parallel and distributed system may mean jumping over, pushing, assembling, touching physical agents and experiment a dialogue with the agents in a very direct and non-mediated way, and hence it is viewed as highly suitable e.g. for student training.

3. MODULAR INTERACTIVE TILES
The Modular Interactive Tiles System (MITS) is proposed as a tool for MAS education. The system is based on physical modules representing agents: Each module has a physical expression and is
able to process and communicate with its surrounding environment. The communication with the surrounding environment is through communication to neighbouring modules and/or through sensing or actuation. A modular system is constructed from many such modules. As a physical multi-agent system, each module works as an agent with a primitive behaviour, and the overall behaviour of the system emerges from the coordination of a number of physical modules (agents), and the single/multi user-interaction. The modular interactive tiles attach to each other to form the overall system. The tiles are designed to be flexible and in a motivating way to provide immediate feedback based on the users’ physical interaction, following design principles for modular playware [1]. Each modular interactive tile has a quadratic shape measuring 300mm*300mm*33mm – see Fig. 1. Each module includes an ATmega 1280 as the main processor, four IR transceivers for communication to neighboring modules, a force sensitive resistor (FSR sensor) to measure the force exerted on top of the module, a 2 axis accelerometer to detect horizontal or vertical placement of the module, and eight RGB light emitting diodes with equal spacing in between each other on a circle. Each side of a module is made as a jig saw puzzle pattern to provide opportunities for the modules to attach to each other. The cover of the modules is made from two transparent satinice plates with a sticker in between. The modular interactive tiles are individually battery powered and rechargeable with a Li-Lo polymer battery. A fully charged modular interactive tile can run continuously for approximately 30 hours and takes 3 hours to recharge.

An XBee radio communication chip can be mounted in each tile. Hence, there can be two types of tiles, those with a radio communication chip (master tiles) and those without (slave tiles). The master tile may communicate with the game selector box and initiates the games on the built platform. If communication is needed e.g. to the game selector box, a PC or another remote tiles platform, a platform has to have at least one master tile.

With these specifications, a system composed of modular interactive tiles is a fully distributed system, where each module (i.e. agent) contains processing (ATmega 1280), own energy source (Li-Lo polymer battery), sensors (FSR sensor and 2-axis accelerometer), effectors (8 colour LEDs), and communication (IR transceivers, and possibly XBee radio chip). In this respect, each tile is a self-contained agent and can run autonomously. As a multi-agent system, the overall behavior of the system composed of such individual tiles (agents) is however a result of the assembly and coordination of all the tiles (agents).

The modular interactive tiles can easily be set up on the floor or wall within one minute. The modular interactive tiles can simply attach to each other as a jigsaw puzzle, and there are no wires. The modular interactive tiles can be put together in groups (i.e.: tiles islands), and the groups of tiles may communicate with each other wireless (radio). For instance, a game may be running distributed on a group of tiles on the floor and a group of tiles on the wall, demanding the user to interact physically with both the floor and the wall.

We have implemented more than 30 different games on the modular interactive tiles system, and students can easily implement and test different agent-based games on the system, e.g. on sets of 5-10 tiles. The games include rehabilitation games for cardiac patients and stroke patients, prevention games for elderly, sports games (e.g. used during FIFA World Cup 2010 in South Africa with teleplay to Europe and Asia), music games, brain training games, autism therapy games, entertainment games, etc. (see [4] incl. videos). For making the agent-based games, the students can work on fundamental challenges underlying multi-agent systems including robustness, communication, system connection, token-passing, deadlock prevention, parallelism, reconfiguration, memory sharing, and topology. The MITs model is ideal for implementing all of the above challenges since the hardware components are minimalistic and the distributed system complexity can be developed and tested in a quick and easy manner (Figure 2).

![Figure 2. Different topologies of modular tiles.](image)

The simple game Final Countdown can work as an example of a simple agent-based game. In the Final Countdown, the tiles platform can vary both in aspect and size, since each tile is an agent that behaves like all the other agents in the system. The system consists of a number of agents (tiles) that, when the game is initiated, have all their eight LEDs turned ON. With a given interval (e.g. one second), each agent (tile) starts to “fade-out” switching OFF one LED after the other in a clockwise sequence. If one of the agents gets completely OFF (i.e. zero LEDs turned ON), that agent broadcasts a “game over” signal to the neighbours, which relays this signal, and all agents (tiles) show that the game is over. To restore a single agent (tile) to the initial state of all lights on, the user has to step on it. For the user(s), the game becomes to keep all the agents (tiles) alive by stepping on them. The larger the platform the more important becomes the strategy users bring into play to keep the game alive, e.g. a multi-user cooperative strategy. Other agent-based games include, for instance, a physically interactive form of Conway’s Game of Life, and a color-mix game, where colours are flooding to neighbouring agents and the agent colour is a mix of colours from neighbours.

4. REFERENCES
Towards Robot Incremental Learning Constraints from Comparative Demonstration (Demonstration)

Rong Zhang, Shangfei Wang, Xiaoping Chen∗, Dong Yin, Shijia Chen, Min Cheng, Yanpeng Lv, Jianmin Ji†, Dejian Wang and Peijia Shen
University of Science and Technology of China, Hefei 230026, China
†The Hong Kong University of Science and Technology, Hong Kong
xpchen@ustc.edu.cn

ABSTRACT
This paper presents an effort on the approach called the Learning Constraints from Comparative Demonstration (LCfCD), in which the teacher (people) demonstrates for the task in a new unordinary situation a number of right and wrong behaviors. The robot tries to recognize the differences between the right and wrong behaviors, and extract new knowledge, especially the constraints that the task in the new situation imposes on the robot’s behaviors.

Categories and Subject Descriptors
I.2.6 [Learning]: Knowledge acquisition
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Experimentation

Keywords
Intelligent Robot, Learning from Demonstration

1. INTRODUCTION
In recent years, researchers have shown growing interest in Learning from Demonstration (LfD) [1], which provides a new approach to improving the abilities of robots. Most LfD methods currently concentrate on learning procedural knowledge about how to fulfill a given task. However, the same task should be fulfilled differently in different situations. A procedure for fulfilling the task in a certain situation may be improper in another one, e.g., causing harmful side-effects. For example, a robot who knows how to pick up an item in ordinary situations may not know how to avoid falling of other items in some particular situations. One solution to this problem is to decompose LfD into two parts: first learning “canonical knowledge” for ordinary (simplest, typical) situations and then learning constraints to the canonical knowledge for more and more complicated unordinary situations. Therefore, the entire learning process becomes incremental and needs less number of demonstrations.
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This paper presents an attempt on incremental robot learning from demonstration. Based on previously learnt knowledge about a task in simpler situations, a robot learns to fulfill the same task properly in a more complicated situation through analyzing comparative demonstrations and extracting new knowledge, especially the constraints that the task in the new situation imposes on the robot’s behaviors.

2. APPROACH
LCfCD assumes that the teacher and the robot “share” a set A of primitive actions. The precondition and the effect of each primitive action a ∈ A are known by the robot and taken to be identical for both the teacher and the robot, i.e., differences between the executions of each action by the teacher and the robot are ignored. Thus it is not required to identify the teacher’s actions precisely. States of the environment are specified by a subset of P, the set of predefined predicates. For instance, in our experiment, P contains on(X,Y), standing for the fact that object X is on the object Y, and sticking_out(D), for D is sticking out. \{s1, a1, ..., sn, an, sn+1\} is called an execution sequence, where s1 is the initial state, a1, ..., an are primitive actions, and sn+1 is the sequential state reached by the execution of ai under si, and an is called the end action and sn+1 the end state. An execution sequence and a learning label t ∈ \{+, −\} compose a task demonstration e = (h,t), where +, − denotes right and wrong respectively. A task demonstration labeled with +/− is called a positive/negative example.

The LCfCD also assumes the robot has been equipped with a general-purpose planner and a knowledge base KB which contains previously learnt knowledge about the task, including the knowledge about the primitive actions and other background knowledge. With the planner and KB, the robot can complete the task properly in the previously known situations.

The data for LCfCD E = (E+, E−) is composed of a set of positive examples E+ and a set of negative examples E−, which are obtained by behavior identification and attitude recognition. Whence E is ready, the learning procedure of LCfCD is conducted in the following steps. (1) Difference analysis: Identify the difference set D ⊆ P between the end states of execution sequences in E+ and E−, where D is included in every end states in E− and none of end states
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in \( E^+ \). (2) Causal analysis: Extract, if any, new rules of primitive actions describing their unexpected effects observed in \( E \). For instance, in out experiment, a new rule, \( R \), is learnt: if there is a red can on the sticking-out end of the board and the blue can on the other end of the board is picked up, then the red can will fall. (3) Pre-condition analysis: Make out initial conditions under which \( D \) is satisfied in the end states. The result is a set of predicates \( I \) which is included in the initial state of every \( e \in E^- \) and not in the initial state of any \( e \in E^+ \). (4) Induction: Generalize the extracted knowledge into a more general form. For instance, under some conditions, predicates such as \( \text{can}, \text{cup} \), etc can be generalized as \( \text{small}_\text{object} \), and predicates such as \( \text{red} \) will be ignored, meaning that color is irrelevant. After the learning phase, KB is updated with learnt rules and constraints like \( C: T \land I \Rightarrow \neg D \), which states that \( D \) is prohibited if the task is \( T \) and the initial state satisfies \( I \).

An execution sequence is extracted from a demonstration of the teacher through detection and tracking of the related objects, as described as follows. (1) Pre-processing: A median filter is used for noise reduction on the captured videos and depth information. (2) Target segmentation: to narrow the region of interest, an initial segmentation is executed by making use of the mask constructed from the depth information. Then the ultimate segmentation of target objects of concern is executed in HIS. (3) Target tracking: The directions and speed of movement are calculated from the location differences of the targets in the previous and current frames, and the most likely locations of the targets in next frame are estimated. (4) Extracting information of the states and the actions. Currently we only consider primitive actions that are easy to be distinguished. For example, pick-up and put-down can be distinguished according to the proportion of eye. And there are total \( 3 \) weights are summed as the effect of the whole sequence.

Now the ‘+’ label is expressed by the teacher’s nodding/shaking her head, respectively. To recognize them, the teacher’s pupils are detected first through the following steps. (1) AdaBoost is used with Haar features to detect the teacher’s face region. (2) In the same way, the right-eye regions are detected in \( (x \in [1, \text{width}/2], y \in [1, 0.6 \times \text{height}]) \) and \( (x \in [\text{width}/2, \text{width}], y \in [1, 0.6 \times \text{height}]) \) (Fig 1). If \( M = 0 \) or \( N = 0 \), then the algorithm fails; otherwise, \( M + N \) coordinates of pupils are calculated according to the proportion of eye. And there are total \( M \times N \) pupil pairs. (3) Three weights are summed as the probability of each pair: \( W_1 = 1 - |S_l - S_r|/(S_l + S_r) \); \( W_2 = \rho < 0.85? -10 - \rho \), where \( L = (S_l + S_r) \times 5/6 \) and \( \rho = 1 - |L_0 - L|/(L_0 + L) \); \( W_3 = \theta < 0.85? -10 - \theta \), where \( \theta = D_m/\theta (D_m + D_s) \). The pair with the largest \( W_1 + W_2 + W_3 \) is selected. Here 0.8 and 0.85 are empirical values. Then the horizontal and the vertical displacement of binoculars are calculated in each two successive frames. If the horizontal is larger than the vertical, then it is shake, else it is nod. Finally, vote is used to determine the expression of the whole sequence.

3. DEMO

This demo (http://www.wrighteagle.org/) shows one of tests on the LcICD approach. The robot [2] has a 6-DOF manipulator, multiple cameras and laser range finders. Also the robot has a general-purpose planner and a KB as described in last section. The robot can complete tasks of moving small objects in ordinary situations where items’ falling is not considered. The purpose of the experiment is to show that: with LcICD, the robot can learn to move objects while avoiding things falling in the designed scenario.

The teacher demonstrates a positive and a negative example of the same task, to pick up the can on the inside end of the board. In the negative example, the robot picks up the inside can first, and then accidentally causes the outside one to fall; in the positive example, the robot puts the inside can on the table first, then to pick up the inside one. Actually, the robot can generate these two sequences with the current KB, but will always choose the wrong one because it is shorter and the current KB does not contain rules predicting the falling of items or constraints prohibiting falling of items. So this is a substantially new situation to the robot.

With LcICD, the robot gets \( D = \{ \text{can}(a), \text{red}(a), \text{on}(a, b), \text{ground}(b), \text{board}(c), \text{on}(c, b) \} \), \( R \), and \( C \) (see last section).

The learned rules and constraints are generalized with background knowledge, obtaining the resulted \( D' = \{ \text{on}(a, b), \text{small}_\text{object}(a), \text{ground}(b), \text{board}(c), \text{on}(c, b) \} \), as well as corresponding \( R' \) and \( C' \); otherwise, more task demonstrations would be needed to reach the same generality.

After the learning phase, the robot is asked to pick up one of the cans. The experiment shows that, the robot can always complete the task while avoiding items falling. In addition, the robot is also asked to pick up the outside can, and she picks it up directly. This means that LcICD does not damage the original knowledge which keeps valid.
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ABSTRACT
This paper describes a Demo showing the role of the Teleworkbench in the validation process of a multi-agent system, e.g., a traffic management system. In the Demo, we show the capability of the Teleworkbench in seamlessly bridging the simulation and experimentation with real robots. During experiments, important information is logged for analysis purpose. Additionally, a graphical user interface enables geographically distributed users to perform some levels of interactivity, e.g., watch the video or command the robots.
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1. INTRODUCTION
One of the challenging aspects in the development of multi-agent systems is their validation in real environment. For this purpose, robots are widely used as test platforms as they can interact with and change the environment. However, performing experiments with real robots is considerably tedious. It is a repetitive process consisting of several steps: setup, execution, data logging, monitoring, and analysis. Moreover, it also requires a lot of resources especially in the case of experiments involving many robots.

We have designed a system that can ease the tasks of conducting experiments with single or multi minirobots, called the Teleworkbench [4]. The aim of the system is to provide a standard environment in which users geographically distributed can test and validate their algorithms and programs using real robots. As experiments run in a standardized environment, we can easily compare the results.

This paper describes a Demo showing the Teleworkbench as a platform that can assist users to conduct experiments for validating their multi-agent system using real robots. Six features that the Teleworkbench offers are: (i) integration with robot simulator using a commonly known robot programming framework called Player/Stage [2, 1], (ii) support remote-download of user-defined robot programs, (iii) automatic environment building, (iv) data logging during experiment, (v) robot tracking up to sixty-four robots, and (vi) a visualization tool for experiment analysis.

The scenario used in the Demo is a traffic management system involving many agents (see Figure 1): Trafficlight Controller (TC), Blackboard (BB), and Robot Controller (RC). The TC agent is responsible for controlling a set of traffic-lights at one location that requires traffic management, namely a crossing. In the current implementation, only one direction at a crossing can have a green light and there is no communication among TCs. TCs update the status of all traffic-lights via a topic at the BB in a publish-subscribe fashion. Any agent which needs the status of a specific traffic-light can subscribe to that particular topic. The RC agent is responsible for controlling a vehicle implemented on a minirobot Khepera III. Each vehicle has its specific route that may go through one or more crossings. The RC periodically updates the position of the vehicle and if the controlled vehicle is near to one crossing, it inquires BB for the status of the traffic-light. Accordingly, it will
command the vehicle to stop if the traffic-light is red or otherwise to continue following the route.

With the Teleworkbench, the validation process can be done seamlessly, from the simulator to the real environment. At first, a user can test the developed algorithm in a robot simulator. Afterwards, s/he can log in to the website and set up an experiment. During setup, some parameters of the experiment can be defined, e.g., the model of environment, the experiment duration, and the number of robots. When the experiment is set and ready, the Teleworkbench will first read the defined environment model and translate it to the real environment by using the gripper module. Afterwards, the uploaded programs are deployed and executed. There are two possible deployment platforms for the robot programs: PCs or robots. During experiments, the communicated messages among agents are logged and can be retrieved after the end of the experiment. At the same time, users can also observe the experiment using the developed graphical user interface (GUI) that can display the streamed video overlaid by some robot information such as robot symbol, robot path, and sensor information (see Figure 2).

2. SYSTEM DESCRIPTION

The modular and distributed system architecture of the Teleworkbench (TWB) is shown in Figure 3. Earlier papers [4, 5] describe the system in details. The following are short descriptions of some main components.

The TWB comprises a main experiment field of 3.6×3.6m that is partitionable into four sub-fields. Thus, up to four experiments can run in parallel. A gripper module with four degrees of freedom (3 translational and one rotational) allows automatic environment setup by placing plastic blocks or robots at predefined locations and orientations. Three different robotic platforms are currently used on the Teleworkbench: Khepera II, Khepera III from K-Team Corporation and the BeBot [3]. A 6-bit barcode-like marker is attached on top of each robot for position and orientation detection as well as for identification up to 64 robots. Five Prosilica GE1050 CCD cameras with a resolution of 1024 x 1024 pixels are mounted above the experiment field, four of which monitor the sub-fields. Each camera is connected to a video server that processes the video data to provide the GPS-like position and orientation information of the robots as well as to record and stream the video. A server is responsible for the experiment scheduling and execution. Moreover, the server handles the message passing among robots via Bluetooth and WLAN. Another server is assigned as the intermediary between users and the TWB. A website is provided to enable users to perform different activities, e.g. set-up and execute experiments, retrieve experiment data, or watch live-video. A file server is deployed to store all data that accumulates during experiments that can be used for evaluation and analysis purpose. Additionally, an application programming interface (API) is provided to support users in developing a program that can interact with the robots or the TWB.
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ABSTRACT

We present a MAS decision support tool, as an open and regulated virtual organization, that uses intelligent agents to manage a flexible water-right market. The application goal of this tool is to be used as a simulator to assist in decision-taking processes for policy makers. The simulator focuses on demands and, in particular, on the type of regulatory (in terms of norms selection and agents behaviour), and market mechanisms that foster an efficient use of water while also trying to prevent conflicts among parties. Technically, it contributes with a testbed to explore policy-simulation alternatives under an agreement-technology perspective, thus promoting agreements fulfillment.
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1. INTRODUCTION AND GOALS

Water scarcity is a major concern in most countries due to the precarious balance in types of use, the increasing number of conflicts over water rights and the need of accurate assessment of water needs. Experts agree that more efficient uses of water may be achieved within an institutional, decentralized framework where water rights may be exchanged voluntarily to other users in exchange for some compensation, and always fulfilling some pre-established norms [5, 6]. From a hydrological perspective, related work focuses on sophisticated basin simulation models for water management, hydraulic resources and sustainable planning [1, 4, 5]. Although these works have successfully bridged the gap between the state of the art in water-resource systems and the usage by practitioners at the real-world level, the gap can still be narrowed from a social perspective. The underlying idea is to consider social aspects, such as different norms typology, human (mis)conducts, etc., which may lead to a win-win situation in a more efficient use of water. This requires the use of intelligent agent technology, including trust, cooperation, argumentation and, in general, agreement technologies.

This paper contributes with the application of a flexible water-right market, mWater [3], with a twofold objective. First, to deploy a virtual market to study the interplay among intelligent agents, rule enforcing and performance indicators within a decision-support tool. Second, to provide a playground for the agreement computing paradigm to easily plug in new techniques and assess their impact in the market indicators, which is very interesting.

2. THE mWATER SYSTEM

mWater uses a multi-tier architecture, which relies on an electronic institution model (see Figure 1). Our institution is specified through a nested performative structure with multiple processes and five agents roles (see [2, 3] for further details). The essence of our market relies on the trading mechanisms and grievance structures. The former implements the trading process itself, which entails the participation of the buyers/sellers and staff agents. Since the agreement execution may turn conflicting with third party agents, the grievance structure is necessary to allow normative conflicts to be solved within the institution.

In the persistence tier we have designed a relational database that comprises the complete information about basins, markets and grievances. The business tier is the core of the institution and allows us to embed different AI techniques (e.g. trust and data mining for participants selection, planning to navigate through the institution, collaboration and negotiation to enhance agreements and minimize conflicts, etc.) thus ranging from a simple to a very elaborate market. In order to simulate how regulations and norms modify the market behaviour and to evaluate their effects, we include a deliberative module in the staff agents to reason on regulation matters. We also provide a useful functionality for participants: a constraint programming formulation to navigate through the electronic institution and an optimization process to assist the user on the negotiation process, being able to reach the best result. The presentation tier, i.e. the mWater GUI, is intuitive and highly interactive. It offers an effective way for the user to configure a given simulation with the following data: (i) the starting and finishing date for the simulation; (ii) the water users that participate in the market (different types of water users lead to different results; e.g. a group in which water users do not trust other
members of the group results in a low number of agreements and a high number of conflicts); and (iii) the regulation to be applied in the current simulation. The GUI displays graphical statistical information, which is also recorded in the database, that indicates how the market reacts to the input data in terms of the number of transfer agreements signed in the market, volume of water transferred, number of conflicts generated, etc. Apart from these parameters, we also display different quality indicators based on “social” functions to assess values such as the trust and reputation levels of the market, or degree of water user satisfaction among others.

3. TECHNICAL DISCUSSION

As a testbed to explore techniques and technologies from the agreement computing standpoint, mWater provides answers to different issues:

*Norms.* How to model and reason on norms within the market, how the regulations evolve and how to include new dispute resolution mechanisms? Ensuring norm compliance is not always possible (or desired), so norm violation and later detection via grievances usually makes the environment more open, dynamic and realistic for taking decisions, which is closely related to the institutional aspects.

*Organizational issues.* How beneficial is the inclusion of collective roles, their collaboration (and trust theories) and how the policies for group formation affect the market behaviour?

*Collective decision-making, social issues and coordination.* Argumentation (rhetorical and strategic aspects), judgement aggregation (not only from the social choice perspective), reputation, prestige and multi-party negotiation are essential elements that have a relevant impact in the market performance.

*Integration with other tools.* As a simulator, mWater allows water-policy makers to easily predict and measure the suitability and accuracy of modified regulations for the overall water market, before using other operational tools for the real floor. This provides an appealing scenario to manage the water resources effectively.

*Applicability to other markets.* Our experiences show that this framework is generic and valid for other markets and, at this moment, scalability is not a big concern.
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ABSTRACT

The current implementation provides a demonstration of a number of basic argumentation components that can be applied in the context of multi-agent systems. These components include algorithms for calculating argumentation semantics, as well as for determining the justification status of the arguments and providing explanation in the form of formal discussion games. Furthermore, the current demonstrator also includes the first implementation we know of regarding argument-based judgment aggregation theory.
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2. ARGUMENTATION SEMANTICS

One of the key notions in argumentation theory is that of an argumentation framework [7], which is in essence a directed graph in which the nodes represent arguments and the arrows represent the attack relation. For the purpose of logical entailment, the argumentation framework can be constructed from an underlying knowledge base, as is for instance done in [10]. However, once the argumentation framework is constructed, determining which arguments to accept and reject is done purely on the topology of the graph, without looking at the actual structure (the logical content) of the arguments. Various topological criteria have been stated in the literature for determining which sets of arguments to accept and reject. These topological criteria are commonly referred to as argumentation semantics. The current demonstrator implements some of the mainstream argumentation semantics that have been stated in the literature. These include grounded, preferred and stable semantics [7], semi-stable semantics [1, 14], stage semantics [14], ideal semantics [8] and eager semantics [2]. These semantics are computed in the form of argument labellings [4], which is in essence a function that assigns each argument precisely one label: in stating that the argument is accepted, out stating that the argument is rejected, and undeck stating that one does not have an explicit opinion on whether the argument is accepted or rejected. In essence, a labelling provides a (subjective) position on which arguments to accept, which to reject and which to abstain from having an explicit opinion about. It has been shown in [4] that labellings coincide with extensions. That is, the set of in-labelled arguments of a preferred labelling is a preferred extension, the set of in-labelled arguments of the grounded labelling is the grounded extension, etc.

For each of the above mentioned argumentation semantics, the demonstrator is able to compute the associated labellings, given an argumentation framework. The procedure is first to construct an argumentation framework (or to select one from the library) and then to click on one of the buttons for computing the various semantics. The resulting labellings will then be listed below, and clicking on them will display them graphically.

It should be mentioned that the current input method for argumentation frameworks is for demonstration purposes only. In the context of a MAS, the arguments are likely to come from multiple agents, in a distributed way, as is for instance the case in [12, 13]. The aim of the current demonstrator is to provide open source software components...
that would be useful in such a setting.

3. JUSTIFICATION STATUS

When applying a particular semantics results in more than one labelling being applicable to the argumentation framework under consideration, the question then becomes what is the overall status of a particular argument, given the multiplicity of possible labellings. In order to deal with this issue, the notion of justification status has been defined [16]. In essence, the justification status of an argument consists of the possible labels it can have, given a particular semantics. For instance, the justification status \{in\} (strong accept) means that the argument is accepted in every reasonable position (as specified by the argumentation semantics). Another example would be the justification status \{in, undec\} (weak accept) which specifies that the argument can be accepted, but not have to be accepted, but at least cannot be rejected. The current demonstrator is able to determine the justification status of the arguments in a given argumentation framework with respect to complete semantics, using the procedure specified in [16].

4. ARGUMENT-BASED DISCUSSION

A particular feature of the current demonstrator is that it is not only able to calculate the justification status of the arguments, it can also explain the correctness of its answer by entering into a structured discussion with whichever agent or human user to whom this correctness is not immediately clear. Two types of structured discussion games have been implemented for this: the grounded game [11, 9] and the preferred game [15, 3]. It has been shown in [16] that these two games are sufficient to determine the correctness of a particular justification status with respect to complete semantics.

5. JUDGEMENT AGGREGATION

Even when all agents agree on the structure of the argumentation framework, as well as on the semantics to be applied, they can still have private reasons for preferring one labelling above the other. For instance, a lawyer might not be able to change the facts of a case, but he can still prefer an interpretation that is as favourable as possible to his client. Given the fact that agents can have different positions (labellings) based on the same information (argumentation framework), a relevant question is how these positions can be aggregated, so that a group of agents comes to a common position. This is the topic of the work of [5] where three different labelling-based aggregation operators have been specified: the sceptical, credulous and super credulous operator. The properties of these operators have been studied in [6]. The current demonstrator provides an implementation of each of them, as well as of the concepts of down-admissible (DA) and up-complete (UC) labellings [5].
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ABSTRACT
Recent rise in maritime piracy prompts the search for novel techniques for addressing the problem. We therefore developed AgentC, a prototype system that demonstrates how agent-based traffic management techniques can be used to improve the security of transit through piracy-affected areas. Combining agent-based modeling and simulation of maritime traffic and novel route planning and vessel scheduling techniques, the system shows the promising potential of agent-based methods for increasing maritime security.
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1. INTRODUCTION
The problem of securing maritime transit has grown in importance with the recent surge in maritime piracy. As a consequence of this surge, insurance rates have increased more than 10-fold for vessels transiting known pirate waters. The overall cost of piracy was estimated at up to $16 billion in 2008 and continues to rise [4].

The AgentC system aims to propose an integrated, mutually supportive set of counter-piracy techniques based on automated, semi-cooperative route planning and scheduling. Although various measures for putting piracy back under control have been explored, they mostly remain at a (high) political and economic level [4]. Where concrete, operational-level measures are put in place, they are largely derived from best-practice heuristics and operational experience, without deeper formal analysis and pursuit for theoretically-grounded solutions. To our best knowledge, the AgentC system is the only public initiative exploring the potential of automated planning and scheduling in fighting maritime piracy.

The core of the system is divided into two layers: (1) agent-based simulation of maritime traffic and (2) multi-agent routing and scheduling algorithms, integrated within a common framework. The system also has several supporting modules, in particular interfaces to real-world data sources and a visualization frontend. The overall architecture of the system is depicted in Figure 1. In the following, we describe the two layers in more detail.

2. MARITIME TRAFFIC SIMULATION
The main purpose of the simulation model, which replicates the key static and dynamic features of maritime transit, is to support the evaluation and systematic experimentation with agent-based counter-piracy methods. Although simulation has long been used for naval warfare purposes, there is little work on modeling civilian maritime traffic [2]. To our best knowledge, AgentC is the only agent-based, micro-level simulation of global maritime traffic designed for non-military purposes.

The system can simulate the operation of thousands of vessels of several categories, in particular cargo vessels, pirates and navy vessels. Vessel behavioral models as well as characteristics of the maritime environment are based on real-world data, including global vessel traces (obtained from satellite AIS data providers1), piracy incident records (extracted from information published by IMB Piracy Reporting Centre2), locations of main piracy hubs and recom-

1http://www.orbcomm.com/services-ais.htm
2http://www.icc-ccs.org/home/
piracy-reporting-centre/live-piracy-report
mend transit corridors. Vessel interactions, such as those taking place during a pirate attack, are also modeled with a great level of detail. More information about the simulation platform can be found on the project website 3.

3. SECURING MARITIME TRANSIT

The formal model underlying our counter-piracy techniques is the secure maritime transit (SMT) problem, which we proposed to formally represent the problem of transiting piracy-affected waters. A solution of the problem is a set of transit routes and patrolling patterns that minimize the transit objective function comprised of piracy risk, transit time and cost. To facilitate deployment, the SMT model also explicitly accounts for existing counter-piracy measures, specifically the International Recommended Transit Corridor (IRTC) and the Gulf of Aden Group Transit4.

Solving the full SMT problem optimally is currently infeasible due to the large number of vessels involved and complex dependencies between their routes and schedules. We therefore decomposed the full problem into three subproblems (described below), whose solutions can either be employed individually or combined to provide a good though not necessarily optimum solution of the full problem.

3.1 Dynamic Transit Group Formation

As the first counter-piracy measure, we explored how the Gulf of Aden group transit scheme could be improved. The scheme groups vessels traveling at similar speeds so that they all cross the most dangerous area close together, as this provides additional deterrence to pirates and facilitates potential navy response in case of an attack. At the moment, group transit speed levels and schedule are fixed, which leads to longer-than-necessary transit times.

In general, the problem of determining the optimum grouping and schedules can be formalized as a cooperative game with non-transferable utilities. So far, we implemented a solution optimizing the number and spacing of group transit speed levels with respect to the real-world speed distribution of transiting vessels. The simulation-based evaluation shows that a moderate reduction (5%) in transit times can be achieved by solely modifying existing speed levels. Further improvements can be achieved by grouping vessels dynamically, although this would require more substantial changes to existing field practices.

3.2 Randomized Transit Routing

A major disadvantage of the IRTC, and fixed transit corridors in general, is the predictability of vessel positions, which makes planning and execution of pirate attacks easier. As the second counter-piracy measure, we therefore explored potential benefits brought by relaxing the boundaries of transit corridors and by randomizing the way transit is routed through piracy-affected areas.

To provide a well-grounded solution, we extended the model of security games [5] and formalized the problem as a normal-form game between two players – the transit and the pirate – each choosing a route maximizing its utility, i.e., minimizing the risk and transit time for the transit and maximizing the chance of encountering the transit for the pirate.

The solution is sought as a mixed Nash equilibrium of the game. To cope with the combinatorially very large size of player strategy sets, we employ a novel variant of the iterative oracle-based algorithm. Evaluation on the simulation indicates that a two-fold drop in the attack rate can be achieved. Details are provided in [6].

3.3 Optimum Transit Patrolling

Piracy threat cannot be fully suppressed without deployment of law-enforcing forces. To our knowledge, the coordination of navy patrols and their movement with transiting vessels is limited and ad-hoc. As our third contribution, we explored techniques for routing navy patrols in an optimum way, taking the transit schedules into account.

To model strategic confrontation between pirates and navy vessels, we proposed a novel game-theoretic model (based on BGA patrolling models [1]) – a two-player extensive-form patrolling game. A solution of the patrolling game is a time-dependent policy for the patroller, representing recommended movement through the transit area. Finding the optimum patrolling policy is a computationally difficult problem. We developed an effective way to represent the optimum policy as a solution of a non-linear optimization problem. Preliminary evaluation indicates that taking pirate strategies and transit schedules into account significantly reduces the chance of a successful pirate attack [3].

4. CONCLUSIONS

Agent-based techniques have a great potential for improving maritime security, and for fighting maritime piracy in particular. The AGENTC system, combining agent-based simulation and traffic management methods, presents the first attempt at realizing this potential.
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ABSTRACT
We show the emergence of Swarm Intelligence in physical robots. We transfer an optimization algorithm which is based on bee-foraging behavior to a robotic swarm. In simulation this algorithm has already been shown to be more effective, scalable and adaptive than algorithms inspired by ant foraging. In addition to this advantage, bee-inspired foraging does not require (de-)centralized simulation of environmental parameters (e.g. pheromones).
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1. INTRODUCTION
Many species have evolved over a long period of time to display behavior that is highly suitable for addressing complex tasks. In recent years, we see an increasing interest in taking inspiration from such behavior in order to create artificial systems that can also address complex tasks. Especially behavior within colonies of social insects, such as ants and bees, is receiving a great deal of attention, because this behavior is remarkably effective and robust given the highly limited capabilities of individual insects. The phenomenon that intelligent behavior emerges from a collective of interacting agents that each are relatively simplistic, is generally referred to with the term Swarm Intelligence (SI).

In this work, we aim to transfer social-insect behavior to embodied systems, i.e., to robots. For this purpose we investigate foraging behavior. Foraging is the task of locating and acquiring resources. Typically, the task has to be performed in an unknown and possibly dynamic environment [7]. We aim at developing a collective of robots that displays effective foraging behavior without any form of central control or simulation. The foraging task can be seen as an abstract representation of many other relevant tasks, such as patrolling and routing. Therefore, a successful embodied implementation of distributed foraging can result in promising applications in e.g. security patrolling, monitoring of environments, exploration of hazardous environments, search and rescue in crisis management situations, et cetera.

Most research in SI is centered around and inspired by ant behavior [1]. Although ants have limited cognitive capabilities, they are able to effectively perform difficult tasks, e.g. distributed foraging. Ants deposit pheromone trails during their exploration of the environment. This acts as the swarm’s memory. Ants are attracted to existing pheromone trails, which implies that these trails are enforced by other ants traveling over them. A mechanism that counteracts on this self-enforcing behavior is the natural evaporation of pheromone over time. Ants thus use pheromone to recruit other members of the colony for visiting certain food sources, and to navigate from their nest to the food and back again.

Although pheromone is easy to implement in simulated SI systems, deploying it in embodied systems is not trivial. For instance, we would ideally have physical means of representing pheromone trails in the environment, which is only feasible in controlled environments such as factories (e.g. a grid of RFID tags being placed in the floor). In the absence of such physical means, the pheromone trails need to be simulated, either by a centralized component, or by the robots themselves. This places a high computational burden on the distributed system and limits scalability and applicability.

In our work, we focus on SI mechanisms that are not based on pheromone, namely the recruitment and navigation mechanisms employed by honeybees. Instead of using pheromones, honeybees make use of a mechanism called Path Integration for navigation, and the mechanism of direct communication for recruitment. Previous research in bee-inspired SI has led to the creation of a number of highly effective bee-inspired optimization algorithms [3, 4, 5] in simulation. The employed mechanisms are inherently fully decentralized, which makes bee-inspired algorithms also extremely suitable for implementation in embodied systems.

In this paper, we present an implementation of the basic bee-inspired algorithm Bee System (BS) [3] on an embodied swarm. We investigate how capable the algorithm is in coordinating a large collective of robots in a situated foraging task. Our goal is to test for robustness, efficiency and scalability. In our demonstration, we present the first implementation of BS into a collective of autonomous robots, i.e., the ePuck robots (http://e-puck.org).

2. BIOMIMICRY FORAGING
We intend to demonstrate biomimicry foraging. More precisely, we
Figure 1: Biomimicry Foraging

have an open arena space which contains a starting location (the hive), a food source, and a swarm of robots. For clarity, the hive and the food source, which are represented by robots, are also indicated by visual markers. The task of foraging can be divided into two phases, each consisting of two episodes, see Figure 1. Initially, the robots are in the exploration phase. Episode one of this phase represents the case where all robots are still located around the hive. In the second episode, the robots start to explore the environment in search for a food source. Once a robot finds a food source, phase two starts. Episode one of this phase deals with the robot returning to the hive loaded with food. On arrival at the hive, the robots communicate the position of the food source to other robots and by doing so recruit other swarm members. Finally, knowledge on the location of the food source is exploited; the robots will commute between hive and food source.

All components in the environment are represented by robots. Therefore, the robots exhibit three distinct behaviors: (1) hive behavior, (2) food-source behavior, and (3) foraging behavior. The first two behaviors are performed by one robot each. The rest of the swarm performs foraging behavior. The hive and food-source robots are placed at an initially static location in the arena. The foraging robots are mobile and initially placed near the hive location.

A foraging run can be described as follows. Leaving the hive, the foraging robots start exploring the environment using a movement pattern defined by a Lévy distribution [9]. Exploration by insects, birds, and mammals has been found to be closely modeled by such a Lévy distribution. Essentially, the distribution is characterised by many short distances and few long distances being travelled. In-between traveling forward according to the distribution, robots perform (pseudo-)random turns. As a result of this movement pattern, the area covered by the collective is large, and collisions between two individual robots are rather unlikely.

During exploration and exploitation, the foraging robots are able to compute their present location from their past trajectory continuously and, as a consequence, can return to their starting point by choosing the direct route rather than retracing their outbound trajectory [2, 6]. This navigation mechanism is called Path Integration (PI) and its result is a PI vector indicating the location of the departure location (i.e. the hive or the food source). Foraging robots are able to store two PI vectors, one indicating the hive and one indicating the food source. The former is created during exploration for food sources. The latter is created during return to the hive. Whenever a robot encounters a food location, it takes some of the virtual food by means of local communication with the food source robot. Then, it directly returns to the hive using the PI vector indicating the hive. On arrival at the hive, the foraging robot has created a PI vector indicating the direction and distance toward the food source.

The robots recruit other robots by means of direct communication. Upon arrival at or near the hive, they communicate their PI vector to the hive and deliver the virtual food. Other robots are now able to exploit search experience by copying the PI vector and using it to travel to the food source. If a foraging robot gets lost during its PI-guided trip, it will search for its goal using a Lévy flight. For example, such a disruptive event may occur if the starting location is not exactly at the hive location, the hive location is moved, or the experimenter moves a food source. The latter is also demonstrated.

3. CONCLUSION AND FUTURE WORK

The demo serves as a proof of concept. We show how the bee-inspired SI mechanism is used in a real-life autonomous robot collective which mimics the basic foraging behavior of bees.

As this first experiment serves as a proof of concept for the direct deployment of bee-inspired algorithms into a robot swarm, upcoming experiments will focus on scalability, robustness, and efficiency on foraging tasks in more complex and dynamic environments. We will also extend the embodied algorithm to mechanisms developed in simulation already, such as landmark navigation [4].
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ABSTRACT
The Ultimatum Game is a key exemplar that shows how human play often deviates from “rational” strategies suggested by game-theoretic analysis. One explanation is that humans cannot put aside the assumption of being in a multi-player multi-round environment that they are accustomed to in the real world. We introduce the Social Ultimatum Game (SUG), where players can choose their partner among a society of agents, and engage in repeated interactions of the Ultimatum Game. We develop mathematical models of human play that include “irrational” concepts such as fairness and adaptation to the expectations of the society. We will display a system where people can play SUG against a mixed system of other humans and autonomous agents based on our mathematical models.
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1. INTRODUCTION
The Ultimatum Game has been studied extensively and is a prominent example of how human behavior deviates from game-theoretic predictions that use the “rational actor” model. The classical game involves two players who are given the opportunity to split $10. One player proposes a potential split, and the other can accept, in which case the players receive the amounts in the proposal, or reject, in which case, both players receive nothing. The subgame perfect Nash equilibrium (or Stackelberg equilibrium) for this game, has the first player offering $1 to the other player and keeping $9, and the second player accepting, because $1 is better than nothing. However, when experiments are conducted with human players, this behavior is rarely observed.

One seemingly intuitive and straightforward explanation that has not received much treatment in the literature is that humans engage in similar endeavors in many real-life situations, and may not view the experimenter’s game independently of these other, more familiar situations. When faced with an isolated Ultimatum Game in the lab, humans bring in these experiences and act in the way that is familiar and habitual to them. To understand this behavior, then, we need to examine the settings of these real-life interactions. One key feature of these interactions is that there are multiple potential game partners and many games to be played over time, that is, life is a multi-player and repeated game. This makes the strategy space much more complex, and introduces many new possible equilibrium strategies.

To design multi-agent systems that interact with humans or model human behavior, we must understand the nature of strategic interactions in such games.

2. RELATED WORK
Economists and sociologists have proposed many variants and contexts of the Ultimatum Game that seek to address the divergence between the “rational” Nash equilibrium strategy and observed human behavior [3, 6, 5]. These papers show that various cultural factors along with other human properties bias human players away from classically “rational” play. In the machine learning and theoretical computer science communities, over the past decade, there has been interest in (1) design of algorithms that compute or converge to Nash equilibrium, and (2) design of agent strategies that achieve good results when interacting with other independently designed agents [8]. Other researchers have formulated efficient solution methods for games with special structures, such as limited degree of interactions between players linked in a network, or limited influence of their actions on overall payoffs for all players [4, 7]. When profit maximization is the key metric, adaptation policies have been proposed that can be shown to be optimal against certain opponents, or that minimize a regret metric when playing against arbitrary opponents [2, 1].

3. SOCIAL ULTIMATUM GAME
The Ultimatum Game, is a two-player game where a player, $P_1$ proposes a split of an endowment $e \in \mathbb{N}$ to another player $P_2$ where $P_2$ would receive $q \in \{0, \delta, 2\delta, \ldots, e - \delta, e\}$ for some value $\delta \in \mathbb{N}$. If $P_2$ accepts the offer, they receive $q$ and $P_1$ receives $e - q$. If $P_2$ rejects, neither player receives anything.
The subgame-perfect Nash or Stackelberg equilibrium states that $P_1$ offer $q = \delta$, and $P_2$ accept. This is because a “rational” $P_2$ should accept any offer of $q > 0$, and $P_1$ knows this. Yet, humans make offers that exceed $\delta$, even making “fair” offers of $e/2$, and reject offers greater than the minimum.

To represent the characteristics that people operate in societies of multiple agents and repeated interactions, we introduce the Social Ultimatum Game. There are $N$ players, denoted $\{P_1, P_2, \ldots, P_N\}$, playing $K$ rounds, where $N \geq 3$.

The requirement of having at least three players in necessary to give each player a choice of whom to interact with.

In each round $k$, every player $P_m$ chooses a single potential partner $P_n$ and makes an offer $q_{m,n}$. Each player $P_n$ then considers the offers they have received and makes a decision $d_{m,n} \in \{0, 1\}$ with respect to each offer $q_{m,n}$ to either accept (1) or reject (0) it. If the offer is accepted by $P_n$, $P_m$ receives $e - q_{m,n}$ and $P_n$ receives $q_{m,n}$, where $e$ is the endowment to be shared. If an offer is rejected by $P_n$, then both players receive 0 for that particular offer in round $k$. Thus, $P_m$’s reward in round $k$ is the sum of the offers they accept from other players (if any are made to them) and their portion of the proposal they make to another player, if accepted, $r_m = (e - q_{m,n})d_{m,n} + \sum_{j=1 \ldots N, j \neq n} q_{m,n} d_{m,n,j}$. The total rewards for $P_m$ over the game is the sum of per-round winnings, $r_m \sum_{k=1 \ldots K} r_m^k$.

4. ADAPTIVE AGENTS MODEL

To create mathematical models of human player for the Social Ultimatum Game that can yield results that match observed phenomena, we need to incorporate some axioms of human behavior that may be considered “irrational”. The desiderata that we address include assumptions that people will (1) start with some notion of what constitutes a “fair” offer and is used to determine whether an offer to $P_n$, i.e., $q_{m,n}$, is accepted or rejected. The value of $\alpha_m \in [0, e]$ is $P_m$’s notion of what constitutes a “fair” offer and is used to determine whether an offer to $P_n$, i.e., $q_{m,n}$, is accepted or rejected. The value of $\beta_m \in [0, 1]$ determines how quickly the player will adapt to information during the game, where zero indicates a player who will not change anything from their initial beliefs and one indicates a player who will solely use the last data point. The value of $\gamma_m \in [0, 1]$ indicates how much a player will deviate from their “best” play in order to discover new opportunities where zero indicates a player who never deviates and one indicates a player who always does.

Each player $P_m$ keeps a model of other players in order to determine which player to make an offer to, and how much that offer should be. The model is composed as follows:

- $a_{m,n}^\beta$: $P_m$’s estimate of $P_n$’s acceptance threshold
- $a_{m,n}^\alpha$: Upper bound on $a_{m,n}^\beta$
- $a_{m,n}^\beta$: Lower bound on $a_{m,n}^\beta$

Thus, $P_m$ has a collection of models for all other players $\{q_{m,n}, a_{m,n}^\alpha, a_{m,n}^\beta, a_{m,n}^\beta\}$, for each round $k$. The value $a_{m,n}^\beta$ is the $P_m$’s estimate about the value of $P_n$’s acceptance threshold, while $a_{m,n}^\alpha$ and $a_{m,n}^\beta$ represent the interval of uncertainty over which the estimate could exist.

5. DEMONSTRATION

People will be able to play the Social Ultimatum Game in hybrid environments against other people along with the adaptive agents described above along with classical rational agents. The interface is shown in Figure 1. All participants and agents will have avatars so that one cannot tell if a player is a human, adaptive or rational agent. Human players will be rewarded based on their performance in the game. In addition, we will keep a running tally board of how humans have performed with respect to adaptive and rational agents as well as the top-performing human players.
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ABSTRACT
DipGame is a testbed for negotiation. It permits to test negotiation algorithms, even if enriched with argumentation, trust or reputation techniques. It is very appropriate to run experiments that mix humans and agents. In this demonstration we introduce a tool to visualise data obtained from DipGame experiments.
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1.  INTRODUCTION

Diplomacy is a rather popular game. It is very adequate for MAS research because negotiation is key to win. In the game, players represent seven European Great Powers that decide alliances, select whom to ask for help, argue with other players, get information about other players immediate objectives, or find out what the others know. From the point of view of AI research, Diplomacy is a multiagent system environment where competitive self interested agents need to cooperate to obtain better outcomes. This is done through negotiation. Players can be incarnated by software agents and compete either with other agents or with humans.

During every phase of a game,1 software agents exchange proposals and observe how their counterparts (software or human) behave. Thus they can build a model of the other agents’ beliefs, desires and intentions. This model is key to decide whom to trust and whom to betray and when. The game is therefore very appropriate to experiment argumentation, negotiation, trust or reputation models.

1 A game is composed of a sequence of phases, where negotiation and movements happen.

Figure 1: Screenshot of the tool

In order to facilitate that MAS researchers experiment with this game we created DipGame [1]. It is both a website for humans to play the game and a testbed to run experiments. As argued in [2, 4], Diplomacy is a flexible and rich domain for a multiagent systems testbed.

The testbed is in production and available to everyone at http://www.dipgame.org. What we introduce in this demonstration is DipTools, a visualisation tool that enriches the testbed with support for experimental data analysis, see Figure 1.

Probably the most popular visualisation tool used by AI researchers for their experiments is Gnuplot (http://www.gnuplot.info). It is a useful tool but the generation of the data files in the appropriate format and the selection of its settings are quite tedious when you are interested in the analysis of several variables. Often, researchers complain about the lack of tools similar to GapMinder (http://www.gapminder.org) to represent their results. It is a web-based visualisation tool that is very flexible —it allows for several variables to be represented, and interactive —charts can be created aggregating variables dynamically. Concretely, the most important experimental analysis in MAS research is the relationships among agents. Instead of just comparing an agent against another, we would like to compare the relationships among sets of them. This kind of analysis is not possible to be done with visualisation tools like GapMinder.

Diptools aims at bringing to the DipGame testbed users, and to the MAS community in general, the possibility of using an experiment visualisation tool that is interactive, flexible, and web based. Moreover, it eases the analysis not only of individual agent behaviours but also of relationships between agents.

We describe the visualisation tool in section 2 and provide an example in section 3.
2. DIPTOOLS

An experiment is defined as a set of sessions each one containing a set of games. Sessions are used in DipTools to allow the experimenter to group together the data from games ran using the same settings, it is usually useful to compare results obtained from different settings. Several experiments can be stored but only one can be visualised at any time.

There are three families of charts: (i) for a single game, (ii) for a game session and (iii) for the whole experiment. The chart of a single game represents on the x-axis the phases of the game. On the y-axis it permits to display a numerical variable. For example, the amount of deals reached by an agent.

Given a game session, the tool allows to plot variable values over the games of the sessions. This chart can be used to check whether the performance of a bot was similar or not in all session games. We can plot, for instance, the degree of interaction with other agents or the ranking of the bot at the end of each game.

Finally, given the overall experiment, the tool allows to chart the average of a selected variable over all the games of each session. This option is used in the example provided in section 3 and illustrated in Figure 2. It is a quick way to visualise the overall performance of our agents.

There are many useful variables that can be displayed and that are related to a player (e.g. the number of successful movements) or to the interaction of two players (e.g. the number of attacks between them). The experimenter just needs to select the observable variables and the involved agents (one or two). An observable variable can be complex as, for instance, the number of times that simpleBot has attacked Germany or the number of attacks that simpleBot has performed. The tool allows the experimenter to easily define such observable variables, as well as chart several of them at the same time.

In addition to point chart displays, DipTools provides pie charts that are ideal to represent exclusive variable values as, for example, what percentage of victories were obtained by a particular agent depending on what Great Power it was representing. The tool also provides text reports where the data is provided in tabular form.

3. EXAMPLE

To perform an experiment a user should download all resources from http://www.dipgame.org and implement a number of agents. In this example we assume that two agents have been implemented, one of them capable of negotiating [3]. We assume that an experiment is performed with 8 sessions where the games in each session had 0, 1, ..., or 7 instances of the negotiating agent and the rest of the players were instances of the non negotiating agent, e.g. session 4 has 4 instances of the negotiating agent and 3 instances of the non negotiating agent. 100 games are performed in each session. After running the experiment, the 800 games, we load the log files containing the results of the experiment into DipTools.

With DipTools we can then choose the variables we are interested in to produce charts and reports. For example,

\[\text{sometimes the players do not succeed in performing their movements because of collisions with the movements of other players.}\]

Figure 2: Percentage of games won per session. The dashed line represents the percentage of victories of negotiating agents and the doted line the percentage of victories of non negotiating agents. The continuous lines (increasing and decreasing) represent the expected percentage of the negotiating and non-negotiating agents in case they all were equal. This particular graphic shows that the negotiating agents perform better in the experiment.

in Figure 2 we can see a chart on the overall experiment where the percentage of games won by every agent is represented. Note that the number of players of each agent type competing in each session is different. We can say that the negotiating agent performs better than the non negotiating one because its percentage of victories is larger than the expected results in case all agents were equal.

This paper is completed with a video demonstration available at http://www.dipgame.org/media/AAMAS2011demo.
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ABSTRACT

TALOS is a software tool for supporting the development of security applications with mobile patrolling robots. Exploiting TALOS’s functionalities, a user can easily compose a patrolling setting and apply recent algorithms presented in the multiagent literature to find optimal patrolling strategies. Results can be evaluated and compared with intuitive graphical representations and an interacting game can be played by the user in a simulated patrolling scenario.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—Intelligent agents

General Terms
Algorithms, Economics, Security

Keywords
Game theory, security, mobile robot patrolling

1. INTRODUCTION

The employment of multiagent techniques, especially algorithmic game theory, for security applications has recently received a lot of attention in the scientific community. The main works deal with the security of physical locations. The most known result is [5], which focuses on the problem of protecting several locations against an attacker whose preferences are uncertain by placing static checkpoints. The setting is modeled as a two-player (a defender and an attacker) game problem. The goal is the computation of a randomized optimal strategy for the placement of the checkpoints. This result was applied to secure the Los Angeles Airport [5]. To achieve a higher level of security, the use of mobile patrolling robots has been explored in the artificial intelligence and robotic literature. The most recent theoretical results are [1] and [3]. The work in [1] deals with perimeter settings, whereas the work in [3] can be applied to settings with arbitrary topologies and with several sources of uncertainty.


2. MAIN FEATURES

TALOS is a web application that interacts with the user via a web browser. Web application technologies can be easily accessed by every user. The user can register to the web site obtaining an account to manage and share with other users the composed settings, results and logs. TALOS provides four main functionalities. They are described in the following.

2.1 Composing and editing patrolling settings

A patrolling setting is the set of features describing the environment to be patrolled and the robot capabilities. When dealing with realistic patrolling settings, building models that can be efficiently processed by algorithms can be a cumbersome task. TALOS provides the user with a set of graphical tools to easily compose and edit patrolling settings, hiding the low-level representations and exposing the patrolling settings in an intuitive graphical format. Following the definition of patrolling setting of [3], the user can:

- draw the environment’s topology over a grid map by specifying free cells and obstacles;
- label some cells as targets, i.e., those locations subject to an intrusion risk and for each one of them specify a pair of values (one for the patroller and one for the intruder) and a penetration time (the time, or its probability distribution, needed by the intruder to complete an intrusion in a target);
- label some cells as entry points, i.e., locations from which the intruder can gain an initial access to the environment;
- specify the range of the detection sensor mounted on the patrolling robot (e.g., a sensor with an high range...
could detect an intruder with a probability monotonically decreasing with the distance from the robot’s current cell;

- specify the game type, i.e., if the game is strictly competitive or not; in the strictly competitive case the patroller and the intruder must share the same ordering over targets’ values (this parameter influences the resolution process to be performed for the optimal patrolling strategy’s computation).

Once the patrolling setting is composed, TALOS automatically checks for its consistency and warns the user in case of a non–well–formulated setting. For example, if the environment topology is not connected (and consequently the patroller cannot reach some cells) or always–winning situations for the intruder are present the user is requested to (eventually) edit the setting and remove inconsistencies. Once a well–formulated setting is completed, a low–level representation is generated to enable an efficient processing in the optimal strategy computation phase.

2.2 Optimal strategy computation

When the user submits a request to TALOS for solving a well–formulated patrolling setting, the optimal patrolling strategy is computed according to two steps. In the first one, TALOS searches for a deterministic patrolling strategy. This strategy is defined as a cyclical sequence of cell visits such that, when it is indefinitely repeated, every target is always patrolled within a number of turns smaller than its penetration time (if penetration times are described by probabilities distributions, lower bounds are considered). If the patroller follows this strategy, the optimal intruder’s action is not to intrude any target. A deterministic strategy is therefore the optimal patrolling strategy. This problem is treated according to the techniques discussed in [2] with the addition of a temporal deadline over the execution of the algorithm (results in [2] showed that 30 s is suitable).

If a deterministic strategy does not exist, TALOS executes the second step where the optimal non–deterministic patrolling strategy is computed. This strategy is defined as a Markovian randomization over the next cell to patrol. The algorithms applied in this phase build a game model from the composed patrolling setting and resort to bilinear mathematical programming to determine its equilibria (see [3] for more details). Moreover, reduction techniques based on the removal of dominated actions (as shown in [2]) and game theoretical abstractions are exploited to reduce the computational burden (producing approximate solutions).

During the computation of an optimal strategy the user can continue to use the other functionalities of TALOS, e.g., designing new settings. An alert (also sent by email) will notify the user of the availability of the solution.

2.3 Strategy evaluation and comparison

Once the optimal patrolling strategy is obtained, analyses of the results can be conducted. A graphical representation of the strategy can be superimposed to the environment’s grid map where colors and arrows are exploited to depict transition probabilities. An animation of the patrolling strategy can also be displayed to give some insights about its actual realization. Moreover, TALOS allows the user to assess the effectiveness of the optimal strategy, namely to obtain a quantitative evaluation of how well it will protect the setting it was computed for. To achieve this, the user can examine a number of numerical indexes. Among these, there is a table reporting the intruder’s expected utilities for each possible attack action. Inspecting these values, the user can get a global assessment of the strategy’s performance. For example, large values would mean that the corresponding setting is difficult to protect effectively. Conversely, small values would demonstrate a high protection level.

TALOS allows a user to compare the results obtained for different variants of the same setting. In this way, the user can decide whether or not to change the setting, e.g., moving targets or changing their values if possible, spending money to strengthen targets (to extend the corresponding penetration times), or equipping the robot with better sensors. Variants can be easily composed by editing existing settings. Given two variants, a number of indexes can be compared. Among these, there is a table in which the utilities for each intruder’s attack action in both settings are reported. The red color denotes (for each intruder’s attack action) the setting in which the intruder’s utility is the largest (which corresponds to the setting with the worst protection level). Thus, the user can graphically compare the performance of the optimal strategy in different settings, understanding how it can improve the security level by changing the setting.

2.4 Interactive play

Finally, TALOS provides an interactive scenario in which the user can play a patrolling game acting in the role of the intruder (see Fig. 1). The game is composed of a number of runs where the human player can observe the patroller executing its strategy and select a target to attack. Playing this game, the user can assess the performance of the optimal strategy against non–rational intrusion strategies (e.g., a human intruder that selects targets without considering the observed patroller’s movements) and compare it with the results in the case of a rational intruder. The user can exploit this information to change the patrolling setting.
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ABSTRACT
This demonstration shows a team of small humanoid robots traverse an environment through a set of obstacles. The robots’ brain are implemented using mobile phones for vision, balance, and processing. The robots use particle filters to localize themselves and to map the environment. A frontier-based exploration algorithm is used to direct the robots to overcome obstacles and to explore all regions of the environment.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems
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Keywords
Visual SLAM, Multiagent Systems, Exploration

This demo shows a team of robots perform a team version of the HuroCup obstacle run event [1]. This event does not only require dexterity and balancing of the humanoid robot, but also the ability simultaneously localize itself and to map a previously unknown environment, the so-called SLAM problem. A SLAM solution gradually builds a map by mapping visible spatial area relative to the current estimated pose of an agent. Our approach to this problem has the following unique features:

Limited Computational Ability: the processors our robots work with are mobile embedded systems of limited processing power. Much of this limited power must be devoted to interpreting visual frames, as well as to the robot application at hand. This both leaves little remaining computational ability to a SLAM algorithm, and compounds the previous problem in that there is a low frame rate for vision and greater noise in visual interpretation.


Vision: The only sensor that our robots use for detecting features in the environment are a single camera. This results in far noisier input data than other sensors such as ladar scanners and also adds a significant computational burden on the robots. The use of vision alone also means that the sensing range of the robots is severely limited, since they can only recognize obstacles in direct line of sight.

Humanoid Robots: This demonstration uses humanoid robots. Humanoid robots pose interesting problems for SLAM, since their motion model has a much wider spread than wheeled robots. For example, the robots often stub their toes leading to very large turns instead of forward movement. Furthermore, the robots have many degrees of freedom, which means that estimating the pose of the robot, which is necessary to measure the angle and distances in the environment, is more complex.

Obstacle Run: the goal of the demonstration is for both robots to cover a field, with three types of obstacles: wall obstacles, step obstacles, and gate obstacles. Wall obstacles are coloured in blue and represent flat walls in the environment. Step obstacles are coloured in yellow and represent small steps that a robot can step over. Red obstacles are gates that a robot can crawl underneath and stand up on the other side.

The constraints of the SLAM problem, along with the desire for efficient exploration and limited computational abilities, point to the use of multiple agents in this problem. Using more than one agent should be able to increase the accuracy of a map through multiple perceptions and the ability to reduce one another’s localization error.

The presence of multiple agents should also work to counter limitations on individual robots. Assuming communication is available, the amount of information that can be obtained about the environment by multiple agents in communication with one another should have a greater impact on the SLAM problem than that of n agents operating individually, since each new landmark serves to make future work in SLAM more accurate. Another significant limitation is the battery power available on any one robot: working with a single agent would mean that any significant domain would be impossible to completely map. Other forms of individual limitation can be similarly overcome: Battery life may inhibit an agent from mapping a large environment, and some areas may be inaccessible due to a particular agent’s locomotion abilities. Multiple agents, possibly heterogeneous,
can increase the coverage percentage by using each agent’s resources more effectively.

This paper presents a novel approach to Multi-Agent SLAM. While others (most notably [2, 4]) have developed approaches to multi-agent SLAM, we are moving beyond the limitations of these works.

1. HOMOGENEOUS HUMANOID ROBOTS

The homogeneous robots used to conduct this research are humanoid robots based on Robotis’s Bioloid kit. An onboard Atmel AVR ATmega128 micro-controller and Nokia 5500 cellular telephone are interfaced by a custom made infrared data association (IrDA) board containing a Microchip MCP2150 standard protocol stack controller. The on-board micro-controller is used for communication with the servos, such as position interpolation and load checking. This is all made possible by our custom firmware running on our multi-threaded real time operating system (RTOS) FreezerOS also developed by us.

The Nokia 5500 provides a camera, communication mediums (Bluetooth and IrDA), an ARM 9 235MHz processor, and a three axis accelerometer (LIS302DL). The Nokia’s processor is used for state generation, image processing, sensor data smoothing, and application programs (including the SLAM approach described here).

2. METHODOLOGY

Our SLAM approach, consists of the use of a particle filter on individual robots to allow an estimation of their current pose, a methodology for mapping, a methodology for exchanging and merging mapped information, and a method for selecting frontiers to reduce redundant exploration. Each of these are explained in the following subsections.

2.1 Particle Filter

The particle filter we employ is a variation on that used by Rekleitis [3], differing in the motion model and particle weight update method. After an action, the pose estimate of each particle is updated based on the motion model. If there was no sensor feedback, the pose estimate of each particle would suffer from this accumulation of odometry error. Our image processing returns the polar coordinates and raw distance of objects in the camera’s field of view, but camera data during the humanoid robot’s locomotion is extremely noisy due to motion blur. Our weight update method uses a certainty factor in the camera data and a constant decay. The particle population size is 100, which is very small, but manageable with our limited processing power. Population depletion is handled with a simple select with replacement re-sampling algorithm as used by Rekleitis [3].

2.2 Map Representation

Every agent’s local map is stored as an occupancy grid with 25x25 cm grid cells. A recency value [0, 255] is associated with each grid cell instead of the more common posterior probability. If the recency value of a grid cell is greater than zero, a landmark exists in the corresponding grid cell. The recency value in occupancy grid cells is updated by

\[ r = \begin{cases} r + 1 & \text{if sensor does not sense an object} \\ r - 1 & \text{otherwise} \end{cases} \]

where \( r \) is the recency value of the grid cell. If the sensor does not sense an object, landmarks are extended to circles with radius \( r \), if a line segment with length \( l \) (maximum sensor range) extended from the best particle intersects a landmark circle, the recency of the corresponding grid cell is decremented.

2.3 Communication and Map Merging

A decentralized, asynchronous communication approach is used between agents via Bluetooth over the logical link control and adaptation protocol (L2CAP) layer. No agent ever waits or relies on information from other agents. An agent uses only what information is available, therefore agents can join or leave the SLAM team at any time without consequence. This also means unreliable communication links between agents are not a problem, beyond the lack of information that results when communication goes down: each agent can still operate independently. Each agent communicates its estimated pose, all landmarks in its local map, and its current target pose to other agents in messages encoded such that the size of each message is as small as possible.

Because entire maps are not exchanged, there is no merging of occupancy grids. Instead, communicated landmarks are integrated into the agent’s own map individually through recency update. There are two important elements in this, understanding the local coordinates of others, and actually integrating this information.

To integrate communicated landmarks, we use the recency update method described previously, and assume agents can trust one another (in the sense that there is no duplicity in communication, and that each agent is running an approach such as this one to limit localization error). If the landmark already exists in the agent’s map, the greater recency value is selected and the corresponding grid cell is updated. If the landmark does not exist in the agent’s map, the corresponding grid cell is simply updated with the received recency.
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ABSTRACT
We present CASE (complex adaptive systems evolver), a framework devised to conduct the design of agent-based simulation experiments using evolutionary computation techniques. This framework enables one to optimize complex agent-based systems, to exhibit pre-specified behavior of interest, through the use of multi-objective evolutionary algorithms and cloud computing facilities.
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1. INTRODUCTION
Agent-based simulations (ABSs) are increasingly being employed to examine various complex adaptive systems [5]. Nevertheless, the study of such systems using ABSs is a complicated and time-consuming task which is often conducted in an iterative manner. During each iteration, the modeling, design of experiments, execution and analysis of simulations are conducted to progressively gain insights in the key factors leading to the emergence of target phenomena.

To facilitate the study of complex agent-based systems, we propose a modular evolutionary framework, coined CASE for “complex adaptive system evolver”, to perform the design of experiments using evolutionary computation techniques (a similar approach was recently utilized for materials science and catalysis experiments [2]). Indeed, conventional design of experiments techniques cannot efficiently tackle complex experimental spaces.

We employ Pareto-based multi-objective evolutionary algorithms to automate the modeling and analysis of agent-based simulation models. Moreover, cloud computing is also utilized to assist with the scalability and reliability issues. The latter are commonly met when conducting large-scale experiments using distributed computing facilities.

2. THE CASE FRAMEWORK
An overview of the CASE framework is provided. CASE was implemented in a modular manner (using the Ruby programming language) to accommodate with relative ease the user’s specific requirements (e.g. use of different simulation engines or evolutionary algorithms, etc.). CASE is composed of three main components which are distinguished as follows:

1. The model generator: This component takes as inputs a base simulation model specified in the eXtended Markup Language and a set of model specification text files. According to these inputs, novel XML simulation models are generated and sent to the simulation engine for execution/evaluation (CASE only supports simulation models specified in XML).

2. The simulation engine: The set of XML simulation models is received and executed by the stochastic simulation engine. Each simulation model is replicated a number of times to account for statistical fluctuations (30 repetitions are typically conducted). A set of result files detailing the outcomes of the simulations (in the form of numerical values for instance) are generated. These measurements are used to evaluate the generated models, i.e., these figures are the fitness (or “cost”) values utilized by the evolutionary algorithm (EA) to direct the search.

3. Evolutionary algorithm: The set of simulation results and associated model specification files are received by the evolutionary algorithm, which in turns, processes the results and produce a new “generation” of model specification files. The generation of these new model
specifications is driven by the user-specified search objectives (e.g., maximize/minimize some quantitative values capturing the target system behavior). The algorithm iteratively generates models which would progressively, through the evolutionary search, best exhibit the desired outcome behavior. The model specifications are sent back to the model generator; this completes the search iteration.

The list of evolvable simulation model properties are specified given their XPath, name and numerical values ranges (min, max). In addition to (real) numerical values, it is possible to evolve model property values in the form of enumerable sets (e.g. low, medium, high, etc.) to address model properties that cannot be expressed as numerical values. Finally, it is also possible to evolve the structure of the simulation model (e.g. adding/removing dynamically new agents) [3].

Moreover, the evolutionary search can be conducted under constraints: This optional feature may be utilized to introduce specific considerations when evolving particular model properties. For instance, the user may devise interactions between properties to occur according to some pre-defined conditions. These constraints aim at increasing the plausibility of generated simulation models (e.g. through introducing cost trade-off for specific property values). The specification of such constraints is carried out through the use of a rule-based approach. Finally, constraints can also be introduced through devising additional search objectives (e.g. minimize the value of some evolvable property value).

Communications between the three components are conducted via text files for simplicity and flexibility (for instance, this enables the use of PISA evolutionary algorithm modules [1]). Note that the flexible nature of CASE allows one to develop and integrate different simulation engines (using models specified in XML), and evolutionary algorithms.

The experimental settings include: the selected simulation engine, the selected evolutionary algorithm and associated setting (e.g. population size, number of search iterations, mutation probability, set of objectives, etc.), the number of simulation replications, the number of CASE run replications (similarly to ABSs, evolutionary algorithms are stochastic processes, replications of the experimental runs may also be necessary).

3. CLOUD COMPUTING

Cloud computing [4] is a high performance computing (HPC) paradigm which has recently attracted considerable attention. The computing capabilities (i.e., compute and storage clouds) are typically provided as a service via Internet. This web approach enables users to access HPC services without requiring expertise in the technology that supports them. The key benefits of cloud computing are reliability (failed operations may automatically be rescheduled), reduced cost (cloud computing infrastructures are provided/managed by a third-party) and scalability (multiple clouds can be aggregated).

The implementation [4] was conducted using the MapReduce programming model:

- **Map**: During the Map phase, the set of simulation models (to be executed) is partitioned into subsets and distributed across multiple compute nodes. The subsets are processed in parallel by the different nodes. The set of intermediate files results resulting from the Map phase are collected and processed during the Reduce phase.

- **Reduce**: Multiple compute nodes process (i.e., evolutionary) selection of the most satisfactory/promising candidate models) the intermediate files which are then collated to produce the result data.

CASE may currently submit experiments to the cloud computing facilities hosted at the Parallel and Distributed Computing Center, Nanyang Technological University and Amazon EC2.

4. DEMONSTRATION

The demonstration includes a case study, from the military operations research field [3], examining the protection of a maritime anchorage area against piracy threats. A brief presentation of the employed simulation engine is first performed. Following on from this, the CASE framework is presented in detail. An example experiment is then conducted illustrating the typical usage of CASE.

5. ON GOING-WORK

On-going work focuses on developing further evolutionary optimization techniques such as: multi-objective co-evolution (given two-sided competitive wargame scenarios), niching (to diversify the solution models in the decision space) and the evolution of nested simulation structure (to dynamically add/remove agents and internal components, e.g. course of actions waypoints).
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ABSTRACT
Narrative time has an important role to play in Interactive Storytelling (IS) systems. In contrast to prevailing IS approaches which use implicit models of time, in our work we have used an explicit model of narrative time. The goal of the demonstration IS system is to show how this explicit temporal representation and reasoning can help overcome certain problems experienced in IS systems such as the co-ordination of virtual agents and system inflexibility with respect to the staging of virtual agent actions. The fully implemented system features virtual agents and situations inspired by Shakespeare’s play The Merchant of Venice.
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1. INTRODUCTION

The prevailing approach to the handling of time in Interactive Storytelling (IS) has been to use an implicit model of time but, in contrast to this, our approach has been to incorporate explicit representation and reasoning about time into the process of narrative generation.

In the demonstration system our aim is to illustrate a number of important benefits that result from our adoption of an explicit model$^1$. In particular, we aim to show how system reliability can be improved since our approach provides a means to overcome problems associated with the timing and co-ordination of virtual agent actions. In addition, we aim to show how this approach provides greater flexibility and opens up a wider range of possibilities for staging and cinematographic aspects of virtual agent actions.

$^1$This is a companion paper to our AAMAS paper [4].


Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

2. DEMONSTRATION SYSTEM

Our IS demonstration system is fully implemented. It features virtual agents and situations inspired by Shakespeare’s “The Merchant of Venice”[5] which are staged in a 3D world as shown in figure 1. Different narrative variants can be generated by the system depending on which characters’ Point of View (PoV) [3] is used for narrative generation. Users can interact with the system, at any time, in order to change character PoV and subsequently continue with the narrative or back up and re-run parts of the narrative from this new perspective. Narratives generated by the system typically span the whole of the play and consist of 40+ actions. The system runs in real-time with average system response time to user interaction well within an upper bound of 1500 ms.

The representation language PDDL3.0 [2] is used to specify the explicit model of the narrative domain. Output narratives are generated using our decomposition planning approach [4] that iteratively invokes the temporal planner Crikey [1] on a series of decomposed sub-problems. As narrative actions are received from Crikey they are sent to a visualisation engine which then stages these actions in the 3D environment using UnrealScript. Our temporal planning approach provides a direct route to mapping between planning actions and their visualisation through the transfer of PDDL3.0 temporal parameters to animation control structures (UnrealScript action descriptions).

Figure 1: The Merchant of Venice 3D stage with visualisation of one of the virtual agents, Antonio.
3. DEMONSTRATION SCENARIO

The objective of the demonstration system is to highlight how explicit temporal reasoning provides a principled means to overcome a number of problems that can arise in IS.

One such problem is the synchronisation of virtual agents as generated narratives are visualised – if the staged execution time of actions is ignored during plan generation then this omission may only become clear at the point of visualisation with the possibility of real-time system failure (e.g., an agent fails to meet up with another agent because they arrive too late, after the other agent has already left). Such examples arise in our Merchant of Venice system and the demonstration system enables user exploration of them.

Another problem which our explicit temporal reasoning approach helps address is system inflexibility with respect to staging and cinematographic aspects of virtual agent actions. The output of our temporal planning approach is generated narratives that include scheduled start times for each agent action, their duration and required overlap – precisely the information that can be utilised for staging actions in different ways. Narratives featuring such overlapping actions are output by our demonstrator (as shown in figure 2) and the system enables users to explore different possibilities for the staging of these narrative segments.

4. USER SESSION

During a typical session the user is able to interact with an interactive narrative window in which actions from a generated narrative are staged in the 3D world (as shown in figure 1). Users are also able to interact via a timeline window which gives a high level view of the narrative as it is being staged and any required concurrency between actions (as shown in figure 2). Users are free, at any time, to change PoV and replay parts of the narrative. It is also possible to replay segments of the narrative to run through different possible ways of staging the actions in the 3D world.
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ABSTRACT
We present NeSSI², the Network Security Simulator, a simulation environment that is based on the service-centric agent platform JIAC. It focuses on network security-related scenarios such as attack analysis and evaluation of countermeasures. We introduce the main NeSSI² concepts and discuss the motivation for realizing them with agent technology. Then, we present the individual components and examples where NeSSI² has been successfully applied.
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1. INTRODUCTION
The design and development of security solutions such as Intrusion Detection Systems (IDS) is a challenging and complex task. In this process, the evolving system needs to be evaluated continuously. There are several ways to study a system or technology. The most accurate is the analysis of the deployed production system. However, in the case of IDS evaluation, real experiments incorporating attack scenarios cannot be done in an operational environment because the induced risk of failures such as service loss is too high.

For this very reason, evaluation is often carried out in small testbeds. Virtual machines are a solution for modeling mid-scale networks, but the representation of very large networks with thousands or millions of devices and links is out of scope. There exist scientific initiatives such as Planet-Lab¹ providing computational resources to a larger extent. This is an important opportunity for researchers to evaluate network or security functionality, but although they provide detailed results, experiments are time consuming and remain complex to setup and maintain.

Another approach is to represent the system with the aid of mathematical models and find analytical answers, i.e. logical and quantitative relationships between the entities. Typically, such models also become very complex, in particular for a concurrent system such as IDS. Therefore, simulations are useful for the evaluation of distributed systems and protocols. Depending on the evaluation metrics, the simulations allow the abstraction from irrelevant properties. In addition, hazard scenarios, called “what-if scenarios”, can be constructed which may not be possible in real-world test environments.

2. SOLUTION APPROACH
We introduce NeSSI², an agent-based simulation environment [3], providing telecommunication network simulation capabilities with an extensive support to evaluate security solutions such as IDS. In contrast to other network simulators, like e.g. NS-3 [2], NeSSI² also provides a comprehensive detection API for the integration and evaluation of IDS. In particular, special common attack scenarios can be simulated. Worm-spread scenarios and botnet-based DDoS attacks are only two of the supported example attacks. In addition, customized profiles defining the node behavior can be applied within the simulation.

NeSSI² is built upon the JIAC [1] framework, a service-centric agent-framework. The most recent version, JIAC V², is used in NeSSI². The network entities, i.e. routers, clients, servers, or IDS (nodes in the following) are simulated with the aid of JIAC agents. Dependent on configuration parameters and hardware characteristics, each agent simulates one or more nodes. NeSSI² is benefiting from agent technology in general and JIAC in special through the service-centric, modular and flexible approach to realizing distributed execution environments. In addition, a common semantic data model enables interoperability of agents executing even different simulation models at the same time.

This semantic model also incorporates the main modeling concepts for the creation and administration of simulations. The first concept and step to setup a simulation is the creation of the network topology. This topology can then be re-used for different scenarios. The scenario is comprised of elementary building blocks for each device in the network, the node profiles. They allow the customization of node

¹http://www.planetlab.org

²http://www.jiac.de/
behavior to automatically generate traffic, simulate failures or apply network-based defense measures. Every profile consists of applications, representing mechanisms to be executed on an individual node, e.g. an attack, a detection mechanism or an application protocol such as HTTP. The sum of all profiles for a given network is called the scenario. In order to execute it, the length of simulation execution, the number of simulation runs and a recording configuration are configured within a session. As simulations often contain stochastical components such as distribution functions, e.g. the number/timing of HTTP-requests, multiple runs allow for the statistical analysis of mean values and standard deviations.

3. ARCHITECTURE

NeSSI$^2$ has been structured into three distinct components, the graphical frontend, the agent-based simulation backend and the result database. Each of these modules may be run on separate machines. The modular design facilitates the exchange of network topologies, scenario definitions and simulation results.

The graphical frontend of NeSSI$^2$ (c.f. Figure1) allows to create and edit the necessary components of a network simulation as described in Section 2. On the other hand, finished (or even currently executing, long-running) simulations can be retrieved from the database server and the corresponding simulation results are visualized in the GUI. Accordingly, there exist two different perspectives in the GUI, the Network Editor perspective for the creation of simulations as well as the Network Simulation perspective to investigate simulation results.

In the backend, different agent roles carry out the task of the parallel simulation execution. On each backend, i.e. separate machine, there exists the Simulation Control Agent (SCA) administrating access to the resources of the system as well as the interaction with the GUI. In this way, the SCA interacts with the individual Network Simulation Coordination Agents (NCAs). For every executed simulation run, an NCA is invoked which starts a number of Device Management Agents (DMAs). The number of DMAs depends either on particular user configurations, e.g. “one agent for every node”, “x agents in total”, or follows the computational power of the backend system, i.e. “one agent per CPU core”.

Finally, the result database stores simulation results according to the configuration specified during the creation process of the simulation in the GUI. For every simulation run, the agents record selected events and traffic data to a specified log4j$^3$ appender which handles the output according to the recorder configuration. By default, the results – such as attack-related events – as well as the model are recorded to a database which allows for replaying the simulation. In addition, the recorded data can be used for evaluation purposes.

4. SUCCESSFUL UTILIZATION

NeSSI$^2$ has demonstrated its value in recent research and was employed as a simulation environment for various security-related approaches. In this regard, NeSSI$^2$ was used to investigate optimal placement strategies for IDS, analyze worm propagation strategies and evaluate the benefit of collaborative IDS. NeSSI$^2$ has also been used in lectures to generate attack data and evaluate detection algorithms implemented by students. In a recent industry research project, NeSSI$^2$ has been incorporated in an agent-based Decision Support System to forecast upcoming link congestions in the access network of a big German DSL-provider. NeSSI$^2$ is Open Source since January of 2009 and has been downloaded more than 6000 times.

5. CONCLUSION

We have presented NeSSI$^2$, a network simulation environment with a focus on security-related scenarios. The simulation backend is based on agent technology benefiting from the service-centric, modular and flexible design of the JIAC framework to load balance the complexity of the simulation runs. NeSSI$^2$ incorporates a semantic data model to reflect simulations of arbitrary networks and individual node configurations and has been used in various (industry) research projects as well as lectures. Related publications, documentation and source code can be looked up on the web site, c.f. http://www.nessi2.de.

6. REFERENCES

Experimental Evaluation of Teamwork in Many-Robot Systems
(Demonstration)

Andrea D’Agostini
Department of System and Computer Sciences
“Sapienza” University of Rome, Italy
andreadago@gmail.com

Daniele Calisi
Department of System and Computer Sciences
“Sapienza” University of Rome, Italy
calisi@dis.uniroma1.it

Francesco Fedi
Space Software Italia s.r.l.
Rome, Italy
francesco.fedi@ssi.it

Luca Iocchi
Department of System and Computer Sciences
“Sapienza” University of Rome, Italy
iocchi@dis.uniroma1.it

Alberto Leo
Space Software Italia s.r.l.
Rome, Italy
alberto.leo@ssi.it

Daniele Nardi
Department of System and Computer Sciences
“Sapienza” University of Rome, Italy
nardi@dis.uniroma1.it

1. INTRODUCTION

The experimental evaluation of methods and techniques for teamwork in multi robot systems (MRS) is challenging. Experiments with multiple robots are very difficult to manage [4] and thus the proposed approaches are seldom evaluated on real multi robot systems composed by several robots.

Teamwork in MRS, especially when aiming at massive experiments, is often evaluated using abstract simulators, which typically focus on the communication model, but make very rough assumptions on the behavior of the robots in the operational environment. In these cases, it may happen that the simulation model is too abstract to provide convincing evidence that the results obtained in simulation, apply also to the real case. Obviously, the more complex each individual robot is, the larger the distance between the simulation and the real case. Indeed, we have experienced that the performance of teamwork in MRS is deeply influenced by the performance of the robotic platform in the operational environment. Consequently, in order to bridge the existing gap with real robots, we have focussed on simulators that are originally designed for robotic systems and provide a more accurate model of the performance of the robots. This approach is challenging for a number of reasons. First of all, simulation tools are sometimes embedded in a software development framework, like for example Microsoft Robotics Developer Studio1, or come as commercial products (e.g Webots [5]). Moreover, even when the simulator is accessible through a dedicated interface, the design and implementation of the system and of the simulation scenario can be rather resource intensive.

Player [2] is a very widespread tool; it includes in its package both a 2D (Stage) simulator and a 3D one (Gazebo): the Stage simulator is particularly suited for large-scale simulation of teams of several robots, as reported in [6]. In addition, these simulators provide models of distance sensors, thus allowing for an accurate modeling of navigation and localization in the environment, that make them suitable for experimental evaluation of several robotic tasks. Moreover, Player is providing an interface to robotic platforms and sensors that is becoming a de-facto standard. However, experiments of complex teamwork capabilities, that include several robots with complex individual functionalities and make use of a realistic robot simulator such as Stage have not been deeply investigated.

In this paper, we present an experimental set-up, based on our robotic software, that allows to make performance evaluation of systems including tenths of robots, simulated as complete applications, using Player/Stage. The key feature of our implementation is that each robot is simulated using the whole robotic software, by simply replacing the interface to the real robot with the Player interface. By switching interface we can run the real robot, thus allowing, for example, experiments simultaneously including real and simulated robots.

The expected benefits of our proposed setting are mainly in reducing the gap between the behavior of the simulation as compared with experiments with real robots. To this end, in addition to the usually implemented variants of the communication model, we run experiments which analyze the behavior of the system with respect to different robotic platforms, different sensor settings, different navigation algorithms, different localization algorithms, etc.

In the next section, we describe the implemented system and then we provide some examples of experimental evaluation.

---

1www.microsoft.com/robotics
2. SYSTEM DESCRIPTION
The software of each simulated robot runs inside a virtual machine: in this way, the deployment to real robots is straightforward. Details of the system functionalities and capabilities can be found in [1]. Different tasks are performed by the components included in each virtual machine: behaviors (e.g., exploration, take a picture, obstacle avoidance, etc.), sensor processing, etc. In particular, we focus on the coordination module, which has been designed to implement task assignment [3], with several degrees of flexibility. The coordination algorithm manages entities called tasks, that are distributed over the network together with other information in order to assign each task to one robot.

For task-assignment purposes, we use the two-phase approach described in the following. First, tasks are dynamically discovered by some robots (depending on sensor reading and situation assessment) or injected into the system by an external agent (e.g., a user GUI); the robots that receive the task use a utility function to decide whether to candidate themselves to execute the task or not. The candidature is the second phase of the algorithm: robots send their candidature (i.e., their expected utility) to the subgroup of robots that participate to the candidature of this task. The robot with the highest candidature is assigned the task.

In addition to the above outlined schema, a number of features have been added to ensure the generality of the approach:

- **duplicate task removal**: the system is able to detect similar tasks (e.g., the same task that has been discovered by two different robots) and drop all but one;
- **task persistence**: if no robot decides to candidate to the execution of a task, this is re-submitted;
- **task priority**: a priority is assigned to each task class, and each task instance can further refine this priority; while a robot is performing a task, it always candidates for other tasks with a higher priority, if it gets the assignment of the task, it interrupts the previous one and re-submits it into the system;
- **sub-teams formation**: in order to execute tasks that require more than one robot, the system is able to build sub-groups of team-mates, each of which with a specified role in the task execution;
- **open teams**: since the sub-teams of robots that are interested in a task are dynamically built during the mission, the robots do not need to know the exact number of their team-mates: this results in the possibility for robots to lately join or leave the team.

In the next section we describe a set of experiments that we performed in order to evaluate the performance of different approaches and features of MRS teamwork, when varying both the environment and the robot capabilities. In order to evaluate the performance of the system, we consider the following measures: time to finish the mission (i.e., to explore the whole area), number of heat sources found (wrt their total number), percentage of total area to explore.

We present three sets of experiments. In the first, we vary the number of robots (2-12), operating on different-sized areas. The results of the experiment show that the proposed approach does not degrade the performance, when the explored area and the number of robots are increased consistently.

The second set of experiments shows the behavior of the system with respect to different localization errors. In this case, we observed three different behaviors when the localization error is increased: the robots explored cells that were outside the assigned area; sometimes they were not able to detect duplicated tasks and thus explored the same area more than once; finally, some cells have been skipped in the exploration.

In the third set of experiments, we change the maximum navigation speed that is allowed for each robot. The performance evaluation of these tests shows that, as expected, there is an optimal speed limit, and if the speed overcomes this limit, the performances degrades, because the navigation algorithm is not able to steer the robot.

3. SOME PRELIMINARY EXPERIMENTS
In this section we present a first set of experiments that aim at addressing types of analyses that are not typically taken into account in experimental evaluation of coordination and cooperation in multi robot systems. The work reported here is not meant to be exhaustive; a detailed analysis of the influence of various aspects of robotic performance on the effectiveness of teamwork is on-going work.

First of all, we focus on an exploration task, that is inspired to a de-mining application. Thus, robots operate outdoor and their common goal is to check the area for the presence of a (simulated) target (e.g., a heat source); the robots are provided with a set of short-range sensors to detect the target (e.g., measure the temperature). Once the target is found, the robots are required to coordinate in order to dynamically build small groups that should act upon the target (e.g., a robot marks the zone, another takes a picture, etc.). The area to be explored is discretized according to a grid of cells (size 4x4 meters). Each target can be identified only from the cell where it is located.

As already mentioned, the goal of our system is to allow for the analysis of the performance of different approaches and features of MRS teamwork, when varying both the environment and the robot capabilities. In order to evaluate the performance of the system, we consider the following measures: time to finish the mission (i.e., to explore the whole area), number of heat sources found (wrt their total number), percentage of total area to explore.

We present three sets of experiments. In the first, we vary the number of robots (2-12), operating on different-sized areas. The results of the experiment show that the proposed approach does not degrade the performance, when the explored area and the number of robots are increased consistently.

The second set of experiments shows the behavior of the system with respect to different localization errors. In this case, we observed three different behaviors when the localization error is increased: the robots explored cells that were outside the assigned area; sometimes they were not able to detect duplicated tasks and thus explored the same area more than once; finally, some cells have been skipped in the exploration.

In the third set of experiments, we change the maximum navigation speed that is allowed for each robot. The performance evaluation of these tests shows that, as expected, there is an optimal speed limit, and if the speed overcomes this limit, the performances degrades, because the navigation algorithm is not able to steer the robot.
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ABSTRACT
The main aim of my thesis is the development of agents capable of reasoning about norms given that they are situated in an uncertain environment. The n-BDI agent architecture developed in my thesis is aimed at allowing agents to determine which and how norms will be obeyed and supporting agents when facing with norm violations.
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1. INTRODUCTION
Internet is, maybe, the most relevant scientific advance of our days. It has also allowed the evolution of traditional computational paradigms into the paradigm of distributed computation over a open network of machines [11]. Multi-agent systems (MAS) have been proposed as a suitable technology for addressing challenges motivated by these open distributed systems. MAS applications are formed by agents which may be designed independently according to different goals and motivations. Therefore, no assumption about their behaviours can be made a priori. Because of this, coordination and cooperation mechanisms, as norms, are needed in MAS for ensuring social order and avoiding conflicts [2].

In MAS research, norms have been defined as a formal specification of what is permitted, obliged and forbidden within a society. Thus, they aim at regulating the life of software agents and the interactions among them [12]. Norms have been proposed in MAS to deal with coordination issues [10], to model legal issues in electronic institutions and electronic commerce [8], to model MAS organizations [7].

Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

2. MOTIVATION
In this section, I pose the main questions that my thesis tries to answer. Fundamentally, it has been motivated by the fact that existing proposals of intelligent norm-aware agents, like [9, 3], tend to be concerned about the decision-making processes that are supported by a set of active norms whose validity is taken for granted. Thus, they consider norms as static constraints that are hard-wired on agents. Only a fraction [1] have been concerned about the fact that norms can be violated deliberately and rationally. Thus, in my thesis I will address the problem of defining norm-aware agents and, in particular, I discuss how these agents deliberate about norms within uncertain environments. This question raises the matter of what means to reason about norms. The work of Sripada et al. [14] analyses the psychological reasoning subserving norms. This process is formed by two closely linked innate mechanisms: one responsible for the norm compliance dilemma, deciding whether one observes or violates a norm at a given moment; and the other in charge of norm implementation, which detects norm violations and generates motivations to punish norm violators. The first question addressed by my thesis is:

- How to built agents capable of facing with the norm compliance dilemma within uncertain environments?

Regarding the first issue, the norm compliance dilemma may be defined intuitively as making a choice between obeying or violating norms. The question implies the development of agents capable of considering norms. The set of norms which regulate MAS may dynamically evolve along time. Therefore, agents must be able to recognise and adopt new norms but maintaining their autonomy. Once an agent recognises a norm it may consider the effect of norm compliance in order to decide between norm violation or obedience. My thesis will consider also the “rational violation of norms” [4], which is an interesting issue that has not received enough attention in the existing literature. Therefore, my work will consider violations not as random or rebellious acts. On the contrary, the notion of rationality (which include both self-interest, emotional and cooperative motivations) as a criterion for making a choice between obeying or violating norms will be explored.

- How to built agents capable of implementing norms within uncertain environments?

On the other hand, this second question implies the consideration of the norm implementation within real scenarios. In this sense, traditional models of norm implementation
have been built assuming the existence of a shared reality which is certainly observed by agents. However, in real scenarios agents interact within an uncertain environment. In this sense, the uncertain environment implies a drastic evolution of the determination of norm violations. Up to the moment, sound norm violations have been detected by observing agent behaviour. Uncertainty about norm violation is explained by two main reasons: the opacity and limited knowledge about actions and illocutions performed by agents; and the existence of subjective conditions of norm violation due to the ambiguous interpretation of norms. Moreover, norm violations may be caused since agents are either unaware of the existence of the norm or do not perceive the discrepancy between the norm and their behaviour. Thus, norms imply processes for determining if a violation has occurred according to what has been observed by agents.

3. PhD THESIS APPROACH

In my thesis, my aim is to answer the question of the norm reasoning considering the inherent problematic of uncertain environments. As a response to this need, I will propose a normative BDI architecture (or n-BDI for short) [5, 6] in order to allow agents to take pragmatic autonomous decisions considering the existence of norms. Thus, the n-BDI will include an explicit representation of norms. These norms will allow normative desires and intentions to be inferred. Thus agents may exhibit both normative and non-compliant conduct. Rationality, emotionality and coherence will be the fundamental pillars of the n-BDI agent architecture. More concretely, rational motivations consider both: self-interest motivations, which consider the influence of norm compliance and violation on agent’s goals; and the expectations of being rewarded or sanctioned by others. Non-Rational factors are related to internalised emotions such as honour and shame that maintain norms. Finally, coherence theory [15] will be employed as a criterion for determining which of these decisions are consistent with the current agent’s mental state and how to build coherent alternatives for these decisions. In this sense, coherence among actions and goals will be considered in order to determine feasible plans for complying or violating norms.

Therefore, the combination of rationality, emotionality and coherence will allow agents to face the norm compliance dilemma in a more realistic way. Besides that, the normative reasoning not only implies making a decision about norm compliance but also being able to detect and react to violations committed by others. This is one of the main contributions of my thesis, the consideration of the detection, reacting and solving norm violations within uncertain environments. Uncertainty entails complex and significant difficulties which have not been considered by the previous proposals. These issues are related to the fact that there is not fully observability of the interaction performed by others. In addition, the way in which agents affect in the environment is imperfect. Thus, they may violate norms unconsciously. Finally, norms have not an unambiguous interpretation. Thus, violations are not detected by simply evaluating the truth value of logical formulas which represent norms. On the contrary, conflicts among agents about what is considered as an illicit act may arise. Thus, norms are not logic formulas but rather agreement processes for reaching a consensus about the occurrence of norm violations. This is an original perspective of the norm compliance problem which has not been deeply considered before by works on the individual norm reasoning. In my opinion, this question is of outstanding importance for the success of agent-based software solutions for large-scale distributed problems. Therefore, my thesis I will also be focused on building agents endowed with capabilities for evaluating partners accordingly to norms from this complex and realistic perspective.
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ABSTRACT
Agents usually encapsulate their principals’ personal data attributes, which can be disclosed to other agents during agent interactions, producing a potential loss of privacy. We propose self-disclosure decision-making mechanisms for agents to decide whether disclosing personal data attributes to other agents is acceptable or not. Moreover, we also propose secure agent infrastructures to protect the information that agents decide to disclose from undesired accesses.
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1. INTRODUCTION
Nowadays, in the era of global connectivity (everything is inter-connected anytime and everywhere) with almost 2 billion users with connection to the Internet as of 2010\(^1\), privacy is of great concern. Recent studies show that only 8% of users are unconcerned about privacy [9]. Moreover, almost 95% of web users admitted they have declined to provide personal information to web sites at one time or another when asked [3].

2. MOTIVATION
Autonomous agents play a crucial role to safeguard and preserve their principals’ privacy. This is because agents encapsulate personal information of their principal [1]. They usually have a detailed profile of their principal’s names, preferences, roles in organizations and institutions, location, transactions performed, and other personal information.

Westin [8] defined privacy as a “personal adjustment process” in which individuals balance “the desire for privacy with the desire for disclosure and communication”. Westin proposed his definition for privacy long before the explosive growth of the Internet. We consider that it also applies to autonomous agents that engage in online interactions. Agents carry out interactions on behalf of their owners so that they usually exchange personal information of their principals. This may raise privacy concerns, because this exchange of personal information can produce a potential loss of privacy. Thus, agents need self-disclosure decision-making mechanisms to decide whether disclosing personal data attributes to other agents is acceptable or not. Once an agent has decided which information to disclose to what other agent, this information should be protected from undesired accesses. This includes the ability of disclosing information about their principals without disclosing their principals’ identities if they decide so.

3. CONTRIBUTIONS

3.1 Self-disclosure Decision Making
Current self-disclosure decision-making mechanisms are based on the privacy-utility tradeoff ([4]). This tradeoff considers the direct benefit of disclosing personal information and the privacy loss it may cause; for instance, the tradeoff between the reduction in time to perform an online search when personal information (e.g. geographical location) is given and the privacy loss due to such disclosure [4].

There are many cases where the direct benefit of disclosing personal information is not known in advance. This is the case in human relationships, where the disclosure of personal information in fact plays a crucial role in the building of these relationships [2]. These relationships may or may not eventually report a direct benefit for an individual. For instance, a close friend tells you what party he voted for. He may disclose this information without knowing (or expecting) the future gain in utility this may cause. Indeed, it might not report him any benefit ever.

We propose a self-disclosure decision-making model based on intimacy and privacy measures to deal with these situations [7]. Our model considers psychological findings regarding how humans disclose personal information in the building of their relationships, such as the well-studied disclosure reciprocity phenomenon [2]. This phenomenon is based on the fact that one person’s disclosure encourages the disclosure of the other person in the interaction, which in turn, encourages more disclosures from the first person.

\(^1\)http://www.internetworldstats.com/stats.htm
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Intimacy accounts for the information gain of all the messages received from another agent. Privacy accounts for the information loss caused by sending a message valued with the sensitivity of the information disclosed. Agents may choose to disclose information that maximizes the estimation of the increase in intimacy while at the same time minimizing the privacy loss. Moreover, they consider how balanced their relationships are, i.e., they may decide not to perform disclosures to agents that do not reciprocate them with more disclosures (following the reciprocity phenomenon).

3.2 Secure Agent Platform

Once an agent has decided which information to disclose to which other agent, this information must be protected from accesses from any other third parties different from the agent to which the information is directed to. This includes parties from their local computer and network but also different locations, even across the Internet. We contribute a secure Agent Platform (AP) that allows agents to interact to each other in a secure fashion [5]. To this aim, our secure AP provides authorization mechanisms based on mandatory access control (agents are confined to access a subset of their principals’ permissions), and encryption and decryption of messages exchanged based on Kerberos.²

Moreover, our secure AP allows agents to authenticate to each other without disclosing their principals’ identities. Agents have their own identities that act as pseudonyms for their principals. Our secure Agent Platform keeps track of the association between principal and agent identities. Therefore, principal identities can be obtained for accountability concerns, such as law enforcement.

3.3 Privacy-enhancing Agent Identity Management

Our secure AP keeps track of the agent’s principal identity and its association to the agent identity. Thus, the AP itself can be a privacy threat for the principals running agents on top of it. Moreover, agents need to selectively disclose personal data attributes in their identity to other agents following our proposed self-disclosure decision making. This includes the necessity of allowing more than one identity per agent to be used in different disclosures (or different contexts). Thus, different disclosures (in possible different contexts) can remain unlinkable to each other if desired.

We propose an Identity Management Model for Multiagent Systems to enhance the privacy of agent’s principals [6]. Our model is based on current Privacy-enhancing Identity Management Systems and uses partial identities as a key concept for identifying entities (agents and principals). In a nutshell and informally speaking, a partial identity can be seen as a pseudonym and a set of attributes attached to it. Our model allow agents to have multiple partial identities and define access control rights for other agents to the attributes in them. Agents can define these rights based on our self-disclosure decision-making model.

In Privacy-enhancing Identity Management Systems, partial identities are issued by Identity Providers (IdPs). In our model, agents must provide their principal’s identity, or an existing partial identity to obtain new partial identities. IdPs do not make this association publicly known, but can disclose it if required by a court. Agents can register in an AP using a partial identity. Therefore, agent identity management is decoupled from the system where identities are used, increasing the privacy of principals.

4. FUTURE WORK

We claim that agents following our self-disclosure decision-making model lose less privacy than agents that do not use them when disclosing personal information to other agents. We now want to prove this claim experimentally. To this aim, we are performing experiments comparing agents using these self-disclosure decision-making mechanisms with privacy unconcerned agents that do not use them. We consider environments in which there are different percents of malicious agents, from 0% to 100% of malicious agents. We consider malicious agents to be agents that are only interested in obtaining information from other agents without increasing intimacy, i.e., they do not provide information about themselves or if they do, they lie about themselves.

We are also exploring strategies for agents not to be sincere when disclosing a PDA. This could be useful once these agents detect that they are interacting with malicious agents. They could choose to keep on disclosing PDAs while being insincere instead of not disclosing any other PDA to such malicious agents. Thus, using such strategies agents would be able to lie to liars.

Acknowledgments

This work has been partially supported by CONSOLIDER-INGENIO 2010 under grant CSD2007-00022 and projects TIN2008-04446 and TIN2009-13839-C03-01 of the Ministerio de Ciencia e Innovación de España. The author would also like to thank his thesis advisors Ana Garcia-Fornes and Agustin Espinosa.

5. REFERENCES


²http://web.mit.edu/kerberos/
Policies for Role Based Agents in Environments with Changing Ontologies
(Extended Abstract)

Fatih Tekbacak
Dept. of Computer Engineering
Izmir Institute of Technology
Urla, Izmir, Turkey 35430
fatihtekbacak@iyte.edu.tr

Tugkan Tuglular
Dept. of Computer Engineering
Izmir Institute of Technology
Urla, Izmir, Turkey 35430
tugkantuglular@iyte.edu.tr

Oguz Dikenelli
Dept. of Computer Engineering
Ege University
Bornova, Izmir, Turkey 35100
oguz.dikenelli@ege.edu.tr

ABSTRACT
Software agents try to achieve the goals of roles that they have in an environment. It is supposed that the dynamic structure of role based agents can be connected with updatable domain ontologies of the environment. Ontology evolution can cause the update of agent behaviors or access restrictions to ontological elements. So regulation for the agent behaviors may be needed. Our motivation is to create a suitable policy model for agents, environments and organizations when ontologies in the environment can change.
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1. INTRODUCTION
Ontological changes in an agent’s knowledgebase or environment is an encountered issue while developing a multi-agent system. After perception of ontological changes by role based agents (or environment), suitable behaviors should be assigned to the role based agents in multi-agent system scenarios. For example, while an agent playing a role is executing a plan according to the individuals in its accessed ontologies, changing individuals can lead changes of the agent behavior or the agent can’t achieve an action that is fulfilled before. If we focus on environmental point of view, policy rules in an environment are combined structure of the role ontology, domain ontology and change metadata ontology in our approach. These rules implemented for the environment should be executed to maintain the role playing agents lifecycle. When ontological changes are observed by related artifacts, these changes should be informed to environmental policy manager for regulating role based agent behaviors. From the organizational perspective, there should be a rule meta definition that is designed to regulate agent-based, environmental and organizational aspects.

2. ROLE BASED AGENT POLICY RULES FOR ONTOLOGICAL CHANGES
Based on changing ontologies, role based agents should also change the plans and the accessed resources. For the regulation of agent behavior, tracing of ontology changes and application of formal policy rules have to be carried out.

OWLdiff [2] is a project to compare and merge two ontologies developed using OWL API. It detects ontological updates by different units of the system and manages merging simultaneous updates. Pellet reasoner supports OWLdiff to control whether two ontologies are semantically same. In this work, our goal is to understand if role based agent can perform its task after the change of role related ontological data.

To realize our goal, changing ontologies are loaded and compared by OWLdiff and OWL API based basic structures (like rdfs:subClassOf, rdf:type) that have been transformed to Jena API to be reasoned using SPARQL language based constructs. In our approach subclass relations have been changed between roles and individuals. After changing individuals, related roles are tested if they still perform their operation correctly. Our rules have been reasoned by ARQ, a SPARQL engine, with queries appropriate to our rules similar to [3].

3. ENVIRONMENT PERSPECTIVE FOR ROLE BASED POLICY RULES
CartAgO [4] is a framework to program virtual environments for multi-agent systems. [4] defines artifacts to use resources during the common activities between agents themselves and agents/environment.

In Figure 1, the interaction between agent and environment has been shown according to changing ontologies. There are two kinds of initialization phases in the environment as Environment Initialization and Agent Initialization:

Environment Initialization: Environment has to be initialized for using policy rules to react ontological changes. So artifacts for possible changing constructs of domain ontologies are created. Metadata knowledge of changeable entities have been defined by an extension [5] of Ontology Metadata Vocabulary [6]. Change Detection Manager manages the artifact changes to inform Environment Policy Manager.
Role Ontology includes role definitions and static separation of duty (SSD) constraints. Static separation of duty constraints cause an agent to own non-conflicting roles. Role and SSD information are transferred to Environment Policy Manager after transformed to CartAgO policy constructs.

Agent Initialization: When an agent wants to act in the environment, firstly it accesses the Role Ontology to achieve its goals. It obtains the related roles with the help of SSD constraints. Played roles by the agents have been registered to Role Facilitator as CartAgO role entities. A Role Server which includes authentication process of agents has been considered as a future work.

After initialization processes, when a change in an ontology have been noticed, Change Detection Manager informs the related artifact change to Environment Policy Manager. Environment Policy Manager keeps policy rules as <RoleGoal, Condition, Action, RoleGoal>. By this way, if a condition that causes the change of a goal is observed, Action informs the role based agents which have been registered to Role Facilitator about ontological access or goal update.

Figure 1. Policy based approach to environment for changing ontologies

During the adaptation process of role and RBAC formalisms to an environment, policy artifact definitions have been used. For example, when a role including a policy has been played by an agent, policy artifact has to gain AlwaysAllowUse right of CartAgO to access different artifacts or resources in the environment. In a more complex condition, using an AlwaysAllowLinkPolicy right can provide us to use different policy artifacts of a role based agent together.

4. ORGANIZATION PERSPECTIVE FOR ROLE BASED POLICY RULES

Role based agents which achieve their goals by the help of ontologies are related with the organizational rules and goals. While the organizational goals and rules have been executed by an agent, policy rules also have to be taken into consideration.

In Figure 2, an organization diagram including security package has been shown. Semantic Security Rule defined in Figure 1 has been extending Rule concept of organization. When Security Goal needs using more than one artifact of the environment that organization operates, Security Tasks that own Semantic Security

Rule definitions have been operated by Security Goal. Before Security Goal divides its goals to subtasks and rules, tasks have to be determined whether security requirements are System Specific Requirement or Agent Specific Requirement. According to these requirements, Security Goal of the role detects which Security Tasks it will operate. When Security Goal has been loaded by the Role in the Organization, the agent can fulfill its goals and it complies with the rules according to Security Goal definitions.

Figure 2. Organization structure including policy constructs

As a future work, there should be defined a model which maps ontological Role definitions and Role class of CartAgO to run environmental and organizational scenarios.
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ABSTRACT
This thesis investigates whether incorporating ideas from human decision-making in computer algorithms may help improve agents’ decision-making performance, as either independent actors or in collaboration with humans. For independent actors, psychological cognitive appraisal theories of emotion are used to develop a lightweight algorithm that dynamically re-prioritizes their goals to direct their attention. In experiments in quickly changing and highly uncertain domains these agents are shown to perform as well as agents that compute expensive optimal solutions, and exhibit robustness with respect to the parameters of the environment. For agents interacting with humans, it is investigated whether expressing emotions has the ability to convey traits like trustworthiness and skill, and whether the appropriate emotional expression can help forge mutually beneficial relationships with the human. Finally, the theory of reasoning patterns [7] is leveraged to analyze games with complex strategic behavior without having to compute an expensive, precise solution. This theory is also employed to the generate advice for human decision-makers in complex games. This advice has been experimentally shown to improve their decision-making performance.
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1. INTRODUCTION
Computer systems are being extensively used for decision-making in a variety of environments. Financial investments, military operations, auctions, prediction markets, scientific research and even digital entertainment heavily leverage artificial agents that perform computations and make decisions. In such systems humans are sometimes engaged in the decision-making process. Depending on the nature of this engagement, we can distinguish two types of systems: Agents in the first type act independently and without the need to interact with a human on a regular basis, if at all. In these cases, the decision-making algorithm lays entirely “within the agent.” It aims to determine a course of action for the agent based on its preferences, goals and observations. The second type of agents is required to interact (negotiate, collaborate with, or assist) humans in carrying out their tasks. In doing so, the agent may also reason about the way humans make their decisions, their preferences and the way they might react, emotionally and cognitively, to its own behavior. An agent can of course be of both types, having to both make decisions autonomously and interact with humans.

Humans have been shown to leverage a variety of cognitive techniques, computational shortcuts and psychological/emotional components to make their decisions [7]. On the other hand, computer decision-making techniques do not as of yet incorporate an analogue of these emotion-based or cognitive techniques; it is an open question whether adding such capabilities would improve computer decision-making. It must here be noted that these methods used by humans are not necessarily “inferior” to the game-theoretic or logical reasoning frequently used by computers [6]. In particular, in quickly changing or highly uncertain environments the costly computation of optimal solutions may be less useful than quickly adapting to changes in the environment. Furthermore, when computers need to communicate with humans, the effectiveness of such interactions may be improved by providing the agents with the appropriate emotional expression and the ability to interpret and predict the humans’ emotional responses and inferences. Below the contributions, realized and expected, to both types of decision-making agents are described.

2. HUMAN DECISION-MAKING FOR INDEPENDENT ACTORS
Independent actors need to make decisions autonomously, often in complex environments. However, real-world environments exhibit a prohibitively large number of states and complex interactions among the various agents, rendering optimal strategies impossible to compute and necessitating the use of heuristics. However, there is no principled methodology to generate heuristics in generic domains. I
have developed such a methodology by using cognitive appraisal theories of emotion. Emotions, under these theories, are cognitive reactions to particular interpretations of how perceived stimuli (observations) might influence the agent’s goals. For instance, the emotion of “fear” is a reaction to a significant goal being perceived as coming under threat; fear then motivates behaviors geared toward protecting that goal (in animals, these behaviors might involve fleeing or adopting a defensive stance). In my architecture, agents are assumed to have goals, and each goal is associated with a priority level. At every point in time, agents are performing actions geared towards achieving higher-priority goals. Agents are also equipped with the ability to interpret the information they receive, assessing whether each of their goals is assisted or obstructed by new developments seen in the world. Artificial emotions are elicited in accordance with cognitive appraisal theories and change the goals’ relative priority levels. Thus, the agent is switching its “attention” to the goals that its emotions are promoting as most significant. In simulations I am showing that agents using this lightweight, emotion-based heuristic methodology perform as well as agents that compute expensive solution concepts, and even perform reasonably well in domains for which optimal solutions are impossible to compute. Among the domains examined are restless bandits (an extension of multi-armed bandits), and foraging environments. The emotion-based agents have been compared against indexing policies, MDP solutions, as well as other, non-emotion-based heuristics in terms of the utility obtained, the amount of experience required to get the agent to an acceptable performance level, and the robustness of its performance with respect to the parameter values chosen in its algorithms.

3. HUMAN DECISION-MAKING FOR INTERACTING AGENTS

Agents interacting with humans are faced with not just the problems of effective, adaptive decision-making, but also with understanding and influencing the decision-making strategies of their human partners. For instance, agents negotiating with humans over the division of resources are able to secure better outcomes for themselves by understanding the socio-cognitive and emotional functions of their human opponents [8]. My work in this domain investigates whether emotion expressed by the agents may cause humans to perceive “traits” in the agent, such as trustworthiness, honesty, or skill. Furthermore, humans have been shown to develop “relationships” with the computers they interact with, treating them as social agents [5]. This thesis researches whether good, stable relationships can elicit better performance from both parties. This increased performance may manifest as reaching decisions quicker, making fewer mistakes, and maintaining repeated interactions even in the presence of errors due to the trust levels between the two parties. It is examined whether an agent generating “appropriate” emotional responses in its interaction with the human can assist the formation of such good relationships. If so, agents designed with the appropriate emotional expressions might enjoy a comparative advantage other agents in a market in which they compete for the humans’ business.

Finally, in some domains humans are using computers to explore their options and understand the consequences of their decisions, but would prefer to retain the final call and the responsibility for their choices. In these settings, the computer needs to be able not just to compute a well-performing course of action, but also explain and justify it to the human. To this end, I have used the theory of reasoning patterns [7] to generate advice for human decision-makers. This theory exposes the reasons that make a particular strategy “good” in terms of its effects on the utility of the agents and the information flow within the game, thus offering explanations that are easy to understand by human decision-makers. To test whether this theory can be used for generating decision-making advice, I have used human subjects that played a repeated, private-information game whose size did not allow for easy computation of an optimal solution (Bayes-Nash equilibrium). Furthermore, this game had multiple equilibria, and thus it was not obvious which one should be suggested to the human. Large size, private information and the existence of multiple equilibria are all features shared by many real-world problems. To address this problem, I developed a polynomial algorithm to identify the reasoning patterns [1], and gave the human an explanation of each pattern (e.g., “by doing this action, the other player will infer that you are of this type”) as well as a heuristic quantification of its effects in terms of the utility obtained. Human players who received such advice outperformed those who did not [2]. To address more complex games, such as Bayesian games without a common prior, I extended the theory of reasoning patterns [4]. Moreover, I developed a novel concise graphical representation for such games [3], which allows reasoning patterns to be identified graphically in polynomial time. The extended theory has been used to answer questions of strategic relevance (such as “would player i want to lie to player j?”) without having to solve the game. This enables the modeler of a system to predict or anticipate the behavior of agents by simply looking at the game’s structure and running a lightweight analysis algorithm, without having to consider their behavior in detail, or even make restrictive assumptions about their rationality and decision-making algorithms.
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ABSTRACT

Security of systems and information has always been a challenge to organisations and industries. Many technical solutions including firewalls, encryption and anti-virus software have been used, yet security still remains a problem. These security solutions failures are largely due to the fact that as systems become more complex, a lot of interaction is involved between various actors. Some of these interactions usually leave room for security vulnerabilities which are simply not accounted for by the technical security solutions; there are just too many possibilities.

My research is focused on this aspect of organisational security. The proposed approach to this involves the monitoring of events for traces of behaviours that may eventually circumvent the security regulations of the organisation. The methodology includes organisational modelling and simulation of self monitoring agents using a normative framework.
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1. INTRODUCTION

Security in large, heterogeneous distributed systems has faced with many challenges due to the increased richness and complexity of interconnections between systems and the interactions between subsystems. Security research — and the solutions provided — have been largely focused on technical issues such firewalls, encryption and anti-virus software. While these solutions have been implemented, they have not been able to deliver the desired level of security [2]. This concern has drawn the attention of researchers in the security domain who have identified issues including human factors [7] and lack of early identification and integration of security requirements in systems development [5]. With the widespread of application of software systems and their usage in almost every part of human life, security of such systems is no longer a mono-dimensional technical issue but a multi-dimensional challenge that encompasses technology, people, and processes. The research literature abounds with advocations for the consideration of security from the early stages and throughout the software development life cycle. There is therefore the need to develop mechanisms that support the analysis of these dimensions of security threats.

Organizations are made up of individual human actors who interact with each other and with various organizational resources such as information and data as they carry out their duties. As such, they have the tendency to exhibit behaviours that may circumvent the security efforts of such organizations, for practicality and convenience more than malice. Such behaviours are difficult to elicit during design and so constitute a major source of security vulnerabilities that become evident at run time. This research aims to

- Use security misuse cases to analyse the static security properties of a system. This will help system developers understand the nature of security threats to expect in the system thereby enabling them set up appropriate mitigation mechanisms.
- Model such organisations as a multi-agent system and use event monitoring connected to a normative framework to identify security vulnerabilities in practice. Events initiated by actors will be monitored and analysed for the presence or absence of traces of anomalous behaviours that may or may not lead to violation of security policies. This strategy of monitoring events should help in the early detection and eventual prevention of security breaches within the organisation.

2. RELATED WORK

Event monitoring has been widely used in intrusion detection and prevention systems where an intrusion detection system gathers and analyzes information from various areas within a computer or a network to identify possible security breaches. Patcha and Park [6] summarised intrusion detection as the act of detecting actions that attempt to compromise the confidentiality, integrity or availability of a system/network. An intrusion detection system is capable of detecting all types of malicious network traffic and computer usage. The network packets that are collected are analyzed for rule violations by a pattern recognition algorithm. When rule violations are detected, the intrusion
detection system alerts the administrator. This approach has been applied to solving various levels of computer network security problems [6, 4]. Event monitoring has also been used in process mining [8], where events are monitored, logged, and analysed for the purpose of improving business processes. These approaches require the existence of separate monitoring and analysis entities. However, we are using the approach in a dynamic way to address the problem of eliciting security threats that are due to the vulnerabilities that arise as a result of the interaction between the various actors in a system.

**Misuse Cases** document conscious and active opposition in the form of a goal that a hostile agent intends to achieve, but which the organization perceives as detrimental to some of its goals. A Misuse Case and its hostile agent implies a dynamic and intelligent pattern of threats, not just the single threatening goal that is actually named. Misuse cases therefore, concentrate on interactions between the application and its misusers (e.g. cracker or disgruntled employee) who seek to violate its security. It allows for the analysis of security threats from the view of the attacker. Because the success criteria for a misuse case is a successful attack against an application, misuse cases are highly effective ways of analyzing security threats [3].

### 3. SOLUTION APPROACH

The model consist of a world model, (potentially several) institutional frameworks, and agents. It is based on the notion of observable events that capture the notion of physical world events and institutional events that only have meaning within a given social context. Institutional events are not observable, but are created through Conventional Generation, whereby an event in one context Counts As the occurrence of another event in a second context. Taking the physical world as the first context and by defining conditions in terms of states, institutional events may be created that count as the presence of states or the occurrence of events in the institutional world. Thus, an institution is modelled as a set of states that evolve over time subject to the occurrence of events, where an institutional state is a set of institutional fluents that are considered true at some instant.

From this approach, institutional frameworks provide a mechanism to capture and reason about "correct" and "incorrect" behaviour within a certain context, which in this case is security. The definition of norms here is taken to include security rules and policies. The participants of our normative framework are governed by security rules and policies specified in the norm. The framework monitors the permissions, empowerment and obligations of their participants and generate violations when norms are not adhered to. Information of the norms and the effects of participants actions is stored in the state of the framework. The constant change of the state over time as a result of these actions provides participants information about each others behaviour. This follows from the concept that "little" facts collected about events/actions over time may eventually lead to "big" facts that reveal vital information about a participant’s behaviour i.e conformance to or violation of security rules.

Security is, and always will, be a major concern in any IT infrastructure. However, what makes smart grid security issues more daunting is the pervasive and massive deployment of networked smart meters and other IT-enabled components. Also, there are other business solutions that will emerge such as the integration of various business-to-business (B2B) and business-to-consumer (B2C) smart networks. This will result in a lot of interaction taking place between and within different domains of the energy grid, hence a huge amount of information flowing within the grid, including customers’ private information. The distributed nature of the smart grid, and the intelligent autonomous behaviour expected of it, naturally lend itself to multi-agent methodology [9]. However, no research has directly addressed security issues. We have chose to use the NISTIR 7628 guideline for smart grid cyber security [1], to provide the scenario for evaluating our proposed model.

### 4. FUTURE PLANS

My aim is to develop a methodology for formalising and analysing security threats in systems and tools for analysing security vulnerabilities in an organisation arising from interactions between actors. To test this, I will use scenarios from the publicly available NIST specification for smart grid security to develop misuse cases and organisational models. The misuse cases will specify potential misuses that can result in (information) security breaches, while the organisational model will specify and validate the dependencies between actors. My research timeline is 1. organizational modelling with Operetta (3 months) 2. evaluation of the organisational models using agent-based simulation in Jason and Agentscape (9 months) 3. development of behaviour monitoring tool (6 months) 4. scaling up simulation (in parallel) 5. writing up (6 months). The most significant research challenge I foresee is how to express security misuse goals with multiple subgoals in terms of norms and how they may properly influence agent behaviour.
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ABSTRACT

Agents have different interests and desires. Agents also hold different beliefs and assumptions. To accomplish tasks jointly, agents need to better convey information between each other and facilitate fair negotiations. In this thesis, we investigate agent dialogue systems developed with the Assumption-Based Argumentation (ABA) framework. In our system, agents represent their beliefs and desires in ABA. Information is exchanged via ABA arguments through dialogues. Main contributions include (1) understanding the connection between dialogues and argumentation frameworks and (2) applying argumentation dialogues in various agent applications.
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1. INTRODUCTION

Complex multi-agent systems are composed of heterogeneous agents with different beliefs and desires. Agents usually perform tasks in a joint manner to promote higher common welfare. However, various issues exist in agent interaction. For instance, agents reason with different assumptions to fill gaps in their beliefs. Since some assumptions may be incorrect, agents may be misinformed and decide on incompatible actions that lead to conflicts. Moreover, even if agents share the same information, they may still reach different decisions as they have different desires. We study dialogue systems that better communicate information among agents. We construct a generic dialogue system that contributes to the elimination of misunderstanding between agents. The dialogue system also helps agents to communicate and fulfill their desires.

We use Assumption-Based Argumentation (ABA) [2] to represent agent beliefs and desires. ABA is a general-purpose, widely applicable form of argumentation where arguments are built from rules and supported by assumptions, and attacks against arguments are directed at the assumptions supporting the arguments, and are provided by arguments for the contraries of their assumptions. With well defined arguments and attacks, argumentation semantics, such as admissibility, can be defined in ABA, where an argument is admissible if it does not attack itself and attacks all arguments attacking it.

In this setting, we study how agreement can be reached by using information from multiple ABA frameworks (which agents are equipped with). We study how information captured in ABA frameworks can be communicated through dialogues and analyse the relation between dialogue outcomes and argumentation semantics.

2. MOTIVATING EXAMPLE

Imagine a scenario such as the following. Two agents, Jenny (J) and Amy (A), are planning a film night together and want to agree on a movie to watch. The agreement is reached through a dialogue, as follows:

J: Let's see if Terminator is a good movie to watch.
A: OK.
J: I would like to watch a movie that is fun and has a good screening time.
A: OK.
J: To me, a movie is fun if it is an action movie.
A: OK.
J: And, Terminator is an action movie.
A: OK.
J: I also believe Terminator starts at the right time.
A: Are you sure it is not going to be too late?
J: Why?
A: I don't know. I am just afraid so.
J: It won't be too late if it finishes by 10 o'clock.
A: I see. Indeed, Terminator finishes by 10 o'clock.
J: OK.
A: OK.

In this example, Jenny succeeds in persuading Amy to watch the movie she proposes. Amy had the opportunity to disagree and challenge Jenny, but Jenny managed to produce a compelling argument. In our framework, Jenny's argument for watchMovie(Terminator) can be seen in Figure 1; and
functions determine what utterances agents can make during a dialogue, whereas outcome functions determine whether a dialogue has been successful. These functions are defined in terms of dialectical trees underlying the dialogues (and implicitly constructed during them).

To prove soundness of our approach, we connect our dialogue model with the admissibility semantics for ABA. In particular, we prove that by constructing a joint ABA framework through a dialogue, the claim of a successful dialogue is supported by a set of admissible arguments within the joint ABA framework. Furthermore, this set of arguments is identified during the dialogue. This result relies upon a correspondence between dialectical trees and the concrete dispute trees introduced in [1].

The ABA framework drawn from the example dialogue is:

**Rules:**
- watchMovie(X) ← funMovie(X), screenTime(X)
- funMovie(X) ← actionMovie(X)
- actionMovie(Terminator)
- finishbyTen(Terminator)

**Assumptions:**
- screenTime(X)
- late(X)

**Contraries:**
- C(screenTime(X)) = late(X)
- C(late(X)) = finishbyTen(X)

It can be seen that watchMovie(Terminator) is supported by an argument in an admissible set with respect to the above ABA framework. This corresponds to Jenny having persuaded Amy, in that no objections have been raised that could not be addressed, and Jenny’s view point is non-contradictory. Hence we conclude that the dialogue presented in Table 1 is successful.

Our dialogue model is generic in that it does not focus on any particular dialogue type, e.g. information seeking, persuasion or negotiation. In the example, we demonstrate persuasion as an application of our model. In [3] we demonstrate conflict resolution as another application.

### 4. CONCLUSION

In this thesis, we investigate argumentation dialogues. The main contribution of this thesis are (1) a generic formal model for ABA-based dialogues; (2) an investigation of dialogue and argumentation semantics; and (3) dialogue applications such as conflict resolution and persuasion.

Future work includes investigation of some other argumentation semantics, such as the ideal semantics, and further investigation on properties of various dialogue types, including information seeking and negotiation.
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1. INTRODUCTION
Pathfinding is an important underlying task for many autonomous agents. Abstracting the environment into a navigation graph (e.g., a grid map) enables a mobile unit to plan its path to goal using heuristic search. For example, an A* search finds an optimal path. With multiple units moving simultaneously inside a shared space, the goal is to navigate each unit to its target without colliding into static obstacles or other units. This problem is much harder. Even without motion constraints, finding optimal solutions in a fully known, two-dimensional environment is NP-complete [1, 6]. With both branching factor and number of states growing exponentially in the number of units, a centralised search in the combined state space of all units is intractable in practice even on relatively small collections of mobile units. However, problems in applications such as robotics, logistics, military operations planning, disaster rescue, and computer games often involve ‘massively’ large numbers of agents.

Traditional multi-agent path planning approaches each has its particular strengths. Centralised methods preserve solution optimality and completeness by planning globally, and sharing information centrally. Decentralised methods decompose the problem into a series of smaller searches, which can be much faster, and scale up to much larger problems. However, each approach also has serious drawbacks. For instance, the optimality requirement is very costly in practice. [4] incorporates decentralised planning for non-interfering subgroups of units (ID) to an improved centralised planning (OD), and scales much better than a standard centralised A*.

My thesis addresses the important issues in multi-agent pathfinding hand in hand, by providing tractability and completeness guarantees, as well as being scalable and efficient. This work assumes a class of cooperative multi-agent pathfinding problems on undirected graphs that were discretized from fully known, 2-D workspaces containing static obstacles. Units are the same size, and like circular robots, have no turning constraints. Each unit has distinct start and target positions. A graph node can be occupied by exactly one unit at a time. Units move synchronously to the next unoccupied node per time step. Moving into an adjacent unoccupied node does not depend on other neighbouring nodes (unlike making diagonal moves in the grid map setting).

The term massively is used here to contrast the scalability of our algorithms, FAR [7] and MAPP [8], with previous state-of-the-art algorithms. MAPP solves 92–99.7% of units on challenging scenarios with 2000 uniformly randomly generated units on realistic game grid maps, significantly more than previous algorithms that were experimented on problems of 1 to 2 magnitudes fewer units.

2. CONTRIBUTIONS TO DATE
My approach is to decompose the global search into an offline path pre-computation, followed by plan execution with online conflict resolution. We have developed two algorithms in this framework: FAR [7] and MAPP [8].

1http://users.rsise.anu.edu.au/~cwang/gamemaps
Aiming at improving computation speed and memory usage on large-scale problems, we introduced an efficient search graph structure inspired by real-life road networks, where lanes are strictly 1-way to avoid head-to-head collisions. Our flow annotation restricts movement on a grid map, allowing only one horizontal and one vertical direction along each row and column, and alternates between rows and columns. The FAR algorithm runs an independent A* search per unit on the flow-annotated search graph, then repairs plans locally and online, using a heuristic procedure to break deadlocks. Experimental results in [7] show that FAR plans faster, uses less memory, and can often scale up to more units compared with the recent successful grid map algorithm, WHCA* [8]. Even without diagonal moves, the average solution length ratio between WHCA* (with diagonals) and FAR is 86%.

While achieving significant speed-up and scalability with this decentralised approach, the inability to a priori determine whether a given problem instance can be solved by our algorithm is a serious drawback. In most real life applications, it is unacceptable to launch an algorithm without knowing whether it can return a solution, or will fail by either timing out or first using up all the computing resources. To combine the strengths of (partial) completeness, tractability, and scalability, we extract information from features of the problem instance at hand to design an algorithm that identifies a tractable subclass of multi-agent pathfinding problems. The original SLIDEABLE class has three polynomial time verifiable conditions: 1) alternate connectivity existence: for every consecutive triple locations along a path, an alternate path connects the two ends without going through the middle; 2) a blank (unoccupied location) can be found in front of each unit in the initial state; 3) targets are isolated from all other paths. These conditions allow a unit, blocked on its path to goal, to attempt to bring a blank to its front by sliding other units along an alternate path. This blank travelling operation enables units to make progress on their pre-computed paths, and is at the heart of our MAPP algorithm. Although incomplete for the general case, MAPP is guaranteed to solve units that fall into the SLIDEABLE class with time and solutions under low-polynomial bounds [8].

After implementing MAPP and integrating it in the HOG framework, we evaluated its performance in practice, including scalability, completeness range, running time, and solution quality. The empirical studies, similar to FAR, were done on grid map problems. Experiments were run on the data set of randomly generated instances used in [7]. The input maps were 10 of the largest from the game Baldur’s Gate, with various configurations of obstacles forming rooms, corridors, and narrow tunnels. We test each map with 100 to 2000 mobile units in increments of 100. Preliminary results identified Basic MAPP’s key bottlenecks, based on which we made extensions to enlarge its completeness range, plus improvements such as reducing unnecessary moves. Extended MAPP scales significantly better: with 2000 units, FAR solved as few as 17.5%, WHCA* solved 12.3% (with diagonal moves) and 16.7% (without), while MAPP solved at least 92%. Over the entire data set, enhanced MAPP solved 98.82% of units, FAR solved 81.87%, while 77.84% and 80.87% are solved by WHCA* with and without diagonal moves allowed, respectively. MAPP is also competitive in speed. A summary of these results is reported in [9].

We analyzed the quality of MAPP’s solutions using multiple quality criteria such as total travel distance, makespan, and sum of actions (including move and wait actions). We introduced offline and online enhancements that significantly reduced waiting and congestion, while maintaining MAPP’s advantages on the previous performance criteria. On average, the sum of actions is cut to half. The improved MAPP becomes state-of-the-art in terms of solution quality, being competitive with FAR and WHCA*. Comparing the solutions of all 3 suboptimal algorithms to lower bounds of optimal values shows they have reasonable quality. For instance, MAPP’s total travel distance is on average 19% longer than a lower bound on the optimal value.

3. CONCLUSIONS AND FUTURE PLANS

Suboptimal multi-agent pathfinding algorithms scale well beyond the capabilities of optimal methods. The FAR algorithm traded optimality and completeness for an improved efficiency, like many other approaches in the literature. Results demonstrated that FAR can be very effective in many cases. However, as with previous methods, FAR has shortcomings of incompleteness, and provides no criteria to distinguish between problems it can or cannot solve, nor guarantees with respect to the running time and the quality of its computed solutions. MAPP, on the other hand, bridges the gap between scalability and efficiency in practice with providing formal completeness guarantees. Providing these guarantees in multi-agent pathfinding does not pose as strong a limiting factor as the optimality requirement on problems that can be solved in practice. MAPP has even better scalability and success ratio than FAR and WHCA*. In instances that all 3 algorithms can fully solve, MAPP is also better or at least as competitive in speed and solution quality.

In future work, we plan to continue to extend the MAPP algorithm. In particular, some initially non-SLIDEABLE units could become solvable as other units are being solved. We will explore other possible optimizations, and also investigate a measure of how tightly coupled units are in a large multi-agent pathfinding problem, and to use it to refine our theoretical study and to design heuristic enhancements. In the long term, MAPP can be part of an algorithm portfolio, since we can cheaply detect when it is guaranteed to solve an instance. Hence it is also worthwhile to find formal tractable subclasses of incomplete algorithms such as FAR.
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ABSTRACT
Extensive transportation networks have become the economic backbone of the modern age. Thus, securing these networks against the increasing threat of terrorism is of vital importance. However, protecting critical infrastructure using limited security resources against intelligent adversaries in the presence of the uncertainty and complexities of the real-world is a major challenge. While gametheoretic approaches have been proposed for security domains, traditional methods cannot scale to realistic problem sizes (up to billions of action combinations), even in the absence of uncertainty.

My thesis proposes new models and algorithms that have not only advanced the state of the art in game-theory, but have actually been successfully deployed in the real-world. For instance, IRIS has been in use by the Federal Air Marshal Service for scheduling officers on some international flights since October 2009. My thesis contributes to a very new area that uses insights from large-scale optimization for game-theoretic problems. It represents a successful transition from game-theoretic advancements to real-world applications that are already in use, and it has opened exciting new avenues to greatly expand the reach of game theory.
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1. INTRODUCTION
Protecting critical infrastructure and targets such as airlines and airports, historical landmarks, and power generation facilities is a challenging task for police and security agencies worldwide. The growing threat of international terrorism has exacerbated this challenge in recent years. This work studies the problem of protecting transportation networks for airplanes, trains, and buses which carry millions of people per day to their destinations, making them a prime target for terrorists. For example, in 2001, the 9/11 attack via commercial airliners resulted in $27.2 billion of direct short term costs as well as a loss of 2,974 lives. The 2008 terrorist attacks in Mumbai resulted in 195 lives lost and nearly 300 wounded.

Measures for protecting potential target areas include monitoring entrances or inbound roads, checking inbound traffic and patrols aboard transportation vehicles. Stackelberg games have been used to model the security resource allocation problem [8], however, the scale of the problem in networked domains makes it challenging for existing techniques to be applied. For example, the Federal Air Marshals Service (FAMS) schedule armed officers onboard passenger aircrafts. The enormity of the challenge faced by the FAMS can be revealed by a small example: an instance with 100 flights and 10 officers would have more than a billion possible assignments; in reality, there are an estimated 3,000–4,000 officers and about 30,000 flights. Another example domain is protecting urban road networks. In response to the attacks in 2008, the Mumbai police have started to schedule a limited number of inspection checkpoints on the road network throughout the city. They have to consider millions of combinations of checkpoints along with billions of paths that the attackers could choose. Additionally, uncertainty in the real-world further increases complexity. For example, the police may be facing either a well-funded hard-lined terrorist or criminals from local gangs. These two groups may have entirely different preferences, and the police may not know what type of attacker they would be facing on any given day. Similar problems are faced in other real-world domains as well.

The objective of a Stackelberg solution algorithm is to compute the allocation of limited security resources to security measures that maximize the expected utility of the defender under the presence of domain dependent scheduling constraints when facing an adaptive intelligent attacker. A significant limitation of existing solution methods [1, 8] is that they handle multiple security resources by enumerating all possible combinations of resource assignments. This grows combinatorially in the number of resources and the size of the network, which makes it computationally infeasible to solve real-world problems, since there may be billions of combinations in the real-world. Moreover, existing algorithms do not scale-up in the presence of uncertainty. My work provides newer models and algorithms specifically designed to handle security challenges faced in large networked domains.

2. CONTRIBUTIONS
Many security domains involve allocating multiple resources to cover many potential targets. Such problems are compactly repre-
sented using security games [5], where only payoffs for successful and unsuccessful outcomes for both the defender and the attacker are required. I have developed new models and algorithms to compute optimal defender strategies for these games. In particular, my contributions are as follows: (i) use insights from large-scale optimization to solve massive security games; (ii) identify and exploit domain structure; and (iii) provide a new framework for Bayesian games that is applicable to all Stackelberg solvers.

**Use large-scale optimization techniques:** Real world problems, like the FAMS and urban road networks, present billions of action choices (pure strategies) to both the defender and the attacker. Such large problem instances cannot even be represented in modern computers, let alone solved using naive techniques. I have developed algorithms, Aspen [2] and Rugged [3], that use strategy generation to provide scale-ups in domains with massive pure strategy spaces. The algorithms start by considering a minimal set of pure strategies for both the players (defender and attacker). ‘Useful’ strategies are then generated and added to the set, until the optimal solution is obtained. Aspen uses branch and price, which is a combination of branch and bound and column generation. It is applicable in domains with massive number of defender actions and few (polynomially many) attacker actions, like the FAMS domain where the defender can have billions of possible flight tours but the attacker can only attack the fixed set of flights. Branch and price is not an “out of the box” approach, and Aspen provides a novel master-slave decomposition to facilitate strategy generation. Additionally, conventional linear relaxation techniques perform poorly in this domain, and Aspen uses novel branch and bound heuristics that improve its performance by orders of magnitude [2]. Similarly, Rugged is designed for domains which have a massive number of actions for both players, like in urban road network security, and provides novel best-response formulations that enable strategy generation for both the defender and the attacker.

**Exploiting domain structure:** The algorithms are designed to exploit the structure of the underlying network. This also enables them to handle specific scheduling constraints presented by the domain. For example, the FAMS need to assign flight tours to every air marshal, where each tour should satisfy the logistical and spatio-temporal domain constraints. This problem of finding the optimal defender strategy in the presence of such scheduling constraints is NP-hard [6]. Aspen uses a novel decomposition of the problem instance into a master problem and a network flow subproblem, which allows it to efficiently consider all the scheduling constraints while generating new strategies. Aspen is indeed the first known method for efficiently solving real-world-sized security games with arbitrary schedules, and forms the core of IRIS, the scheduling assistant in use by the FAMS since October 2009. Similarly, Rugged also uses a network flow formulation to efficiently compute best response paths of the attacker.

**Handling uncertainty via Bayesian games:** The different preferences of different attacker types are modeled through Bayesian Stackelberg games. Computing the optimal leader strategy in Bayesian Stackelberg game is NP-hard [1], and polynomial time algorithms cannot achieve approximation ratios better than $O(ttypes)$ [7]. I have developed a new technique for solving large Bayesian Stackelberg games that decomposes the entire game into many hierarchically organized restricted games, which are used to improve the performance of branch and bound search. The solutions obtained for the restricted games at the ‘child’ nodes are used to provide: (i) pruning rules, (ii) tighter bounds, and (iii) efficient branching heuristics to solve the bigger game at the ‘parent’ node faster. Such hierarchical techniques have seen little application towards obtaining optimal solutions in Bayesian games, while Stackelberg settings have not seen any application of such hierarchical decomposition. Additionally, these algorithms are naturally designed for obtaining quality bounded approximations, and provide a further order of magnitude scale-up without any significant loss in quality.

**Real-world Results:** Game-theoretic approaches for security scheduling have been successfully deployed in the real world, with applications like ARMOR and IRIS in use by the Los Angeles airport police and the FAMS since August 2007 and October 2009 respectively [4]. IRIS uses the Aspen algorithm for scheduling air marshals on board few international flights; FAMS is indeed working towards increasing the scope of IRIS towards domestic and other sectors. Furthermore, game-theoretic software assistants for other agencies like the Coast Guard and Border Patrol are under development as well.

### 3. Future Work

Thus far, my contributions have been in developing models and algorithms for massive security games for transportation networks. In the future, I would like to develop scalable algorithms for more complex security domains: specifically, for domains with multiple levels of security and multiple attackers. Additionally, current models assume that (i) the actions of the defender are executed perfectly, (ii) the attacker observes the defender strategy perfectly, and (iii) the attacker acts rationally. This may not be case in the real-world due to human errors or other unforeseen circumstances. Given that Stackelberg games have already seen real-world deployments in security domains, the requirement of developing robust solution techniques is urgent. Robust strategy generation in Stackelberg games is largely unexplored, and I plan to develop a new framework that can relax the aforementioned assumptions and model uncertainties of the real-world. Finally, I would like to generalize all the insights from this work and build towards a unified scalable robust solution technique.
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ABSTRACT
The aim of my PhD thesis is to propose a decentralized system for service management based on the social concept of homophily. The system provides self-organizing features, and it is established and maintained without supervision. Each agent manages autonomously events such as searching services, joining or leaving the system, which reduces the service management and the structure maintenance cost. Agents, considering only local information, carry out all these tasks.
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1. MOTIVATION
Paradigms for computing, such as P2P technologies or grid computing, can be considered in terms of service provider and consumer entities. SOMAS can be described as one of these systems where agents provide their functionality through services. The available services change dynamically and service management is not an easy task.

Centralized mechanisms, such as registries or middle-agents, partially address this task. These approaches are suitable for well-defined organizations where all the roles inside the organization are clearly defined[4]. However, they have several weaknesses that make them not suitable for highly dynamic systems. These weak points are bottlenecks, coordination effort, or outdated data. Besides that, the most important drawback is that these mechanisms rely on global knowledge. Hence, decentralized service management mechanisms are required in this type of systems. P2P approaches try to deal with the resource management in a decentralized way. Most of the proposals make use of pre-defined structures where the resource management rely on a set of peers. These structures are efficient but are not adaptive and are sensible to deliberated attacks. There are other proposals where there is not a central entity or entities which control and coordinate the resources and the peers. This fact makes more complicated the resource location task and it is carried out by flooding algorithms that increase the traffic [6].

Observing current society, human beings are able to create efficient social structures, in a self-organized way, without the supervision of a central authority. These structures allow individuals to locate other individuals in a few steps considering only local information. Scenarios where this property appears are labor markets, buyer-sellers networks, e-mail, or scientific citation networks[1]. Milgram also observed this fact in the experiment of 'six degrees of separation'[7]. The results of this experiment arose two questions: how is the structure of these social networks? And how is an effective search of individuals carried on only using local information? Several works began to pay attention on the analysis of the underlying structures in human societies and the properties of these structures. One of these properties is homophily.

Homophily is one of the most salient properties present in social networks. Lazarsfeld and Merton introduced the term in 1954. The idea behind this concept is that individuals tend to interact and establish links with similar individuals. Therefore, homophily establishes the proportion in which two individuals are similar along a set of social dimensions. This criterion to establish links between individuals creates structures that facilitate the location task [9]. For that reason, homophily could be considered as a self-organizing principle to generate searchable structures[5].

2. PHD THESIS
The aim of my PhD work is to propose a completely decentralized and self-adaptive system based on the social concept of homophily for service management in open SOMAS.

System Description. Each agent of the system plays an organizational role and offers a set of semantic services. Agents are situated in a Preferential Attachment network. In this type of networks links among the nodes are based on preferences, so some nodes are more likely to be connected than others depending on different factors. This structure ensures that the diameter of the network is $ln(n)$, where $n = |A|$ is
the number of agents in the system [2]. The preferences in
our system are based on homophily. Besides that, the agents
that form part of the SOMAS have a reduced view of the
global community. Just a handful of direct neighbors are
known and the rest of the network remains invisible.

How Homophily is Included in the System. The prefer-
ences used in the proposed system are based on homophily
and the number of neighbors of the agent. Homophily is a
social feature which emerges from two mechanisms [5][8]:

- individual preferences about attributes such as reli-
gion, education, or geography among others. This ho-
mothily is called choice homophily and can be divided
in two types: status, based on the formal or informal
status similarity of the individuals, and value, based
on the similarity of shared attributes.

- social structures and dynamics, which make individ-
uals more similar over time. This is called structural
homophily.

Matching these concepts with the agency-related concepts,
status homophily can be identified with the role an agent
plays within an organization, whereas value homophily rep-
resents the individual characteristics of the agent. In
the case of a SOMAS, the semantic services are what character-
izes an agent to the rest of the system. Structural homophily
refers to how the structure, where the agents are situated in,
adapts itself to be similar to the service demand.

Network Creation. The system grows according to a sim-
pleself-organized process. The probability to create a link
between two agents is directly proportional to the choice
homophily. If the choice homophily between agents is high,
which means that they have similar semantic service de-
scriptions and also play a similar role, the agents have a
higher probability to be connected. Furthermore, the im-
portance of the agent in the system is considered throughout
the degree of the agent. Therefore, agents with a higher de-
gree are more likely to receive new connections that loosely
connected agents. Because the link creation is based on a
probability function, it allows new agents not only to es-
ablish ‘direct connections’ between agents with similar at-
tributes (services), but also between agents that are not sim-
lar. These connections are responsible of the small-world
characteristics of the system that will allow navigating and
locating desired agents efficiently by using only local infor-
mation.

Semantic Distributed Search of Services. Agents should
rely on local information for service discovery. The main
reasons are: to avoid a dependence on a unique point of
failure, to avoid the effects of changes in the system structure
and because global information may not be available. The
selected algorithm for service discovery in the system is the
Expected-Value Navigation (EVN) algorithm [3], which uses
degree and similarity. Basically, the algorithm selects the
most promising neighbor to redirect a query about a service
that it cannot provide. This selection is based on choice
homophily and the connectivity of the direct neighbors.

Structural Homophily as Local Self-Adaptive Method.
The concept of structural homophily is closed to self-adaptive
structures. This homophily means in which proportion the
services an agent supplies are similar to the system demand.
In our system, each agent controls the queries that pass
through it. The agent stores this information in a local
registry. This registry consists on a set of entries. Each
entry has two fields: one for the category and the other
for the frequency of the queries of that category that have
been received by the agent. The query contains the seman-
tic description of the required service and the role that the
provider agent should play. When an agent receives a query,
it classifies the query in a category. With this information,
periodically, each agent analyzes its structural homophily in
the system, in other words, how similar are the services it
offers to the services demanded in the system and estimates
if it is worthwhile to continue in the system, because its
services are demanded, or to leave it.

3. FUTURE WORK

The work presented here is a proposal in which we are
going to continue improving several aspects. Currently, the
agents in the system are homogeneous. We want to use
the concept of ‘agent personality’ to introduce heterogene-
ity among agents. In the part of self-adaptation, we are
going to include more actions such as the effect of the inno-
vation in the system. The innovation for agents would be
a service composition. Moreover, now the topology of the
system remains static. Links that are not frequently used
by the agent should disappear and the most frequently used
should be reinforced. Besides that, the system could cre-
ate new links as a result of the searches. These links would
reduce the system diameter and therefore the path length,
improving the performance of the system. Another idea to
consider is that agents activate and deactivate the provided
services considering the system demand. Instead of leaving
the system, when the demand of a certain type of services is
low, agents would deactivate that services and activate the
most demanded services.

4. REFERENCES

[1] L. A. Adamic and E. Adar. How to search a social
homophily and degree. NAS, 2008.
M. Rebollo, E. Argente, and V. Botti. THOMAS: A
Service-Oriented Framework For Virtual
feather: Homophily in social networks. Annual Review
[6] M. Rambold, H. Kasinger, F. Lautenbacher, and
B. Bauer. Towards autonomic service discovery a
the small world problem. Sociometry, 32, 1969.
homophily to improve semantic service search in a
[9] Watts, Dodds, and Newman. Identity and search in
social networks, 2002.
A Cost-Oriented Reorganization Reasoning for Multiagent Systems Organization Transitions

(Extended Abstract)

Juan M. Alberola
Departament de Sistemes Informàtics i Computació
Universitat Politècnica de València
Camí de Vera s/n. 46022. València. Spain
jalberola@dsic.upv.es

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Design, Algorithms, Experimentation

Keywords
Reorganization, Transitions, Cost Computation, Organizations

1. INTRODUCTION

Current trends in the Multiagent Systems (MAS) research community, encourage to provide models able to define organizations that can dynamically be adapted according to changes in the environment or in the organization specification. This dynamic adaptation involves modifications in the structure and behavior of a MAS, such as adding, removing or substituting components, that are done while the system is running and without bringing it down [4]. The process that changes an organization into a new one is commonly known as reorganization [5].

Most existing approaches for reorganization in MAS define adaptation processes due to organizational changes. Some of these approaches propose solutions for reorganization when changes prevent the organization from satisfying current goals (such as when an agent leaves the organization) [3], other approaches focus reorganization as a process triggered by the domain [11], but most of current approaches focus reorganization for achieving better utility [6, 10, 9].

2. MOTIVATION

A reorganization process should provide some kind of increase in utility. However, as far as we are concerned, this utility should take into account not only the gain in utility but also the cost of achieving the new organization. As stated in [7], human organizations may encounter problems when certain changes are required: they often take longer than expected and desired; the cost of managerial time may increase; and there may be resistance from the people involved in the change. Similarly, in MAS, not every agent is able to change its role at the same cost (for example, the cost for an agent to change its role will not be the same if an agent is acting alone or is interacting with other agents). Nor can every new norm be added at the same cost (for example, some norms may affect every agent of the organization and other norms may only affect a few agents).

In [2] we compare the most relevant approaches for reorganization according to what they support for the different phases of a reorganization process: monitoring, design, selection, and evaluation. We conclude that current approaches for reorganization present some lacks that can be addressed from two different perspectives. On the one hand, current approaches do not take into consideration an evaluation of the costs associated to the reorganization process. Therefore, we are not able to measure the suitability of the new organization as a trade-off between the change cost and the profit obtained by the new organization. On the other hand, the utility of the future organization as long as the suitability of the reorganization process, are parameters that are hard to measure without considering an evaluation process which accurately assesses whether or not the final utility is what it should be, and whether or not the reorganization process has been applied in the space time that was expected.

Reorganization models which provide information regarding these two perspectives become necessary for the development of realistic reorganization solutions. These models should provide mechanisms for reasoning about reorganization and answering questions from two different dimensions: (i) before reorganization (how the agents will work, what composition of services minimizes the reorganization cost, how costly would be to add some specific agents to the organization); and (ii) after reorganization (the suitability of the reorganization according to what was expected, the agents response to the reorganization according to what was expected), which become essential information to be considered in future organizational changes.

As stated in [8], social factors in the organization in Multiagent Systems will become increasingly important in an open and dynamic online world. This relates to the support for agents to be able to enter and leave societies at different times and properly assign roles, rights, and obligations. Thus, support for open, system, emergence, and agent dynamics must be considered in reorganization models. With this respect, the adaptation and evolution of the...
agents skills have not been broadly considered in current reorganization approaches. Thus, costs associated to organizational changes should also consider costs dependent on the evolution of agents capabilities, the evolution of their relationships and their interactions.

With these requirements in mind, we consider that reorganization models able to reason about reorganization not only by considering the profits of the new organization but also the cost of changes, become necessary for the next generation of open and dynamic systems. These models must provide an evaluation of the parameters involved in the reorganization process before this process is carried out, as long as an evaluation of the reorganization process once this has been applied. Furthermore, we have also identified several open issues related to reorganization in MAS that can be addressed using our reorganization model: distributed reorganization reasoning and negotiation (where several agents have full or partial information about the organization and participate in the reorganization process); norms which affect the reorganization process (norms that must be accomplished during the reorganization process and norms which emerge from it); reorganization to instances of organizations that are unachievable from the current specification of the organization, etc.

3. WORK PLAN

Our main aim for this thesis is to provide a platform-independent reorganization model which take into consideration the costs associated to the reorganization process. The reorganization model must provide the measurement of costs from the agent perspective (what does it cost the agent to play a new/other role) and from the organization perspective (what does it cost the organization to have a specific agent playing a specific role and how does it benefit from that). Furthermore, this measurement should be defined for static costs (what does it cost the agent to play a new/other role right now) and for dynamic costs (what does it cost the agent to play a new/other role depending on its increase/decrease of performance over some interval, what does it cost depending on the capacity of the agent to provide certain services or what does it cost depending on the evolution of the agent skills).

This reorganization model will be based on the concept of organization transitions [3] which allow us to relate two different instances of the same organization in different moments. This reorganization model will allow us to reason about both reorganization dimensions: before and after reorganization. The first dimension is focused on measuring the effectiveness of the organization in the future and analyzing whether the organization will be able to cope with some changed circumstances. The second dimension is focused on measuring the impact of the problems appeared during the reorganization process in the cost of change. Related to this respect, we have proposed a reorganization model which computes the less cost transition between two organizations and provides the sequence of steps required to adapt the current organization to the future one [1].

The reorganization model will be integrated as a reorganization component of a Multiagent Framework which provides support for dynamic organizations: agents that can enter and exit the system, the definition and deletion of roles, goals, norms, etc. This implementation should include mechanisms for reasoning about reorganization by using techniques to manage past experience which allow us to consider this experience in future reorganizations. In order to agents are able to use the reorganization component, we require define an access interface and a reorganization ontology.

Finally, the hypothesis and the proposal of the thesis will be validated in two different ways: (i) analytically with synthetic data for obtaining an exhaustive evaluation of the model by testing different configurations and parameters; and (ii) by means of real experiments which will demonstrate the use of the reorganization model in real MAS-based applications.
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ABSTRACT
I introduce a graphical representation for modeling multiagent systems based on different kinds of reasoning about agent behavior. I seek to investigate this graphical model's predictive and representative capabilities across various domains, and examine methods for learning the graphical structure from agent interaction data. I also propose to explore the framework's scalability in large real-world scenarios, such as social networks, and evaluate its prediction performance with existing network behavior models.
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1. INTRODUCTION
Large complex multiagent systems, such as financial markets, social groups, and computer networks, present great challenges to multiagent system researchers seeking to compactly represent these systems' dynamics and effectively predict their outcomes. Although modeling agents as perfectly rational decision makers is a common starting point in many efforts, we still need to account for agents' bounded rationality in real-world scenarios. There is also the question of which equilibrium agents will converge on, if there are more than one such equilibrium. The computational complexity of inferences in large systems further renders behavior modeling for such systems intractable.

These observations motivate my probabilistic approach to modeling multiagent systems of decomposable structure. As multiagent scenarios often exhibit localized effects of agent interactions, graphical models have played an important role in exploiting these conditional independencies, as illustrated in the graphical game models [6]. In the graphical game approach, the model is a factored representation of a normal-form game, on which special-purpose techniques, such as the mapping of a graphical game onto a Markov random field (MRF) [1], operate to identify approximate or exact Nash equilibria. I combine game-theoretic principles and graphical models in a novel representation framework: graphical multiagent models (GMMs) [4]. The GMM representation takes advantage of the locality in agent interactions to enable efficient reasoning about collective behavior based on game-theoretic solution concepts, which are formal rules for predicting how the game will be played, and other kinds of reasoning about agent behavior using knowledge unrelated to game-theoretic analysis.

In my thesis work, I seek to investigate GMMs' predictive and representative capabilities across various domains, with a focus on scenarios where information on different system elements such as agent connections, their utility, or past actions, is limited or unavailable. I first examine the extent of prediction improvement GMMs can gain from combining different belief over agents' outcomes. I further extend the GMM framework to account for historical information in time-variant scenarios, and empirically demonstrate its robustness to the limitedness of information regarding past actions and agent connections, respectively in two domains of voting consensus and information diffusion. As graphical structures capturing agent interactions are often only partially observed or entirely missing, I also examine different methods for learning agent connections from data about agent interactions. To expand GMMs' applicability, I will explore their scalability in large real-world scenarios, such as social networks, by introducing new GMMs for these scenarios, and evaluating their prediction performance with existing network behavior models.

2. GRAPHICAL MULTIAGENT MODELS
GMMs simply graphical models where each neighborhood of nodes is associated with a potential function specifying the likelihood that a particular action profile of the neighborhood is included in the global action profile [4]. The normalized product of these potentials induces the joint distribution of actions, which can be interpreted as an uncertain belief (e.g., a prediction) about the agents' play. Unlike the aforementioned mapping from graphical games to MRFs, the GMM framework allows beliefs to be based on various solution concepts, models of bounded rationality or equilibrium selection, or for that matter knowledge that has nothing to do with game-theoretic analysis. GMMs provide a
flexible representation framework for graphically structured multiagent scenarios, supporting the specification of probability distributions based on game-theoretic models as well as heuristic or other qualitatively different characterizations of agent behavior. They are capable of incorporating different knowledge sources in different forms such that the resulting models have better predictive power than either input source alone [4].

2.1 History-dependent GMMs

To capture dynamic behaviors over time, I extended the static GMM framework to condition on history, creating history-dependent graphical multiagent model (hGMM) [3]. Finite memory and computational power often preclude complete retention of historic observations in inferring about future actions. From the perspective of the system modeler, only a partial view of the full history may be available. Given a summarized or abstracted history representation, agent decisions will generally appear correlated, even if they are independently generated conditional on full history.

Unlike individual behavior models that assume independence among agents’ decisions, GMMs and hGMMs directly specify joint behaviors. Thus, hGMMs can account for correlations in agent actions without full specifications of the state history mediating agent interactions, and can answer queries regarding the distribution of agents’ future actions without sampling the entire system’s history. I empirically showed [3] that hGMMs outperform individual behavior models in predicting data and answering inference queries in the domain of voting consensus experiments [5].

2.2 Model Construction

The underlying graphical structures are often not readily constructed for many real-world scenarios. In my thesis, I provide system modelers with techniques for building GMM representations of different scenarios, given knowledge from different sources about the systems at hand. In particular, I address the problem of learning graphical games given pay-off observations, and evaluated an array of structural learning algorithms for graphical games [2]. I also extend that study to propose and examine a greedy algorithm for learning both the model’s parameters and graphical structure of some predetermined complexity, given action observations in non-game scenarios.

3. FUTURE WORK

3.1 Extensions on Model Construction

Instead of imposing a predetermined hard constraint on the maximum degree of each node, which is non-trivial to estimate for unknown scenarios, I will incorporate cross-validation into determining termination conditions of the revamped learning algorithm. As a result, there will be no need to impose a complexity constraint given little knowledge about the multiagent system at hand. In a different effort to address the problem of graphs’ complexity and improve GMMs’ scalability, I plan to adopt community identification algorithms based on nodes’ properties [9] in constructing factored representations that specify joint behaviors within groups while assuming behavioral independence among these groups.

Researchers have taken advantage of the availability of massive amounts of data in analyzing and understanding how information diffuses in different communities and social networks, such as product marketing or movie recommendations among online social network friends [8]. In actuality, not all connections among different parties are visible to the modelers. For instance, studies on online social network often overlook a myriad of offline interactions. I will address the problem of modeling information infusion on networks with unobserved connections in two different approaches: constructing hGMMs that can compensate for this lack of information by explicitly specifying joint behaviors, and learning the underlying graphical structure using observation data. I will demonstrate each approach’s strengths and weaknesses in different input settings.

While the application of GMMs in social network analyses can potentially enrich the field, the GMM framework can also benefit from exploring this problem domain. In addition to studying how information diffuse in networks, I will investigate how network connections are formed. By treating the act of establishing a connection as an action, a GMM representation can capture the network’s formation and evolution, having the benefits of a joint behavior model, as in the aforementioned problem of modeling information diffusion. I will develop joint behavior hGMMs that employ strategic elements in agents’ interactions based on existing network formation models [7]. This application of GMMs can potentially broaden the GMM framework’s applicability for reasoning and understanding not only behavioral phenomena on a network but the network’s evolution itself.
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Previous work has utilised the notions of reputation and trust in promoting successful cooperation in Multi-Agent Systems. In open distributed systems, where there are many components that can enter and leave the system as they wish, the notion of trust becomes key when it comes to decisions about who to cooperate with and when. In the second part of the thesis we present an abstract framework that allows agents to form coalitions with agents that they believe to be trustworthy. Section 1.2 describes briefly the basis of the framework.

1. INTRODUCTION

Autonomous agents use trust and reputation to minimise the uncertainty associated with agent interactions. Usually agents gather and compute trust information from the direct interactions they have with each other. Although direct interactions are the most reliable source of information, information about them may not always be available. Therefore, the agent might not be able to form an opinion, based just on direct experiences, on every agent in the society without running the risk of incurring losses. In the first part we investigate the conjecture that agents who make decisions in scenarios where trust is important can benefit from the use of a social structure, representing the social relationships that exist between agents. Section 1.1 presents a description of our approach.
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ABSTRACT

Agents in Multi-Agent Systems depend on interactions with others to achieve their goals. Often, goals of agents conflict with each other, and agents can be unreliable or deceitful. Therefore, trust and reputation are key issues in this domain. As in human societies, software agents must interact with other agents in settings where there is the possibility that they can be exploited. This suggests the need for computational models of trust and reputation that can be used by software agents, therefore much research has investigated this issue over the past decade [1, 13, 4, 10, 15, 16, 8, 14].

This thesis concentrates on two important questions, therefore it is divided in two parts. The first question is what sources agents can use to build their trust of others upon. The second question is how agents can use trust and reputation concepts to form stable coalitions.

This thesis also evaluates the impact of using trust and reputation in the context of social structures, and hence properly implementing them, has not been done. And, most importantly, the issue of how a social structure evolves does not appear to have been considered in the literature. These issues are addressed in the first part of this thesis.

In this part, we outline a way to combine concepts of social networking and trust relationships. For the first time, we present empirical evidence that a technique to build and maintain a social network representation of the environment allows a trust model to be more effective in selecting trustworthy agents. Agents use their social structure to obtain knowledge that they could not gather otherwise, and use this knowledge to filter their trust relationships. Although the idea of a social structure had already been presented previously [14], there is no indication of how each agent would build this social network representation. The only attempt made is in [2]. However, the proposed model has never been implemented or validated.

In this thesis, we present a method for agents to build a social network representation of their local environment. Using insight from previous interactions and reputation information, agents can maintain their own representation of such environments. With this extended perception of the environments, agents can make more informed decisions.
We provide an implementation of such concept of social structure and test and analyse the result of the use of such a structure in a trust model. We use the the ART testbed [6] as platform for our tests. The ART testbed was developed in order to compare different models for trust in agent communities, and to provide an experimental standard.

With the approach proposed, we strive towards building an archetypal model for trust by combining the concepts of social networking and trust and reputation relationships.

1.2 An abstract framework for Trust

The second part of this thesis is concentrated on using trust and reputation concepts to help agents to form stable coalitions. In fact, the second important question we concentrate on is how agents can use their trust evaluations on other agents to make decisions about who to form a coalition with.

The goal of coalition formation is typically to form robust, cohesive groups that can cooperate to the mutual benefit of all the coalition members. When Multi-Agent Systems are inhabited by agents with their own objectives, it not only becomes plausible that some agents are not trustworthy, thus the consequences of joining a coalition of which some members cannot be trusted, or do not trust each other, becomes a key aspect in the decision of whether or not to join a group of agents.

With a relatively small number of exceptions, existing models of coalition formation do not generally consider trust [3, 9]. In more general models [11, 7], individual agents use information about reputation and trust to rank agents according to their level of trustworthiness. Therefore, if an agent decides to form a coalition, it can select those agents he reckons to be trustworthy. Or, alternatively, if an agent is asked to join a coalition, he can assess his trust in the requesting agent and decide whether or not to run the risk of joining a coalition with him. However, we argue that these models lack a global view. They only consider the trust binding the agent starting the coalition and the agents receiving the request to join the coalition.

The second part of this thesis addresses this restriction. We propose an abstract framework through which autonomous, self-interested agents can form coalitions based on information relating to trust. In fact, we use distrust as the key social concept in our work. Luckily, in many societies, trust is the norm and distrust the exception, so it seems reasonable to assume that a system is provided with information of agents that distrust each other based on previous experiences, rather than on reports of trust. Moreover, in several circumstances, it makes sense to assume that agents base their decision on which coalition they form on explicit information of distrust, rather than on information about trust. So, we focus on how distrust can be used as a mechanism for modelling and reasoning about the reliability of others, and, more importantly, about how to form coalitions that satisfy some stability criteria. We present several notions of mutually trusting coalitions and define different measures to aggregate the information presented in our model.

Taking distrust as the basic entity in our model allows us to benefit in the sense of deriving our core definitions by analogy with a popular and highly influential approach within argumentation theory [12]. Specifically, the distrust-based models that we introduce are inspired by the abstract argumentation frameworks proposed by Dung [5]. In Dung’s framework, an attack relation between arguments is the basic notion, which inspired us to model a distrust relation between agents. We show that several notions of stability and of extensions in the theory of Dung naturally carry over to a system where distrust, rather than attack, is at the core. We extend and refine some of these notions to our trust setting.
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ABSTRACT

Game-tree search algorithms, such as the two-player Minimax algorithm and its multi-player counterpart, Max-n, are a fundamental component in the development of computer programs for playing extensive-form games. The success of these algorithms is limited by the underlying assumptions on which they are built. For example, it is traditionally assumed that deeper search always produces better decisions and also that search procedures can assume all players are selfish and ignore social orientations. Deviations from these assumptions can occur in real games and can affect the success of a traditional search algorithms. The goal of my thesis is to determine when such deviations occur and modify the search procedure to correct the errors that are introduced.
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1. INTRODUCTION

Game-tree search algorithms, such as the two-player Minimax [5] algorithm and its multi-player counterpart, Max-n, are a fundamental component in the development of computer programs for playing extensive-form games. In fact, game-tree search algorithms have contributed greatly to the success of computerized players in two-player games, producing players that are as good or better than the best human players [6].

Despite this success, these algorithms are limited by the underlying assumptions they are built upon. My work focuses on two of these assumptions: 1) deeper search produces better, more informed decisions and 2) players are rational agents that are indifferent to their opponents' utility.

My first problem focuses on the generally accepted belief that deeper search results in better game-play. In the early 1980s, however, Nau [3] discovered a class of games that exhibits a phenomenon known as game-tree pathology, in which deeper minimax search results in worse performance. Mutchler [2] later discovered that pathology also exists in the multi-player adversarial search algorithm, max-n. More recently, game-tree pathology has been shown to exist in two chess endgames and kalah [4]. My goal is to develop a method for recognizing the portions of a game-tree that introduce pathological behavior and then to dynamically adjust search depth in these portions of the search to improve decision accuracy.

My second problem concerns the importance of inter-player relationships in multi-player games. For example, consider a game in which a player has lost all "practical" chances of winning, but still can influence the outcome of the game. The typical approach to dealing with this problem has been to make simplifying assumptions. Max-n, for example, assumes that all players are rational and do not consider other players' utilities. The Paranoid algorithm [7], on the other hand, assumes that while the searching player attempts to maximize its own utility, all other players have formed a coalition against that player. In the real world, these assumptions often do not hold. In fact, relationships can change drastically throughout a single game as the circumstances change. The goal of this work is to develop a way to explicitly capture, learn, and utilize these social preferences in the search procedure.

2. ERROR MINIMIZING SEARCH

In pathological game trees, searching deeper is less likely to produce a move with maximal utility. Most games such as chess, checkers, and the like have been thought to not be pathological: deeper searching minimax algorithms tend to result in better play. As such, little work has been focused on game-tree pathology since its discovery.

However, it has recently been shown that even non-pathological games, such as chess, exhibit locally-pathological characteristics [4] where portions of the search can reduce decision accuracy despite an improvement in overall accuracy. Therefore, the work in this section is intended to formally define and characterize the notion of error in game-tree search, leverage it to identify local pathologies, and improve decision
accuracy in games with any degree of local pathology.

2.1 Progress to Date

We initially focused on two-player games and the problem of defining error with respect to a game tree. We examined a simplified representation of a game tree and static evaluation function. We identified probabilistic rules for propagating error based on the type of node (i.e., forced-win, forced-loss, or critical node) in the tree. Integrating this error calculation with the minimax search procedure forms what we refer to as Error Minimizing Minimax (EMM). The algorithm propagates both minimax values and error values simultaneously, replacing the propagated value with the static evaluation when the propagated error exceeds the static evaluation error. Similarly, we developed a multi-player algorithm, Error Minimizing Max-n (EMMN), for multi-player games.

Initial experimental results on a board-splitting game indicate improvement over classical minimax [9] and max-n search. Neither EMM nor EMMN exhibit pathological behavior in the same circumstances that induce such behavior for minimax and max-n.

2.2 Future Directions

The next step with this work is to apply it to real games. Specifically, endgame chess and shogi, which were shown to have situations that are pathological [4], would be a significant step for this work. Applying our error minimizing search to real games requires that we estimate the error associated with a static evaluator. This is significantly more difficult than in the case of the board-splitting game since completely solving such games is not possible. Therefore, correlating the evaluation with the true minimax value is not possible. One potential solution is a Monte-Carlo approach but we will need to evaluate this and other potential solutions empirically.

3. SOCIALLY ORIENTED SEARCH

Unlike two-player games, where interpersonal relationships are unlikely to arise, interpersonal relationships can have a significant effect on the outcome of a multi-player game; some games even have interpersonal relationships as an integral component to success (e.g., Settlers of Catan and Diplomacy). Incorporating these relationships into the heuristic function directly is the only solution we have seen to this literature. There are two problems with this approach: 1) heuristic functions are already difficult to design, requiring vast amounts of domain knowledge for a strong estimate and 2) the heuristic function is typically designed offline and before the game is played, so once the game is started, the relationships cannot be altered unless other evaluation functions have been prepared and can be swapped.

Our goal with this work is to represent social preferences of one's opponents, learn these preferences as the game progresses, and successfully integrate the preferences into the game-tree search. This model of social preferences will complete the concept of an opponent model in multi-player games where much work has already been done to model individual evaluation functions [8].

3.1 Progress to Date

Our work is built upon a recently suggested social-range matrix model [1] of social preferences that supports the description of interpersonal orientations as captured in the social behavior spectrum. The social matrix model makes it possible to model “socially heterogeneous” systems where players may have different social orientations toward each of the other players.

We incorporate the social-range matrix into a search we refer to as Socially Oriented Search (SOS). We use the player’s social orientation to transform each evaluation vector to be a linear combination of each player’s utility. Then we estimate the social matrix by simply averaging the effects of each player’s recent move history. For example, a player that tends to make moves that negatively affect player i’s state and positively affect player j’s state will be seen as cooperating with player j and competing with player i. This generalization allows the SOS algorithm to implement both Max-n and Paranoid algorithms, as well as an infinite number of other possibilities, by simply modifying the social-range matrix.

We empirically evaluated the SOS algorithm in the four-player game Quoridor against opponents with random preferences. SOS significantly outperformed two multi-player game-tree search algorithms (Max-n and Paranoid).

3.2 Future Directions

The next step in this work is to experiment with more robust learning algorithms for learning the social-range matrix. Our goal with learning the social matrix is twofold: 1) learn the social-range matrix as accurately as possible and 2) learn it quickly and be able to account for relationship changes that occur abruptly during the game. There is a tradeoff in that having more data (i.e., a longer move history) improves the chances of inferring accurate relationships and at the same time if these relationships are dynamically changing then this information can quickly become stale.
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ABSTRACT

In this paper, I present my ongoing research on agent-based negotiation teams. An agent-based negotiation team is a group of two or more agents with their own and possibly conflicting goals that join together as a single negotiation party because they share a common goal that is related to the negotiation. Our research goal is to provide agent-based solutions for problems which may need negotiation teams.
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1. INTRODUCTION

Most of the research in negotiation has focused on processes where parties are formed by individuals. However, most real world negotiation processes usually involve parties which are formed by more than a single individual. For instance, imagine a simple and everyday example where a married couple negotiate house rental conditions with a landlord who has several apartments for rent. Another possible example is a negotiation process carried out between human organizations. These parties are known in the social science literature as negotiation teams [2, 7]. Thompson, et al., define a negotiation team as a group of two or more interdependent people who join together as a single negotiation party because of their similar interests and objectives related to the negotiation and who are all present at the bargaining table [2]. The reasons to send a negotiation team to the bargaining table are mainly twofold:

- Negotiation teams are sent to processes where the negotiation domain is inherently complex and requires the expertise and skills of members from different knowledge areas [1, 4].
- The party is formed by different stakeholders whose possibly conflicting interests are relevant to the negotiation (e.g., different departments from a human organization, the married couple) [3]. Thus, they should be taken into account in decision-making processes.

Similarly to the human case, these kinds of situations which require negotiation teams may also be found in agent-based systems. For instance, imagine an e-commerce system where a group of friends decides to go on a trip together and has to negotiate this trip package with travel agencies. In this case, the agents representing the friends have a common goal which is going on a travel together (shared goal); although they may have different preferences regarding the trip conditions (individual goals). These agents have to act accordingly to get a satisfactory deal from the travel agencies while managing their internal conflicts. Another possibility involves two agent organizations which are going to merge in order to deal with the increasing demand of service. The different agent organizations may be formed by different stakeholders and, thus, their interests have to be represented in the negotiation process. On top of that, the domain may be inherently complex due to the uncertainty about benefits of the different deal options and may need from different agents with complementary knowledge and abilities.

The problem of negotiation teams has only been partially analyzed by social sciences [1, 2, 3, 4, 7]. As far as we know, there are not studies which have addressed the problem of negotiation teams from the point of view of software agents. My main thesis goal is providing computable models for agent-based negotiation teams in software agent societies. More specifically, I am interested in negotiation models for intra-team dynamics, which I have termed as intra-team organizations. An intra-team organization defines how agents distribute their roles during the negotiation process, which intra-team strategy is used (which decisions are taken by the team and how and when these decisions are taken), and how agents decide their initial strategy to carry out with the opponent. These models may allow agents to solve negotiations such as the ones mentioned above as optimally as possible while being computable. Additionally, since negotiation teams have not been thoroughly studied by social sciences due to the complexity of team dynamics, some of the results provided by my thesis may also prove useful for social sciences.

2. INTRA-TEAM ORGANIZATIONS

In the first place, we started studying social sciences’ literature. From this study, I was able to propose a general workflow of tasks for agents that participate in a negotia-
In my thesis, we focus on studying intra-team organizations for negotiation teams which have members with possibly conflicting preferences. Thus, despite the fact that they share some common goals, they may have different preferences regarding the different negotiation attributes options. Therefore, the problem has a dual nature since teammates need of the other teammates to complete the negotiation, but they also want to optimize their preferences as much as possible. Of course, they do not only have to manage their inner conflicts, but they also have to handle the conflicts with the opponent preferences. Even though it seems reasonable to assume that teammates may have different preferences even in the simplest example (e.g., married couple), very little research has been done in social sciences [3]. Thus, results obtained from proposed computational models focusing on intra-team strategies may provide useful results for both software agents and human processes. Nevertheless, my main goal is providing results for software agents.

One of my work’s hypotheses is that environmental conditions affect how the different negotiation strategies perform. This is my current research work. For instance, some strategies may work better in long negotiation processes whereas other may prove more adequate in environments with short deadlines. Ideally, a team of agents should select their intra-team strategy according to what they believe it is the best given what they know about the current environmental conditions. The adequateness of an intra-team strategy is studied from the point of view of utilitarian (e.g., average team utility, minimum team utility, etc.) and computational results (e.g., number of rounds). In addition, the negotiation environment conditions which are taken into account right now are the team preference diversity, the length of the negotiation process (short/long deadline), and the concession strategy of the opponent (boulware or conceder). As of today, we have focused on studying four different intra-team strategies for a team of agents (flat structure) which negotiate with an opponent following an alternating bilateral protocol in different negotiation environments [6]. These strategies differ in the level of consensus they are able to obtain (representative, majority, semi-unanimity, unanimity).

Some initial results suggest that there is not a universally better strategy for all of the negotiation environments and proposed metrics. Thus, it is necessary to thoroughly study how the different intra-team strategies are affected by the different environmental conditions.

3. FUTURE WORK

My current work focuses on identifying which of the proposed intra-team strategies work better given certain environmental conditions. However, my work still needs some mechanisms to apply the useful knowledge provided by simulations. More specifically, I plan on working in the following aspects: (i) further study more environmental conditions such as competition and other opponent concession strategies; (ii) provide mechanisms that allow agents to identify environmental conditions as closely as possible; (iii) provide mechanisms that allow agents to re-organize themselves during the negotiation process due to changing environmental conditions.

As stated above, the amount of works related to negotiation teams in social sciences is limited. Thus, some of my research work may be of interest to this research field. In this line, we are working in collaboration with Prof. Katia Sycara to provide computational models for human negotiation teams which come from different cultures.
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ABSTRACT

Game theory is a useful tool for reasoning about interactions between agents and in turn aiding in the decisions of those agents. In fact, Stackelberg games are natural models for many important applications such as oligopolistic markets and security domains. Indeed, Stackelberg games are at the heart of three deployed systems, ARMOR; IRIS; and GUARDS, for aiding security officials in making critical resource allocation decisions. In Stackelberg games, one player, the leader, commits to a strategy and follower makes her decision with knowledge of the leader’s commitment. Existing algorithms for Stackelberg games efficiently find optimal solutions (leader strategy), however, they critically assume that the follower plays optimally. Unfortunately, in many applications, agents face human followers (adversaries) who – because of their bounded rationality and possibly limited information of the leader strategy – may deviate from their expected optimal response. Not considering these likely deviations when dealing with human adversaries may cause an unacceptable degradation in the leader’s reward, particularly in security applications where these algorithms have seen deployment. To that end, I explore robust algorithms for agent interactions with human adversaries in security applications. I have developed a number of robust algorithms for a class of games known as “Security Games” and am working toward enhancing these approaches for a richer models of these games that I developed known as “Security Circumvention Games”.
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1. INTRODUCTION

In Stackelberg games, one player, the leader, commits to a strategy publicly before the remaining players, the followers, make their decision [2]. There are many multiagent security domains, such as attacker-defender scenarios and patrolling, where these types of commitments are necessary by the security agents [1, 3] and it has been shown that Stackelberg games appropriately model these commitments [3]. Existing algorithms for Bayesian Stackelberg games are able to find optimal solutions to these attacker-defender scenarios considering an a priori probability distribution over possible follower types [3]. Unfortunately, to guarantee optimality, these algorithms make strict assumptions on the underlying games, namely that the players are perfectly rational and that the followers perfectly observe the leader’s strategy. However, these assumptions rarely hold in real-world domains, particularly when dealing with humans.

Of specific interest in my work are a set of real-world security domains. Two domains in particular that utilize “Security Games” [8] are the security challenges faced at the Los Angeles International Airport (LAX) and by the Federal Air Marshals Service (FAMS). Here, security forces are tasked with assigning resources to protect terminals within the airports and flights leaving the airports. While Stackelberg games have been utilized to help address these problems [3], these approaches fail to take into account a human follower (adversary). In general, human adversaries may have a variety of cognitive or environmental limitations that influence their decisions. For example, such human adversaries may be governed by their bounded rationality [7] or anchoring biases due to limited observations [6]. Thus, a human adversary may not respond with the game theoretic optimal choice, causing the leader to face uncertainty over the gamut of adversary’s actions. To that end, I have designed robust algorithms to address human uncertainty within “Security Games” based on bounded rationality and limited observational capabilities.

Building upon work in security domains, I have also designed a new model of security games that allow for a more complex set of security activities for the defensive resources than previous work while not turning to a general Stackelberg representation. Such a model is designed to address the decisions faced by agencies, such as the Transportation Security Administration (TSA), in protecting airports, ports, and other critical infrastructure. In these complex environments it is important that security officials are able to reason over a set of heterogeneous security activities as opposed to the homogeneous security activities previously considered in “Security Game” models. In the future it will be important
to extend this model to also account for human uncertainty as is done in my robust approaches to “Security Games”.

2. CONTRIBUTIONS

Algorithms that address human uncertainties: My thesis provides the following key contributions. First, it provides a new robust algorithm, COBRA [4], that includes two new key ideas for addressing human adversaries: (i) human anchoring biases drawn from support theory; (ii) robust approaches for MILPs to address human imprecision. To the best of my knowledge, the effectiveness of each of these key ideas against human adversaries had not been explored in the context of Stackelberg games. Furthermore, it was unclear how effective the combination of these ideas, being brought together from different fields, would be against humans. The second contribution is in providing experimental evidence that this new algorithm can perform statistically significantly better than existing algorithms and baseline algorithms when dealing with human adversaries as followers. Since this new approach considers human adversaries, traditional proofs of correctness or optimality are insufficient; instead, it is necessary to rely on empirical validation. Hence, I examined four settings based on real deployed security systems at Los Angeles International Airport [3], and compared 6 different approaches (3 based on COBRA and 3 existing approaches), in 4 different observability conditions, involving 218 human subject playing 2960 games in total to demonstrate the value of my robust algorithm. Thirdly, my detailed experiments provide a solid initial grounding and heuristics for the right parameter settings for the $\alpha$ parameter within the COBRA algorithm.

Compact game representations: Beyond the contributions I have made algorithmically toward addressing human followers, I have also developed a new game model known as “Security Circumvention Games” (SCGs) [5] to address a wider range of possible security applications. Specifically, previous work has addressed domains in which a single homogeneous security activity is considered such as assigning air marshals to flights. Additionally, these security activities focused on preventing a single type of threat such as a terrorist hijacking a plane. As such, “Security Games” were developed as an efficient way to represent these games. In SCGs I am able to reason about deploying resources between heterogeneous security activities where each security activity is unique in what it accomplishes. Moreover, I consider heterogeneous attacker threats that are capable of avoiding different sets of security activities and may have different impacts if successful. The benefit of SCGs are that, while they allow for a wider class of games, they still avoid turning to a general Stackelberg representation that may have too large of an action space. By taking advantage of the game structure I am able to create both a compact representation for the defender and attacker side actions. Such a model is useful in domains where security agencies such as TSA must consider the protection of a large facility such as an airport where there may be a variety of security activities considered.

3. PRACTICAL REAL-WORLD RESULTS

In developing my work I have had the opportunity to incorporate game theoretic approaches into two real-world deployed systems. First, the Assistant for Randomized Mon-
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1. INTRODUCTION
Forecasting the outcome of events that will happen in the future is a frequently indulged and important task for humans. Despite the ubiquity of the forecasts, predicting the outcome of future events is a challenging task for humans or even computers - it requires extremely complex calculations involving a reasonable amount of domain knowledge, significant amounts of information processing and accurate reasoning. Recently, a market-based paradigm called prediction markets has shown ample success to solve this problem by using the aggregated 'wisdom of the crowds' to predict the outcome of future events. This is evidenced from the successful predictions of actual events done by the Iowa Electronic Marketplace (IEM), Tradesports, Hollywood Stock Exchange, the Gates-Hillman market, etc., and by companies such as Hewlett Packard, Google and Yahoo's Yootles.

A prediction market consists of human traders and future events whose outcome has not yet been determined. Traders bet their money on the possible future outcome of the events. A security is a financial instrument like a financial stock that is associated with an event. Each event can have one or more securities associated with it. Traders can buy or sell one or more of the securities for each event at a time. The decision of a trader to buy or sell a particular security depends on the trader’s current belief about the outcome of the event. This belief is expressed as a price corresponding to the security. A prediction market also includes a central entity (e.g., the company running the prediction market) that aggregates the prices (or beliefs) from the market’s traders into a single price, called the market price. This market price of a security represents the price at which the security can be bought or sold in the market. It also represents the aggregated beliefs or opinions of traders about what the most likely outcome of the event associated with the security. The aggregation mechanism used by the central entity of a prediction market has been studied actively in the past, and researchers have proposed aggregation rules (e.g. LMSR [3]) implemented through a market maker to address problems of liquidity, trading volume, etc. in a prediction market.

Prediction markets were initially introduced as social research tools for aggregating the opinions of a large number of people on the future outcome of imminent events. The following success of prediction markets as an effective aggregator of public opinion has led to their adoption in various domains ranging from academic research to commercial betting markets for popular events such as sporting events and Hollywood movies and predicting the performance or sales of products by software companies. Despite their overwhelming success, many aspects of prediction markets such as a formal representation of the market model, the strategic behavior of the market’s participants and the impact of information from external sources on their decision making have not been analyzed extensively for a better understanding.

2. MULTI-AGENT PREDICTION MARKET
My research focuses on understanding and analyzing prediction markets using multi-agent system and game theory-based tools. I have developed a multi-agent based prediction market that is composed of three main agent-based entities: an information agent external to the market which is responsible for information flow to the market’s traders, trading agents that use different algorithms to calculate prices and update beliefs related to the market’s securities, and a market maker agent that uses a scoring rule to perform information aggregation and calculate the market price for the different securities in the market. The major research questions that I am attempting to address in my dissertation research using the multi-agent prediction market are:

1) How do changes in different aspects of information affect the market prices in prediction markets?
2) How do different trading agent behaviors affect the market price in prediction markets?
3) What trading strategies give the highest utility to the trading agents?
4) How can prediction markets incentivize trading agents to participate in order to achieve a higher prediction accuracy?
5) How does a prediction market evolve and what are its dynamics under different market and trader conditions?
6) How can we make a prediction market robust to untruth-
ful revelations from trading agents or noise in the information flowing into the market?

In the following sections, I have provided a more detailed description of my research on each of these topics.

2.1 Effect of Information Related Parameters on Trading Agent Behavior

The effect of information on prediction markets is a crucial factor that affects the behavior of the trading agents in the market. Information about an event that the trading agents receive affects their belief values about the outcome of an event, influences the prices corresponding to the event and finally determines the outcome of the event. Therefore, it makes sense to analyze the behavior of the trading agents in response to different information-related parameters in a prediction market. I have developed a multi-agent based system that incorporates different information-related aspects including the arrival rate of the information, the reliability of the information, the penetration or accessibility of the information among the different traders and the perception or impact of the information by the trading agents. The multi-agent implementation of a prediction market allows us to easily analyze and verify the trading agents’ behavior while varying different market and agent related internal parameters of the prediction market, as well as external parameters related to the information about events arriving at the market. The developed multi-agent prediction market uses modeling parameters obtained from various sources such as existing analytical models of financial markets, empirical data from real prediction markets, and agent utility and belief theory. I have also performed extensive simulations of our agent-based prediction market for analyzing the effect of information related parameters on the trading agents’ behaviors expressed through their trading prices. I have also compared our prediction market’s behavior with an existing prediction market model, and, our agents’ strategies with the zero-intelligence (ZI) agent strategy that has been formerly used for strategic pricing in prediction markets. The results show that our agent-based prediction market operates correctly and that our agents price predictions result in higher utilities than ZI agents[5].

2.2 Trading Agent Behavior

Researchers have proposed theoretical models capturing individual aspects of prediction markets such as utility theory-based models for participants’ behavior, or aggregation strategies for combining the information from the market’s participants [1, 2, 6]. However, a monolithic model that simultaneously captures the information flow in the market, the behavior of the prediction market’s participants on the market’s predicted outcome has not yet been fully investigated. In this part of my thesis I attempt to address this deficit by developing a game theoretic representation of the trading agents’ interaction and determining their strategic behavior using the equilibrium outcome of the game. I have developed a new agent-based game theoretic model called Partially Observable Stochastic Game with Information (POSGI) which can be used by each trading agent to reason about its actions. Within this POSGI model, the correlated equilibrium strategy is calculated for each agent using the aggregated price from the market maker as a recommendation signal. I have proved the existence of the correlated equilibrium in the POSGI prediction market with risk neutral agents and have provided an algorithm for calculating the correlated equilibrium within POSGI prediction market. I have also considered risk preferences of the agents and I have shown that a Pareto optimal correlated equilibrium solution can incentivize truthful revelation from risk averse agents. Finally, I have empirically compared our POSGI/correlated equilibrium trading strategy with five different pricing strategies used in similar markets with pricing data obtained from real prediction prediction market events. The empirical results show that the agents using the correlated equilibrium strategy profile are able to predict prices that are closer to the actual prices that occurred in real markets and these trading agents also obtain 35 – 127% higher profits[4].

2.3 Prediction Market Dynamics

Despite a growing research on prediction markets, their implementation in practice is still difficult. It is important to know under what conditions (e.g., the number of trading agents, noise) the prediction market becomes most efficient. To address this question I modeled a prediction market as a dynamical system represented as a Boolean Network (BN). The advantage of BN modeling is that it can retain the essential aspects related to the dynamics of a prediction market while at the same time, being easy to understand and manipulate.

Using a BN approach and a mean-field approach from statistical physics I have generated a mathematical model for a prediction market in which one node represents the market maker that at each time step aggregates the information from the other nodes in the system which represent the trading agents. The states of the trading agents and the market maker are updated according to specific Boolean rules that model the actual rules in a prediction market. I have verified that the operation of the prediction market remains the same under BN representation of the prediction market. Then using the tools from dynamical systems and chaos theory, I analyzed an evolution of the aggregated information under various scenarios. In particular, I identify parameter values that lead the system to a specific behavior (stability or chaos), and estimate the amount of time needed to reach that behavior. The sensitivity to disturbances of a BN has been analyzed in the literature for various types of BNs [7]. Using these BN techniques we are currently analyzing the robustness of the prediction market to various types of disturbances and estimating the influence of trading agent strategic behavior or other external influences on the overall network dynamics.
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ABSTRACT
This thesis focuses on the design of autonomous agents which can negotiate with people using argumentation strategies. Argumentation is the ability to argue and to persuade another party to accept a desired agreement, to acquire or give information, to coordinate goals and actions and to find and verify evidence [13]. Argumentation is endemic to human interaction. It facilitates knowledge about people's positions, and may improve the final outcome of negotiation [1, 2]. Despite the importance of argumentation within the general framework of negotiations, work on argumentation over the last few years has focused almost exclusively on the context of rational interactions between self-interested, automated agents [6, 7].
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1. INTRODUCTION
Game theory researchers have studied persuasion games since the 1980’s [8], but most of the progress has been made in the last few years [3, 5, 9]. In these games, a speaker (e.g., a seller) needs to decide how much information to disclose to the listener (e.g., buyer) in an attempt to encourage the listener to take a specific action (e.g., to buy his goods). Several relevant questions were considered in the context of this limited game. For example, Glazer and Rubinstein [5] studied which rules the listener should use to maximize the likelihood of his accepting the request if, and only if, it is justified, given that the speaker maximizes the probability that his request be accepted. Other researchers tackled the problem of persuasion by studying the use of extensive-form games of perfect information to model argumentation [10, 12]. They used standard backward induction techniques to eliminate dominant strategies and characterized Nash equilibrium strategies for limited cases. Another form of research has applied a mechanism design for abstract argumentation which encourages the agents to reveal their true arguments [4, 11]. To summarize, there are very few previous works on argumentation taking human characterization into account. The theoretical perspective will include a model which will try to predict a human player's strategy. Arguing with people raises challenges for reasons similar to those relating to the development of agents that bargain with people (i.e., people are bounded rational and do not maximize expected utility [1, 2]). We cannot assume that people interacting with an automated agent will follow a predefined algorithm for producing argumentation, use equilibrium strategies or even that they will follow a predefined protocol for the argumentation. To the best of our knowledge, there are no systems that can argue with people or provide argumentation when negotiating with or facilitating negotiation between people.

2. EQUILIBRIUM STRATEGIES
In the first section of the thesis we tackled the following challenges: first, to determine how well computer agents negotiate with people in revelation games where agents use equilibrium strategies that entail deciding whether or not to reveal private information; second, to understand how people relate to agents in such games. We used two types of revelation games that varied the dependencies between players. Each game included a revelation choice followed by two rounds of negotiation. We compared people's performance when playing these games with other people to that of computer agents playing against people. The computer agents used one of two types of possible equilibrium strategies. One type did not reveal its preferences at all during any point the negotiation, while the other type revealed its true preferences at the onset of the negotiation process. Both equilibrium types made competitive, more selfish offers in the first negotiation round and more generous offers in the last round. Depending on their strategy, some agents asked for more resources than they needed if their preferences weren't known. The results of our experiments show that (1) an agent's performance depended on whether they were the last party to make a proposal, but did not depend on whether or not they decided to reveal their true preferences. For people, this trend was reversed. In particular,
preference revelation increased the likelihood of agreement for people, but not for agents. (2) Agents performed as well as people when they were the last party to make a proposal, but overall, they were significantly outperformed by people. We conjectured this was because people were reluctant to accept the competitive offers made by agents in the last round. These results thus indicate that preference revelation has a significant positive effect on people’s performance but this benefit does not carry over to equilibrium-playing agents when they make strategic-type offers. These results provide insight into people’s strategies in revelation games that will facilitate future agent-design in these settings.

3. DECISION THEORY

In the second section, we built a new agent-design that uses a decision-theory approach to negotiating proficiently with people in revelation games. The agent explicitly reasons about the social factors that affect people’s decisions whether to reveal private information, as well as the effects of people’s revelation decisions regarding their negotiation behavior. It combines a prediction model of people’s behavior in the game with a decision-theory approach for making optimal decisions. The parameters of this model were estimated from data about human play. The agent was evaluated playing against both new people and an agent using equilibrium strategies in a revelation game that varied the dependency relationships between players. The results showed that the agent was able to outperform human players as well as the equilibrium agent. It learned to make offers that were significantly more beneficial to people than the offers made by other people while not compromising its own benefit, and was able to reach agreement significantly more often than did people as well as the equilibrium agent. In particular, it was able to exploit people’s tendency to agree to offers that are beneficial to the agent if people revealed information at the onset of the negotiation. The contributions of our work are fourfold. First, it formally presents revelation games as a new type of interaction which supports the controlled revelation of private information. Second, it presents a model of human behavior that explicitly reasons about the social factors that affect people’s negotiation behavior, as well as the effects of players’ revelation decisions on people’s negotiation behavior. Third, it incorporates this model into a decision-making paradigm for an agent that uses the model to make optimal decisions in revelation games. Lastly, it provides an empirical analysis of this agent, showing that the agent is able to outperform people and more likely to reach an agreement than people.

4. FUTURE WORK

For future work we have several directions: (a) First, we intend to build an agent who plays revelation games, including more complex argumentation domains. One possibility is a domain where the players are not exposed to each other’s resources, and in each negotiation phase they can reveal a subset of their resources. (b) We want to investigate cooperative game theory concepts in the domain of revelation games. According to our intuition, agents playing according to these concepts can play much better against people than against equilibrium agents, mainly because their strategy will be more similar to a person’s strategy while playing these games. (c) We want to expand our decision-theory model to be able to grasp the diversity of peoples’ social preferences and find distinctive clusters in these preferences. (d) We want to let the agent be exposed to the human player’s brain activity while they are playing revelation games, and to use feature-detection algorithms in order to build a prediction model for human strategy based on their brain activity. In this way an agent can learn from past games and can adapt to its opponent while playing.
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ABSTRACT
Modeling crowd behavior is an important challenge for agent-based simulation. My overall goal is to provide a single computational cognitive mechanism that, when executed by individual agents, would give rise to different crowd behaviors, depending on the perceptions and actions available to each individual. I propose a novel model of crowd behavior, based on Social Comparison Theory (SCT), a popular social psychology theory that has been continuously evolving. I am pursuing a concrete algorithmic framework for SCT and evaluating it on different social behaviors. Moreover, I have begun to explore the use of qualitative reasoning techniques to model global (macro-level) social phenomena in demonstrations. I believe that this is the first use of QR techniques for such purposes.
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1. THESIS RESEARCH
Modeling crowd behavior is an important challenge for agent-based simulation. Models of crowd behavior facilitate analysis and prediction of the behavior of groups of people, who are in close geographical or logical states, and are affected by each other’s presence and actions. Accurate models of crowd behavior are sought in training simulations, safety decision-support systems, traffic management, business and organizational science. Agent-based simulations provide an appropriate framework for such models.

A phenomenon observed in crowds, and discovered early in crowd behavior research, is that people in crowds act similar to one another, often acting in a seemingly coordinated fashion, as if governed by a single mind. However, this coordination is achieved with little or no verbal communication.

Existing models of crowd behavior, in a variety of fields, leave many open challenges. In particular in computer science, models are often simplistic, and typically not tied to a specific cognitive science theory or data. Moreover, existing computer science models often focus only on a specific phenomenon (e.g., flocking, pedestrian movement), and thus must be switched depending on the goals of the simulation.

My overall goal is to provide a single computational cognitive mechanism that, when executed by individual agents, would give rise to different crowd behaviors, depending on the perceptions and actions available to each individual. I propose a novel model of crowd behavior, based on Social Comparison Theory (SCT), a popular social psychology theory that has been continuously evolving since the 1950s. The key idea in this theory is that humans, lacking objective means to evaluate their state, compare themselves to others that are similar. While inspired by SCT, I remain deeply grounded in computer science; I am pursuing and evaluating a concrete algorithmic framework for SCT. I am investigating the scalability of this framework, and generating lessons for the agent-based simulation community [?].

During my PhD research, I plan to develop the SCT model, to be able to cover crowd behaviors phenomena which are not covered today. We plan to investigate the SCT by simulating complex crowd behaviors such as calm demonstrations which turn violent, etc. Moreover, we also plan to explore the SCT model in small groups’ behaviors and cover phenomena like peer pressure. In all of these, the agent-based simulations I build are compared against data from human-studies.

In the first part of my dissertation, now completed, I investigated the use of SCT in pedestrian traffic [?]. I had shown that the SCT model is more faithful (in comparison with other models) to human pedestrian traffic. I also applied this architecture to modeling evacuations in large buildings and public places which provided an interesting results. I have also demonstrated that the original SCT model, which called for applying socially-motivated actions only when goal-oriented actions are not feasible, to be incorrect (in that it produces simulations that are not realistic). Instead, I’ve shown that an architecture in which social considerations are always present works better.

In the second part of my dissertation, I have begun to explore the use of qualitative reasoning techniques to model global (macro-level) social phenomena in demonstrations [?]. I believe that this is the first use of QR techniques for such purposes. We incrementally present and compare three qualitative models, based on social science theories. The initial results demonstrate the efficacy of qualitative reasoning to
apply for the development and testing of social sciences theories.

In the remaining time, I am hoping to continue with QR techniques and apply it on additional domains and evaluate it on large datasets. Moreover, I am hoping to extend the use of agent-based models to crowd and group behaviors in two ways. First, I am planning to explore the cultural differences in pedestrian and evacuation behavior and investigate whether the SCT model can account for such differences. Second, I am looking for ways to expand the SCT model by applying it in the context of small social groups. In particular, I am investigating the use of the SCT model in explaining results in game theory and psychology. Here again the application of agent-based modeling and simulation is key to my approach: I am modeling humans in the groups as agents with certain socio-cognitive mechanisms, and am using the simulations to make predictions. These are contrasted against known results.
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ABSTRACT
We study how to achieve cooperation between two self-interested agents that play repeated randomly generated normal form games. We take inspiration from a model originally designed to identify cooperative actions by humans who play a game, but we use the model in a prescriptive rather than descriptive manner. To identify cooperative intent, agents use a particle filter to learn the parameters of the model.
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1. INTRODUCTION AND MODEL
For our study we use randomly generated games with 16 actions per player and payoffs uniformly distributed between 0 and 1. Players only see each game once – they need to reason about the opponent’s past behavior in different games in order to predict its behavior in the current game. This enables us to study the problem of identifying what constitutes cooperation in an unpredictable environment.

The model we use to identify cooperative behavior has been proposed to explain human cooperation in [3]. Agents value their opponent’s payoffs as well as their own. In the model, which we presented in [1], agents adopt an attitude towards their opponent. Attitude is a real number which indicates the agent’s intent. An attitude of 1 indicates a very helpful agent, an attitude of 0 indicates an indifferent agent, and an attitude of -1 indicates a hostile agent.

Given agents x and y with attitudes $A^x$ and $A^y$, each agent constructs a modified game with a different payoff matrix. The modified payoff matrix $P^x_{ij}$ of agent $x$ is

$$P^x_{ij} = P^y_{ij} + A^x P^y_{ij}$$

where $P^y_{ij}$ is the payoff in the original game for player $x$ and $P^y_{ij}$ is the payoff for the opponent when they choose respectively actions $i$ and $j$. The modified payoff matrix of agent $y$ can be computed similarly, using its attitude $A^y$.

Agents then act according to a Nash equilibrium of the modified game, but receive payoffs from the original game. Figure 1 shows the effect of different attitude values on an agent’s payoff. The most significant factor in an agent’s payoff is the attitude of its opponent, with a higher attitude resulting in a better outcome for the agent. The second most significant factor is the agent’s own attitude – unsurprisingly a more self-interested agent achieves a better payoff. There is one particularly surprising effect which can be observed in Figure 1. When the opponent has a positive attitude, an agent no longer suffers for increasing its attitude above 0. An agent can even gain by increasing its attitude from 0 to .1 when the opponent’s attitude is 1. This shows that there are opportunities for cooperation. It is important to note that these are aggregate results. For a particular game the general shape will be similar, but it will not be so smooth.

There are multiple parameters which can be varied, most notably the number of actions available to each agent, and the distribution from which payoffs are drawn. Increasing...
the number of actions does not have a significant effect, but
dereducing their number simplifies the environment and the
plateau is no longer observed — agents payoffs increase solely
with how generous the opponent is and how selfish they are.
Drawing payoffs from a Gaussian distribution also simplifies
the environment, but to a lesser degree. Details in [2].

2. LEARNING

When agents' attitudes and their choice of Nash equilib-
rrium are public knowledge the model produces cooperative
outcomes. However, a self-interested agent is motivated to
conceal its attitude. In order to avoid exploitation it is nec-
cessary for an agent to learn its opponent's attitude by ob-
serving its actions. An agent acting according to this model
uses 3 parameters to select its action: its own attitude,
its opponent's attitude, and a choice of Nash equilibrium of
the modified game. By using a regularized particle filter we
have shown [2] that an agent can learn what parameters its
opponent is using well enough to provide a good prediction
of opponent behavior.

![Prediction Accuracy against Random Static Opponent](image)

![Prediction Accuracy between Reciprocating Agents](image)

Figure 2: Prediction accuracy (top) against a random stationary opponent and (bottom) in self-play. Results aggregated over 100 sequences of 100 games.

Figure 2 shows the performance of a regularized particle filter learning a target in this environment. The prediction error is the Jensen-Shannon divergence between the predicted and actual strategy chosen by the opponent. The top graph shows the error in the prediction of the opponent action for a random stationary opponent, with learning targets drawn from a Gaussian distribution with 0 mean. The bottom graph show the prediction error between two learning agents, each reciprocating the opponent's attitude with a bonus of 1. This does not create substantial risk (since its attitude is never significantly higher than its opponent's) but it allows both agents to eventually reach a maximally cooperative attitude of 1. Despite the fact the interactions are very complex it takes only around 20 games to learn the opponent's behavior with reasonable certainty. This is a small number compared to the thousand of games that are typically needed to learn.

Reducing the number of actions increases the speed of learning to predict the opponent's action, but reduces the speed at which the model is learned. Drawing from a different random distribution does not have a significant effect on learning. Prediction is not significantly affected if agents' payoffs are positively or negatively correlated, but model accuracy can drop. If agents actions have an independent effect on payoffs some aspects of the model become unlearnable (since they no longer affect agents' actions) but it becomes a good predictor very rapidly, because it is no longer necessary to learn what the opponent expects the agent to do.

One advantage of using particle filters is that they can easily be adapted to a non-stationary target. We have successfully learned targets that drift randomly as well as targets which are occasionally replaced by a different target. As long as the motion is not too rapid (such as a target which is replaced every other game), learning can still be done.

3. FUTURE WORK AND CONCLUSIONS

One issue with our model is how agents choose strategies once they have chosen an attitude to adopt. We currently assume they play a strategy which is part of a Nash equilib-
rrium. When playing against a random stationary opponent, they use best response. Playing best response is risky, so we are looking into a partial best response strategy.

The model of reciprocation we use is simple and does not take into account all factors. For example, it is not capable of detecting an opponent that cooperates when the stakes are low and does not cooperate when the stakes are high. We are planning on developing a more sophisticated model of reciprocation with some notion of debt or obligation. We will also look at real domains to study how our model can be applied.

Our main contribution is a model which can achieve cooperative outcomes between two self-interested agents in a wide variety of normal form games, where agents can use reciprocation to achieve cooperation without exposing themselves to the risk of exploitation. To determine the opponent's hostile or cooperative intent, the model parameters are learned using a particle filter.
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ABSTRACT

In Multiagent Systems (MAS), various activities are related to decisions involving a group of agents such as negotiation, auctions and social choice. Group Decision Making (GDM) specializes in situations where a group of agents need to pick one of possibly many options from a set and commit to it. We intend to provide a new GDM framework in which the agents are able to employ abductive reasoning and discuss the options towards consensus.
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1. INTRODUCTION

The problem of accounting preferences of agents in a group decision setting dates from a long time. Various attempts were made to outline the preferences of a group by combining the individual preferences of its members. The first attempt to do so was Social Choice Theory [1]. Social choice is based on preference ordering relations and voting rules, which can lead to a series of known inconsistencies. More recent approaches proposed different structures to represent preferences [2, 9, 13] and to aggregate them [2, 4, 5, 7, 10]. Other work include finding consensus in a set of agent knowledge bases [11] and sharing knowledge to solve problems in groups [14], but these are not directed to GDM. As far as our knowledge goes, no attempt has been made to treat GDM as a process of discussion. Our goal is to create the means for a group of agents to engage discussion in that sense. We believe that this behavior better relates to the paradigm of MAS and that abductive reasoning as in [12] is the key to it. Next, we define GDM problems (Section 2). We then proceed to discuss the existing approaches (Section 3), their issues and our proposed solution (Section 4). Finally, we conclude the paper (Section 5).

2. GDM PROBLEMS

In order to better understand the approaches discussed next and our own, the reader should first fully understand the characterization of a GDM Problem. These problems are defined as those where a set of agents $A = \{a_1, \ldots, a_n\}, n \geq 2$, try to make a common choice out of a set of options $O = \{o_1, \ldots, o_m\}, m \geq 2$. Agents are characterized by their own knowledge, goals, intentions, etc, and are usually addressed in the GDM literature as experts. When a common choice is made, it is said that the agents reached a consensus. The reading of the problem resembles Social Choice Theory [1], but GDM approaches focus in combining the preferences of agents in more sophisticated ways.

3. RELATED WORK

In this section we give a general overview of the existing approaches to GDM and related work. A common argument in the GDM literature is that full consensus is really hard to achieve. Consequently, the existing approaches usually resort to majority voting or judgment aggregation. Most of these are based on preference orderings or relations and use Fuzzy Logics, Modal Logics, Extended Disjunctive Logic Programs or Conditional Preference Networks (CP-Nets) to represent the preferences of agents. Some approaches deal with unknown parameters and flexibility of the agents, but information sharing and learning are hardly addressed.

3.1 Majority Rules

This category relates decision making to Social Choice and is usually addressed by the name of Collective Decision Making [2, 8]. In such approaches, an option elected by majority is taken as consensus and the agents are supposed to commit to the outcome of the election. Some of the work in this sense is related to improve preferences representation [2, 8] and to avoid manipulation of voting rules [3].

3.2 Approaches under Fuzzy Logics

Most of the attempts to avoid voting rules in GDM are based on preference aggregation under a Fuzzy preferences
setting [4, 5, 7, 9, 10, 13]. Each agent ranks the given options and provides their preference relations by attributing to each pair of alternatives either a fuzzy value, fuzzy interval or linguistic term [9]. The consensus is measured and interpreted as a degree of general agreement in the group. In such approaches, an option will only be considered as consensual in the group if this degree surpasses a certain predefined fuzzy threshold. Some of the research in the area is also related to find good threshold values. There is also work with fuzzy preferences directed to allow flexibility of the agents in the decision process. In this case, their preferences might change over time [5, 10]. The decision process then occurs in a given number of rounds and a moderator is required to supervise it. The moderator is responsible for keeping track of the time (number of rounds), suggest to some of the experts review their opinions or even revising the weights attributed to each expert in each round. In [10], it is argued about the computational complexity of the process and a human moderator is suggested. These approaches are related to optimization and try to manipulate the agents preferences towards a consensus.

3.3 Other Work Worth Mentioning

A behavioral attempt to make agents choose options as a group is under development by Hoogendoorn [6]. This model is inspired in Social Neuroscience and the agents are able to influence one another by communication and empathy. The result is that the mental state of the group seems to develop in a way that the agents in the group get to think alike. There is also work in Distributed Problem Solving due to Wooldridge [14] where the agents communicate in order to share knowledge in a collaborative scenario and reason together. The agents are then capable of reaching conclusions that none of them would be capable to reach by itself. Finally, a definition of consensus over Logic Programs has been proposed by Sakama in [11] that also allows for agents flexibility. Even though the agents can change their preferences, this framework only considers consensus where all agents should agree to the choices made by having a semantics that supports it.

4. AN ABDUCTION-BASED APPROACH

The approaches in sections 3.1 and 3.2 do not consider direct interaction of the agents or knowledge sharing. At most, all agent interaction is restricted to that with the moderator. It is assumed that the options are all viable and that the agents understand all of them. Also, the cases with options that can not be compared or the group equally agrees over more than one option are not properly addressed. To try to solve most of these problems while avoiding social choice paradoxes, we propose a group decision process where the agents share knowledge and engage in group reasoning.

In the proposed thesis, a group decision process entirely based on group reasoning with abduction is proposed. We consider agents with knowledge bases represented by Abductive Logic Programs (ALP) as intended in [12]. In this scenario, the agents resort to abduction to decide whether to partially support, abstain from or refute each of the options. In each case, an agent is able to explain its position or specify conditions to change its mind. Our goal is to allow that the group of agents figure their general agreement about each option through discussion and decide for one with maximal support. This model is based on the interaction of humans in a GDM situation. We expect our approach to introduce a more natural process of GDM to MAS.

5. CONCLUSION

The thesis discussed in this paper aims to provide agents with means to engage in group decisions in a way closer to how humans do. We propose a new approach based on the abductive logic programming framework mentioned in [12]. Through abductive reasoning the agents should be able to explain their opinions and conditionally change their minds.
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ABSTRACT
To optimally secure large and complex infrastructures against crime activities, a scalable model for optimal defender allocation is needed. Game theory is successfully used to formalize the problem as a two-player game between an attacker and a defender. We consider both player to be mobile and we focus on proper path intersection modeling and we observe the trade-off between fidelity and computational complexity. We search for the a Nash Equilibrium of the game using oracle based algorithms and we evaluate the robustness of the solution in a multi-agent simulation where some assumptions made do not strictly hold.
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1. INTRODUCTION
In recent years, with rise of many crime activities, the effective security of important infrastructures, such as public airlines, city infrastructures or maritime transit corridors is growing on importance. These networks – already large and complex – are constantly growing and gaining additional complexity, so the conventional methods for securing these networks, such as human generated schedules, are rendered useless. New computer-aided methods for optimal security resource allocation and area patrolling are needed.

There is an ongoing research focusing on scalable solutions for optimal defender resource allocation in various domains. The problem is modeled as a game between two players: the attacker and the defender. While the attackers movement is usually explicitly considered and accounted for, the defender is mostly static, i.e. he is allocated to a particular place to guard and he is not allowed to move.

We focus on models, where both the attacker as well as the defender – more appropriately called the patroller – is mobile, i.e. we explicitly consider movements of both players and focus on proper path intersection modeling. This model allows us to consider additional constraints of both players, such as the requirement of the attacker to reach a particular destination or the necessity of the patroller to periodically return to its base. We term this game model transit game which we introduced in [7, 8]. The main advantage of this approach is the formalization of the domains with finer granularity; however, this comes with the cost of additional complexity in the computation process.

To be able to solve large games representing real-world scenarios, we are using oracle-based algorithms [4]. These iterative algorithms are solving a set of small sub-games and they do not require explicit enumeration of all strategies. Consequently, they are able to solve large games that would not fit into the memory when using conventional linear programming methods. The performance of the algorithms heavily depends on fast oracles, providing best response strategy for any sub-game. Unfortunately, there is a trade-off between the fidelity of the game model – more specifically the fidelity of the utility computation – and best response computation time. We fight this problem from both sides: (1) we are looking for a reasonable compromise of the fidelity of the utility function and (2) we look for fast "good-enough" responses for sub-game expansion which still lead to an optimal solution.

Finally, to properly validate the game model, we implant the computed solution into a multi-agent simulation of a particular domain and evaluate its effectiveness in a richer environment. This last step provides a necessary bridge between theoretical models and real-world deployment.

2. RELATED WORK
Security games [3] are able to model a variety of security scenarios ranging from allocation airport security to terminals [5] to placing checkpoints in a city grid [6]. In our paper [2], we extend the latter approximate approach to provide an optimal solution using precise definition of the utility function and the double-oracle algorithm. In broader context, there exist many game models generally denoted as pursuit-evasion games that are relevant to our approach. The closest games with both mobile players are infiltration games [1], however no additional constrains are considered for the movement of the patroller. Moreover, we have further
enriched our model by associating interception probability with each node and edge in the graph, thus considering additional real-world property.

3. GAME MODEL

The transit game is a zero-sum game played in a connected transit area represented by an arbitrary graph with defined entry and exit zones and a base location. There are two players that move in the area: the evader (corresponding to the attacker) and the patroller. The evader’s objective is to reach any exit zone from any entry zone without encountering the patroller. The patroller’s objective is to intercept the evader’s transit by strategically moving through the transit area. In addition, because of its limited endurance, the patroller has to repeatedly return to the base.

The strategy set of the evader is a set of all paths from entry to exit zones and the strategy set of the patroller are all closed walks originating in the base. The utility function can vary from simplistic definitions, summing the number of joint nodes of players’ paths, to complex ones, taking into account relative movement of the players and incorporating interception probability. If the utility is simple enough then the strategy space can be represented by a more compact set of strategy components and by additional network-flow constraints in the LP formulation (described in [7]). In this case, the oracle can provide the best response fast and the algorithm is scalable. If the utility function is computed more precisely, the strategies cannot be decomposed and represented compactly. In this case, the oracle-based algorithms cannot provide the solution in polynomial time thus restricting the scalability.

For the static defender resource allocation, we explored the trade-off between the complexity of the utility function in [2], where we have shown that the approximate utility definition can result in an unbounded error in the defender resource allocation. However, when defining the utility exactly, the best-response oracles were proven to be NP-hard, which resulted into a much lower scalability.

4. SOLUTION ALGORITHMS

Instead of searching for the Nash Equilibrium (NE) of the full game, oracle-based algorithms iteratively construct and solve a growing succession of smaller sub-games until they reach a sub-game whose NE is also the NE of the full game. The sub-games are constructed by considering only a subset of all pure strategies for one or both players. In each iteration, the oracle finds the best response (in form of a pure strategy) for a player and this strategy is added to the current sub-game. Depending on the structure of players’ strategy spaces, a NE of the full game may be found (long) before the full game needs to be constructed and solved thus significantly reducing the computation time. Two important assumptions are made: (1) computation of NE is significantly faster for the sub-games than for the full game and (2) the best responses are provided fast. As we discuss in our work, assumption (2) does not always hold, which limits the usage of the oracle-based algorithms.

5. EVALUATION APPROACH

It is usual to consider the finding of a NE the final step of the problem solution. However it is not often seen to test the solution of the game outside the game-theoretic framework. It is necessary to deploy the solution of the game into a richer representation of the real-world problem and evaluate the effectiveness of the solution in a more realistic environment.

In our work, we use multi-agent simulations of various domains to test the computed solution. The agents implement a behavioral model based on the strategy computed from the game. They move on the graph, however, the graph is placed over the area it represents and the agents are following a continuous path. Additionally, the simulation allows to slightly violating other assumptions made, such as giving different speeds to the players, extending visibility range of the patroller etc. When evaluating the effectiveness of the patroller strategies, the attacker does not use the precomputed solution; it behaves adaptively, searching for a potential “hole” in patroller’s behavior, possibly present due to the different conditions of the simulated world.

6. CONCLUSION

We have proposed a game-theoretic framework of transit game to optimally solve large and complex security problems. We have extended the oracle-based algorithms to achieve faster algorithm convergence and we have evaluated the solution of the game in a multi-agent simulation.

In the close future, we will further explore the trade-off between the complexity of the utility functions and the computational requirements of the computation process. We will extend oracle-based algorithms to be able to provide responses fast and expand the sub-games more effectively, thus speeding the convergence process. This approach will lead to effective and scalable algorithms able to design security and patrol schedules for infrastructures of today’s world.
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1. INTRODUCTION

Social norms help people self-organizing in many situations where having an authority representative is not feasible. On the contrary, for institutional rules, the responsibility to enforce social norms is not the task of a central authority but a task of each member of the society. “The social norms I am talking about are not the formal, prescriptive or proscriptive rules designed, imposed, and enforced by an exogenous authority through the administration of selective incentives. I rather discuss informal norms that emerge through the decentralized interaction of agents within a collective and are not imposed or designed by an authority”[3].

In recent years, the use of social norms has been considered also as a mechanism to regulate virtual societies and specifically heterogeneous societies formed by humans and artificial agents.

One of the main topics of research regarding the use of social norms in virtual societies is how they emerge, that is, how social norms are created at first instance. We divide the emergence of norms into two different stages: (a) how norms appear in the mind of one or several individuals and (b) how these new norms are spread over the society until they become accepted social norms. We are interested in studying the second stage, the spreading and acceptance of social norms, what Axelrod [2] defines as norm support.

Our understanding of norm support deals with the problem of which norm is established as the dominant. Specifically, we deal with two different branches of the research on normative systems: conventional norms and essential norms. As described in [6], on the one hand conventional norms fix one norm amongst a set of norms that are equally efficient as long as every member of the population uses the same (e.g. communication protocols, greetings, driving side of the road), and on the other hand, essential norms solve or ease collective action problems, where there is a conflict between the individual and the collective interests. The scientific question of this research is how to accelerate the establishment of a common norm in virtual societies: in the case of conventional norms, by dissolving the subconventions; and in the case of essential norms, by studying the effects of punishment and norm internalization.

2. CONVENTIONAL NORMS

The social topology that restricts agent interactions plays a crucial role on any emergent phenomena resulting from those interactions [4]. Convention emergence is one mechanism for sustaining social order, increasing the predictability of behavior in the society and specify the details of those unwritten laws. Examples of conventions pertinent to MAS would be the selection of a coordination protocol, communication language, or (in a multitask scenario) the selection of the problem to be solved. Conventions help agents to choose a solution from a search space where potentially all solutions are equally good, as long as all agents use the same.

In social learning [5] of norms, where each agent is learning concurrently over repeated interactions with randomly selected neighbours in the social network, a key factor influencing success of an individual is how it learns from the “appropriate” agents in their social network. Therefore, agents can develop subconventions depending on their position on the topology of interaction. As identified by several authors, metastable subconventions interfere with the speed of the emergence of more general conventions. The problem of subconventions is a critical bottleneck that can derail emergence of conventions in agent societies and mechanisms need to be developed that can alleviate this problem. Subconventions are conventions adopted by a subset of agents in a social network who have converged to a different convention than the majority of the population.

Subconventions are facilitated by the topological configuration of the environment (isolated areas of the graph which promote endogamy) or by the agent reward function (concordance with previous history, promoting cultural maintenance). Assuming that agents cannot modify their own reward functions, the problem of subconventions has to be solved through the topological reconfiguration of the envi-
Agents can exercise certain control over their social network so as to improve one’s own utility or social status. We define Social Instruments to be a set of tools available to agents to be used within a society to influence, directly or indirectly, the behaviour of its members by exploiting the structure of the social network. Social instruments are used independently (an agent do not need any other agent to use a social instrument) and have an aggregated global effect (the more agents use the social instrument, the stronger the effect).

3. ESSENTIAL NORMS

The problem social scientists still revolve around is how autonomous systems, like living beings, perform positive behaviors toward one another and comply with existing norms, especially since self-regarding agents are much better-off than other-regarding agents at within-group competition. Since Durkheim, the key to solving the puzzle is found in the theory of internalization of norms. One plausible explanation of voluntary non self-interested compliance with social norms is that norms have been internalized.

Internalization occurs when “a norm’s maintenance has become independent of external outcomes - that is, to the extent that its reinforcing consequences are internally mediated, without the support of external events such as rewards or punishment” [1, p 18].

Agents conform to an internal norm because so doing is an end in itself, and not merely because of external sanctions, such as material rewards or punishment. This internalization process will not only benefit agents for the actual norm compliance, but will also benefit the society as a whole by reducing the actual costs of norm enforcement. Despite these important contributions, however, the community’s scientific definition and understanding of the process of norm internalization is still fragmentary and insufficient.

The main purpose of our research is to argue for the necessity of a rich cognitive model of norm internalization in order to (a) provide a unifying view of the phenomenon, accounting for the features it shares with related phenomena (e.g., robust conformity as in automatic behavior) and the specific properties that keep it distinct from them (autonomy); (b) model the process of internalization, i.e. its proximate causes (as compared to the distal, evolutionary ones, like in the work of Gintis); (c) characterize it as a progressive process, occurring at various levels of depth and giving rise to more or less robust compliance; and finally (d) allow for flexible conformity, enabling agents to retrieve full control over those norms which have been converted into automatic behavioral responses.

Thanks to such a model of norm internalization, it has been possible to adapt existing agent architectures (EMIL-A evolved to EMIL-I-A) and to design a simulation platform to test and answer a number of hypotheses and questions such as: Which types of mental properties and ingredients ought individuals to possess in order to exhibit different forms of compliance? How sensitive each modality is to external sanctions? What are the most effective norm enforcement mechanisms? How many people have to internalize a norm in order for it to spread and remain stable? What are the different implications for society and governance of different modalities of norm compliance?

This cognitive architecture have also helped us explore the specific ways in which punishment and sanction favor the achievement of cooperation and the spreading of social norms in social systems populated by autonomous agents. Because of the similarity between punishment and sanction, these two phenomena are often mistaken one for another and considered as a single behavior. We claim that punishment and sanction are different behaviours and that can be distinguished on the basis of their mental antecedents and of the way in which they aim to influence the future conduct of others.

On the one hand, punishment is a practice consisting in imposing a fine to the wrongdoer, with the aim of deterring him from future offenses. Deterrence is achieved by modifying the relative costs and benefits of the situation, so that wrongdoing turns into a less attractive option. The effect of punishment is achieved by increasing individuals’ expectations about the price of non-compliance. This view of punishment is in line with the one supposed by the Beckerian economic model of crime and with the approach adopted by experimental economics. On the other hand, sanction works by imposing a cost, as punishment does, and in addition by communicating to the target (and possibly to the audience) both the existence and the violation of a norm. The sanc-
tioner ideally wants to induce the agent to comply with the norm not just to avoid punishment, but because he recognizes that there is a norm and wants to observe it for its own sake.

We argue that norm compliance will be more robust if agents are enforces by sanction: where people have internal motivations to follow the norms, the frequency of compliance in the population will be higher than if people observe the norm only instrumentally (when it is in their interest to do so). Sanction are powerful social tools allowing norms and institution to be viable and robust across time.
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1. INTRODUCTION
Almost all societies need measures of trust in order for the individuals – agents or humans – within them to establish successful relationships with their partners. In Supply Chain Management (SCM), establishing trust improves the chances of a successful supply chain relationship, and increases the overall benefit to the agents involved.

There are two important sources of information in modeling trust: direct observations and reported observations. In general, direct observations are more reliable but can be expensive and time-consuming to obtain, while reported observations are cheaper and more readily available but are often less reliable. One problem with using reported observations is that when people are asked for their opinions about other people, they reply based on their own perceptions of those behaviors. Some people are realistic and honest, truthfully providing all of the information they have gained in their relationships with other people. Others tend to hide people’s defects, or to report their observations with pessimism.

There are several factors or criteria at play in decision making in a supply chain. For example, in a simple buyer-seller relationship, product delivery, quality, and price can all be important criteria in the decision making of a buyer.

Copyright © 2011, International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

when trading an item. Therefore, trust can be defined not only for one factor but for multiple context-dependent factors. Current SCM trust models considering multiple factors are typically focused on specific industries or are ad hoc [2].

The Harsanyi Agents Pursuing Trust in Integrity and Competence (HAPTIC) model [4], a trust-based decision framework grounded in game theory is among the few existing trust models with a strong theoretical basis. HAPTIC models two key aspects of trust: competence (an agent’s ability to carry out its intentions) and integrity (an agent’s commitment to long-term cooperation) using direct observations. HAPTIC has been applied to the two-player Iterated Prisoner’s Dilemma (IPD) setting, but has modified the classic IPD by scaling the payoff matrix using a random variable multiplier. As a result, the payoffs differ from one round to another. It has been proved that HAPTIC agents learn other agents’ behaviors reliably, perform well in cooperating with a wide variety of players. One shortcoming of HAPTIC is that it does not support reported observations.

Various models have been developed that use reported observations, including BRS [6] and TRAVOS [5]. Both approaches construct Bayesian models; however, a drawback of these approaches is that a significant amount of information may be considered unreliable, and therefore is discarded or discounted. In contrast, BLADE [3], a Bayesian reputation framework, uses an approach for interpreting unfair ratings. However, this model relies heavily on reported observations.

2. APPROACH
I proposed a novel trust model for SCM [1]. This model incorporates multiple trust factors specific to SCM, and uses both direct and reported observations. My model is represented in probabilistic and utility-based terms. Using game theory, I build cooperative agents for SCM applications with uncertainties and dynamics.

My proposed SCM model consists of several layers in a supply network, where each layer contains a number of agents, which may correspond to suppliers, producers, distributors, or retailers. In general, upstream agents provide services (or offers) to adjacent downstream agents, and downstream agents ask for services or send requests for quotes to the adjacent upstream agents. In this model, I use variable payoffs for different services in different environments. Agents in this framework use a utility function to estimate the future reward that would result from working with a potential partner. This utility function is calculated based on the amount of benefit minus the cost of the transaction.

My trust model incorporates two components: (1) di-
Figure 1: (a) Cumulative payoffs and (b) growth of true type probability over a series of rounds.

rect observations and (2) reported observations from other agents. In this model, trust by downstream agents in upstream agents is maximized when the latter agents provide goods and services with low prices and good quality in a timely manner. Similarly, the trust of an upstream agent to a downstream agent is affected by the number of times that the downstream agent has accepted the upstream agent’s offer, the payoff level for each interaction, and the frequency of on-time payments. I define the two components of competence and integrity for each factor (e.g., quality, price, time, on-time payment, and acceptance rate). The combination of these factors will yield an overall trust level of an agent from one layer to an agent from the other layer. My proposed trust framework is generic and not restricted to these factors. I claim that my model will help to increase (or maximize) the overall profit of the supply chain over time.

Completed Work: So far, I have presented the Cognitive Reputation (CoRe) model as the reputation mechanism that will be incorporated into SCM in my future work. CoRe augments HAPTIC with a reputation framework that allows agents to gather information through reported observations. As mentioned before, in real-world scenarios, a reporter may not always provide correct information about a reportee. To address this issue, I also proposed a method for agents to model their trust level in reporters’ behaviors by learning an agent’s characteristic behavior in reporting observations. Then, I showed how the learning agent can correctly interpret the given information, even if the reports are based on faulty perceptions or on dishonest reporting. The key benefit of CoRe’s interpretation is in the ability to use all of the reported information efficiently, even for biased or unfair reports. I combine direct and reported observations in a game-theoretic framework using probabilistic modeling.

CoRe helps agents who are relatively new to a society to learn the characteristic behavior of reporter agents, in order to acquire and interpret more reported observations about other agents. For example, suppose that Reporter has been in a society for some time and has had direct interactions with several Reportees. RepSeeker starts first to interact with a Reporter directly, then asks Reporter for some information about that Reportee. Reporter makes its decisions based on its competence and integrity and the payoff multiplier of each game, as modeled in HAPTIC [4]. I define three types of reporters: honest, optimistic, and pessimistic. An honest reporter always reports truthful information. A pessimistic reporter underestimates other agents’ behavior, and an optimistic reporter overestimates other agents’ behavior. I use Bayesian model averaging over all possible Reportee types, in order to find the probability of each type of Reporter, given the biased results and direct observations.

After learning Reporter’s type, RepSeeker asks Reporter for information about other agents, and uses its learned knowledge of Reporter’s type to interpret the reported results. As a result, RepSeeker will have more information about other Reportees when direct interaction begins, and this knowledge will increase its payoffs.

I used IPD platform in my experiments. Since HAPTIC has been shown to outperform many common strategies in the IPD literature, I used it as a baseline. CoRe without interpretation (CoRe-NoInterp) is used to show the importance of interpretation of information. A third baseline shows the upper limit of the benefits of reported observations when the reporter is honest (CoRe-Honest). I ran two experiments: Exp1 and Exp2. In Exp1, the reporter’s type is pessimistic. The cumulative payoffs and the learned probability of the reporter’s true type over 20 rounds are shown in Figure 1(a) and (b). In this experiment, CoRe-Honest achieves the highest payoff, as expected. The next best performance is given by the CoRe model, which always outperforms HAPTIC, our baseline. To verify the effectiveness of CoRe, Exp2 uses randomly selected reporter types. The cumulative and mean payoffs for this experiment are averaged over 100 runs. CoRe achieves 19% improvement in this experiment over the HAPTIC baseline, confirmed by a t-test.

3. FUTURE WORK

My plan is to implement and investigate the benefits of a trust and reputation framework for SCM. I plan to migrate CoRe from IPD to SCM application and to integrate it with a multi-factor trust model. The initial proposed reputation mechanism, CoRe, is based on certain assumptions that I plan to remove in order to improve the CoRe model and generalize it to the SCM framework. One key improvement is to model the context-dependent reporter types, which can cause agents to behave differently when reporting in different situations (e.g., when reporting to a competitor versus a collaborator). In my preliminary experiments, I have tackled complete, relevant, but incorrect reported observations. In future work, I plan to deal with reported observations being incomplete and irrelevant as well.

4. REFERENCES

Author Index

Ágotnes, Thomas, 735
Aadithya, Karthik .V., 1121
Agmon, Noa, 91, 1103
Agogino, Adrian, 1157
Ahrndt, Sebastian, 1257
Albayrak, Sahin, 1257, 1325
Alberola, Juan M., 1221, 1349
Alcântara, João, 1275
Alcalde, Baptiste, 895
Aldeewereld, Huib, 1231
Alechina, Natasha, 397
Alers, Sjriek, 1311
Almagor, Shaull, 319
Altakrori, Malek H., 1163
An, Bo, 609, 1101
André, Elisabeth, 441, 1093
Antos, Dimitrios, 1097, 1337
Apolloni, Andrea, 693
Arcos, Josep Lluís, 669
Arellano, Diana, 1093
Argente, Estefania, 1191
Atkinson, Katie, 905
Au, Tsz-Chiu, 1225
Aylett, Ruth, 1117, 1119
Aziz, Haris, 183, 191
Bächle, Tina, 1109
Baltes, Jacky, 1319
Baroglio, Cristina, 467
Barrett, Samuel, 567
Bartos, Karel, 1123
Basilico, Nicola, 99, 1317
Baumeister, Dorothea, 853
Bee, Nikolaus, 1093
Beetz, Michael, 107
Bentahar, Jamal, 483
Bentor, Ymon, 769
Bibu, Gideon D., 1339
Bilharz, Holger, 1243
Black, Elizabeth, 905
Bloembergen, Daan, 1105, 1311
Bošanský, Branislav, 989, 1273, 1309
Boella, Guido, 1203
Boerkoel, James C., 141
Bonzon, Elise, 47
Bott, Juan, 1215
Botti, Vicente, 929, 1191, 1241, 1305
Boucke, Nelis, 803
Boukricha, Hana, 1135
Bowring, Emma, 133, 457
Bráñzei, Simina, 1281
Brandt, Felix, 183
Brazier, Frances, 389
Broda, Kryssia, 1137
Brooks, Logan, 1239
Brooks, Nathan, 1245
Brown, Matthew, 457
Büfka, Karsten, 1325
Bulling, Nils, 275, 1187
Burguillo-Rial, Juan C., 669
Bye, Rainer, 1325
Cai, Kai, 879
Caire, Patrice, 895
Calisi, Daniele, 1327
Caminada, Martin, 1127, 1307
Cap, Michal, 1201
Carlin, Alan, 157, 1149
Carnevale, Peter, 937
Carvalho, Arthur, 635
Cavalcante, Renato L.G., 165, 1099
Cavazza, Marc, 449, 1323
Centeno, Roberto, 1243
Ceppi, Sofia, 981, 1125
Cerquides, Jesús, 133, 379
Chaib-draa, Brahim, 947
Chakraborty, Nilanjan, 685
Chalikadakis, Georgios, 787
Chandramohan, Mahinthan, 1321
Chang, Yu-Han, 1313
Charles, Fred, 449, 1323
Chen, Shijia, 1301
Chen, Xiaoping, 1301
Chen, Yiling, 175, 627
Chen, Yingke, 1229
Cheng, Chi Tai, 1319
Cheng, Min, 1301
Cheng, Shih-Fen, 1147
Cheng, Yong Yong, 1321
Chernova, Sonia, 617
Chhabra, Meenal, 63, 415
Chinnon, Joël, 1325
Chiou, Che-Liang, 643
Chiu, Chung-Cheng, 1023
Chopra, Amit K., 467, 475
Cigler, Ludek, 509
Cohn, Robert, 1287
Colombo Tosatto, Silvano, 1203
Comanici, Gheorghe, 1079
Conitzer, Vincent, 327, 1013
Corruble, Vincent, 701
Crandall, Jacob W., 1163, 1265
Cranefield, Stephen, 1113, 1181
Criado, Natalia, 1191, 1331
Crosby, Matt, 1213
Cullen, Shane, 37
D'Agostini, Andrea, 1327
d’Avila Garcez, Artur, 1203
Dahlem, Dominik, 601
Damer, Steven, 1255, 1367
Das, Sanmay, 63, 415
Dasgupta, Prithviraj, 1217
Dastani, Mehdi, 301, 405, 1187, 1201
Datta, Anwitaman, 1071
Dechesne, Francien, 1205
Decker, Keith S., 13
Deconinck, Geert, 803
Decraene, James, 1321
Degris, Thomas, 761
Delle Fave, Francesco M., 371
Dellunde, Pilar, 971
Delp, Michael, 761
del Val, E., 1241, 1347
Devlin, Sam, 225, 1227
Dey, Anind K., 207
De Craemer, Klaas, 803
De Hauwere, Yann-Michaël, 1115
de Jong, Steven, 551, 1311
de Keijzer, Bart, 191
de Melo, Celso M., 937
De Vos, Marina, 1109
Dias, João, 1117
Dias, M. Bernardine, 1247
Dibangoye, Jilles S., 947
Dignum, Frank, 921, 1249, 1291
Dignum, Virginia, 1205, 1231, 1291
Dikenelli, Oğuz, 1335
Doherty, Patrick, 743
Dolan, John M., 753
Dolha, Mihai Emanuel, 107
Dörer, Klaus, 1199
Doshi, Prashant, 1229, 1259
Dowling, Jim, 601
Dssouli, Rachida, 483
Dudík, Miroslav, 1165
Duggan, Jim, 1211
Dunin-Keplicz, Barbara, 743
Duong, Quang, 1351
Durfee, Edmund H., 29, 141, 1287
Dziubiński, Marcin, 1171
Eck, Adam, 1283
El-Menshawy, Mohamed, 483
Elkind, Edith, 55, 71, 821
Elmalech, Avshalom, 431
Emele, Chukwuemeka D., 913
Endrass, Birgit, 441
Endriss, Ulle, 79
Enz, Sibylle, 1119
Epstein, Leah, 525
Epstein, Shira, 457
Erdélyi, Gábor, 837
Ermon, Stefano, 1277
Espinosa, Agustín, 1189
Esteva, Marc, 1131
Fabregues, Angela, 1315
Fagyal, Zsuzsanna, 693
Faliszewski, Piotr, 821
Faltings, Boi, 509
Fan, Xiuyi, 1095, 1341
Farinelli, A., 363
Fatima, Shaheen, 1083
Fedi, Francesco, 1327
Flacher, Fabien, 701
Fleming, Michael, 871
Fröhlich, Natalie, 457, 1365
Gairing, Martin, 559
Gal, Ya’akov (Kobi), 345, 551
Ganzfried, Sam, 533, 1111
García-Fornes, Ana, 929, 1189, 1221
Garrido, Antonio, 1305
Gatti, Nicola, 199, 981, 1125, 1317
Gelain, Mirco, 1209
Genovese, Valerio, 1203
Gerding, Enrico H., 811
Geva, Moti, 431
Gimeno, Juan A., 1305
Gini, Maria, 1255
Giret, Adriana, 1305
Ginton, Robin, 677
Gmytrasiewicz, Piotr, 1285
Godó, Lluís, 971
Goh, Wooi Boon, 1091
Gomes, Carla, 1277
Gomes, Paulo F., 1039
Goodrich, Michael A., 1265
Goranko, Valentin, 727
Graepel, Thore, 1179
Gratch, Jonathan, 937, 1289
Greenwood, Dominic, 1199
Grill, Martin, 1123
Grosz, Barbara J., 431
Le Borgne, Yann-Aël, 249
Li, Guannan, 1113
Li, H., 1303
Li, Minyi, 353, 659, 1073
Lim, Mei Yi, 1117, 1119
Lima, Pedro U., 1253
Lin, Andrew, 583
Lin, Raz, 115
Lipi, Afia Akhter, 441
Lisý, Viliam, 989, 1273
Littman, Michael, 593
Liu, Siyuan, 1151
Littman, Brian, 397
Lohmann, Peter, 1129
Longin, Dominique, 1031
Lorini, Emiliano, 1031, 1207
Lorikievičius, Wojciech, 499
Low, Kian Hsiang, 753
Lund, Henrik Hautop, 1299
Lupu, Emil, 1137
Lv, Yanpeng, 1301
Ma, Jiefei, 1137
MacAlpine, Patrick, 769
Maheswaran, Rajiv, 1313
Manzoni, Sara, 1223
Marcolino, Leandro Soriano, 21
Marecký, Janusz, 1299
Marsella, Stacy, 457, 1023
Marsh, Stephen, 871
Martin, Brent, 1113
Martinho, Carlos, 1039
Masuch, Nils, 1257
Matsubara, Hitoshi, 21
Maudet, Nicolas, 47
McBurney, Peter, 879
Meir, Reshef, 319
Meneguzza, Felice, 1143, 1233
Merrick, Kathryn E., 1067, 1075
Meseguer, Pedro, 123, 379
Meyer, John-Jules Ch., 301, 921
Miao, Chunyan, 1151, 1159, 1169
Michaely, Assaf, 319
Michalak, Tomasz P., 1121
Mihaylov, Mihail, 249
Miller, Tim, 1185
Modayil, Joseph, 761
Mohanty, Mayur, 1081
Monnot, Jérôme, 829
Morency, Louis-Philippe, 1289
Moriyama, Koichi, 233
Mouaddib, Abdel-Illah, 947
Muñoz-Avila, Hector, 217
Nakano, Yukiko, 441
Narahari, Y., 1081
Nardi, Daniele, 1327
Nau, Dana, 337
Navarro, Laurent, 701
Nguyen, Nhung, 1047
Nitta, Katsumi, 267
Noam, Peled, 1363
Noorian, Zeinab, 871
Noot, Han, 1293
Noriega, Pablo, 1191, 1305
Norman, Timothy J., 913, 1233
Nowé, Ann, 249, 1115
Numao, Masayuki, 233
Obraztsova, Svetlana, 71
Ogden, Andrew, 457
Ogston, Elth, 389
Oh, Jean, 1233
Ohitsuka, Kazumichi, 1223
Okamoto, Steven, 1245
Okaya, Masaru, 1297
Okimoto, Tenda, 1269
Onaindia, Eva, 971, 1195
Ordóñez, Fernando, 1155
Ossowski, Sascha, 1099
Owens, Sean, 1245
Pechouček, Michal, 327, 989, 1123, 1273, 1309
Paay, Jeni, 1185
Padget, Julian, 1109
Padgham, Lin, 285
Pagliarini, Luigi, 1299
Paiva, Ana, 1039
Pajares, Sergio, 971
Panuzzo, Fabio, 981
Pardo, Pere, 971
Pardoe, David, 887
Parkes, David C., 627, 811
Parr, Ronald, 1013
Parsons, Simon, 879, 913, 1143
Paruchuri, Praveen, 1165
Putti, Viviana, 467
Pedell, Sonja, 1185
Pelachaud, Catherine, 1055
Peled, Noam, 345
Peleteiro, Ana, 669
Perales, Francisco J., 1093
Pesty, Sylvie, 1031
Pfeffer, Avi, 1097
Pigozzi, Gabriella, 1127, 1307
Pilarski, Patrick M., 761
Pini, Maria Silvia, 311, 1209
Piras, Lena, 837
Pita, James, 37, 1359
Podlaszewski, Mikolaj, 1127, 1307
Porteous, Julie, 449, 1323
Poupart, Pascal, 1133, 1263
Prakken, H., 921
Precup, Doina, 761, 1079
Prepin, Ken, 1055
Procaccia, Ariel D., 627
Pujol-Gonzalez, Marc, 379
Pulter, Natalja, 795
Purvis, Martin, 1181
Qu, Hongyang, 483
Rückert, U., 1303
Ramchurn, Sarvapali D., 5
Ranathunga, Surangika, 1181
Rebollo, M., 1241
Relak, Martin, 1123
Rhm, Matthias, 441
Restelli, Marcello, 199
Rika, Inbal, 457
Rivièrre, Jérémie, 1031
Robu, Valentin, 787, 811
Rodriguez, Immaculada, 1131
Rodriguez-Aguilar, Juan Antonio, 133, 379, 669
Rogers, Alex, 5, 165, 363, 371, 787, 811
Roos, Magnus, 853
Rosenfeld, Avi, 423, 1177
Rosenschein, Jeffrey S., 319, 845
Rossi, Francesca, 311, 1209
Rothe, Jörg, 837, 853
Rovatsos, Michael, 1213, 1215
Russo, Alessandra, 1137
Sá, Samy, 1275, 1369
Sánchez-Anguíx, Víctor, 929, 1357
Sabater-Mir, Jordi, 1161
Salazar, Norman, 669
Sandholm, Tuomas, 533, 1111
Sapena, Oscar, 1195
Sardina, Sebastian, 575
Sarne, David, 415, 431
Savani, Rahul, 559
Schréer, Paul, 677, 955, 1245
Schepperle, Heiko, 795
Schindler, Ingo, 1199
Schurr, Nathan, 1149
Seelig, Hans Georg, 183
Selman, Bart, 1277
Sen, Sandip, 1161, 1239
Serrano, Emilio, 1215
Sha, Fei, 777
Shafi, Kamran, 1075
Shahidi, Neda, 1225
Sheel, Ankur, 457
Shen, Peijia, 1301
Shen, Zhiqi, 1159, 1169
Shieh, Eric, 133
Shimura, Kenichiro, 1223
Sierra, Carles, 1189, 1315
Sietsma, Floor, 1183
Sindlar, Michal, 301
Singh, Munindar P., 293, 467, 475, 491, 863
Singh, Satinder, 1287
Sinn, Mathieu, 1133
Sklar, Elizabeth, 879
Slinko, Arkadii, 821
Soh, Leen-Kiat, 1283
Sollenberger, Derek J., 293
Sombattheera, Chattrakul, 895
Sonu, Ekhlas, 1259
Stefanovitch, N., 363
Steigerwald, Erin, 37
Stein, Sebastian, 811
Stentz, Anthony, 1247
Sterling, Leon, 1185
Stiborek, Jan, 1123
Stone, Peter, 567, 769, 887, 1103, 1225
Stranders, Ruben, 371
Suay, Halit Bener, 617
Such, Jose M., 1189, 1333
Sugawara, Toshiharu, 1193
Sujit, P. B., 1265
Sun, Xiaoxun, 123, 1069
Sutton, Richard S., 761
Swarup, Samarth, 693
Sycara, Katia, 677, 685, 955, 1143, 1165, 1233, 1245
Szalas, Andrzej, 743
Takahashi, Tomoichi, 1297
Tambe, Milind, 37, 133, 327, 457, 997, 1005, 1155, 1261
Tan, Ah-Hwee, 1159
Tang, Yuqing, 879, 1143
Tanoto, A., 1303
Taylor, Matthew E., 457, 617, 777, 1261
Tekbacak, Fatih, 1335
Testa, Pietro, 1317
Teutenberg, Jonathan, 449, 1323
Thangaratjah, John, 285, 1139
Theng, Yin-Leng, 1151
Thi Duong, Nguyen, 1147
Todo, Taiki, 651
Tonì, Francesca, 1095, 1167
Torreño, Alejandro, 1195
Torroni, Paolo, 1167, 1175
Toussaint, Marc, 1263
Traskas, Dimitris, 1109
Traub, Meytal, 91
Tredan, Gilles, 1071
Tresca, Tomas, 1131
Troquard, Nicolas, 719
Tsai, Jason, 457
Tughular, Tugkan, 1335
<table>
<thead>
<tr>
<th>Author</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turrini, Paolo</td>
<td>727</td>
</tr>
<tr>
<td>Tuyts, Karl</td>
<td>249, 551, 1105, 1311</td>
</tr>
<tr>
<td>Ueda, Suguru</td>
<td>1173, 1271</td>
</tr>
<tr>
<td>Unland, Rainer</td>
<td>1113</td>
</tr>
<tr>
<td>Urieli, Daniel</td>
<td>769, 1103</td>
</tr>
<tr>
<td>Vaněk, Ondřej</td>
<td>327, 1273, 1309, 1371</td>
</tr>
<tr>
<td>Vandael, Stijn</td>
<td>803</td>
</tr>
<tr>
<td>van der Hoek, Wiebe</td>
<td>149, 711, 719, 735, 1085</td>
</tr>
<tr>
<td>van der Torre, Leendert</td>
<td>895, 1203</td>
</tr>
<tr>
<td>van der Weide, Tom L.</td>
<td>921</td>
</tr>
<tr>
<td>van Ditmarsch, Hans</td>
<td>711</td>
</tr>
<tr>
<td>Van Dyke Parumak, H.</td>
<td>1077</td>
</tr>
<tr>
<td>van Eijck, Jan</td>
<td>1183</td>
</tr>
<tr>
<td>van Oijen, Joost</td>
<td>1249</td>
</tr>
<tr>
<td>van Riemsdijk, M. Birna</td>
<td>405, 1231</td>
</tr>
<tr>
<td>Varakantham, Pradeep</td>
<td>541, 651, 1173, 1269, 1271</td>
</tr>
<tr>
<td>Vargas, Patricia A.</td>
<td>1117, 1119</td>
</tr>
<tr>
<td>Varona, Javier</td>
<td>1093</td>
</tr>
<tr>
<td>Vasirani, Matteo</td>
<td>1099</td>
</tr>
<tr>
<td>Velagapudi, Prasanna</td>
<td>955</td>
</tr>
<tr>
<td>Venable, Kristen Brent</td>
<td>311, 1209</td>
</tr>
<tr>
<td>Vesic, Srdjan</td>
<td>1237</td>
</tr>
<tr>
<td>Vetere, Frank</td>
<td>1185</td>
</tr>
<tr>
<td>Vikhorev, Konstantin</td>
<td>397</td>
</tr>
<tr>
<td>Villatoro, Daniel</td>
<td>1161, 1373</td>
</tr>
<tr>
<td>Vinyals, Meritxell</td>
<td>133</td>
</tr>
<tr>
<td>Visser, Simeon</td>
<td>1139</td>
</tr>
<tr>
<td>Vizzari, Giuseppe</td>
<td>1223</td>
</tr>
<tr>
<td>Vo, Quoc Bao</td>
<td>353, 499, 659, 1073</td>
</tr>
<tr>
<td>Vranx, Peter</td>
<td>1115</td>
</tr>
<tr>
<td>Vreeswijk, Gerard A.W.</td>
<td>517, 921</td>
</tr>
<tr>
<td>Vytelingum, Perukrishnen</td>
<td>5</td>
</tr>
<tr>
<td>Wachsmuth, Ipke</td>
<td>1047, 1135</td>
</tr>
<tr>
<td>Wagner, Hanno-Felix</td>
<td>1113</td>
</tr>
<tr>
<td>Walsh, Toby</td>
<td>311, 1209</td>
</tr>
<tr>
<td>Wang, Chongjun</td>
<td>259</td>
</tr>
<tr>
<td>Wang, Dejian</td>
<td>1301</td>
</tr>
<tr>
<td>Wang, Ko-Hsin Cindy</td>
<td>1343</td>
</tr>
<tr>
<td>Wang, Shangfei</td>
<td>1301</td>
</tr>
<tr>
<td>Wang, Wenjie</td>
<td>1091</td>
</tr>
<tr>
<td>Wang, Xuezhi</td>
<td>457</td>
</tr>
<tr>
<td>Waugh, Kevin</td>
<td>1111</td>
</tr>
<tr>
<td>Weiss, Gerhard</td>
<td>1311</td>
</tr>
<tr>
<td>Wenkstern, Rym Z.</td>
<td>1235</td>
</tr>
<tr>
<td>Werner, F.</td>
<td>1303</td>
</tr>
<tr>
<td>Westbrook, David</td>
<td>609</td>
</tr>
<tr>
<td>Westra, Joost</td>
<td>1291</td>
</tr>
<tr>
<td>White, Adam</td>
<td>761</td>
</tr>
<tr>
<td>Wilson, Brandon</td>
<td>337, 1355</td>
</tr>
<tr>
<td>Winikoff, Michael</td>
<td>405, 1107, 1113</td>
</tr>
<tr>
<td>Witteveen, Cees</td>
<td>149</td>
</tr>
<tr>
<td>Witwicki, Stefan J.</td>
<td>29</td>
</tr>
<tr>
<td>Wooldridge, Michael</td>
<td>79, 149, 719, 735, 1083, 1085</td>
</tr>
<tr>
<td>Wu, Jun</td>
<td>259</td>
</tr>
<tr>
<td>Wunder, Michael</td>
<td>593</td>
</tr>
<tr>
<td>Xia, Lirong</td>
<td>829</td>
</tr>
<tr>
<td>Xie, Junyuan</td>
<td>259</td>
</tr>
<tr>
<td>Xin, Liu</td>
<td>1071</td>
</tr>
<tr>
<td>Yadav, Nitin</td>
<td>575</td>
</tr>
<tr>
<td>Yang, Qiang</td>
<td>217</td>
</tr>
<tr>
<td>Yang, Rong</td>
<td>1155, 1261</td>
</tr>
<tr>
<td>Yaros, John Robert</td>
<td>593</td>
</tr>
<tr>
<td>Yeoh, William</td>
<td>1069</td>
</tr>
<tr>
<td>Yin, Dong</td>
<td>1301</td>
</tr>
<tr>
<td>Yin, Zhengyu</td>
<td>133, 1261</td>
</tr>
<tr>
<td>Yoke Hean Low, Malcolm</td>
<td>1321</td>
</tr>
<tr>
<td>Yokoo, Makoto</td>
<td>541, 651, 1173, 1269, 1271</td>
</tr>
<tr>
<td>Young, Thomas</td>
<td>1113</td>
</tr>
<tr>
<td>Yu, Han</td>
<td>1159</td>
</tr>
<tr>
<td>Yu, Ling</td>
<td>1169</td>
</tr>
<tr>
<td>Zeng, Fanchao</td>
<td>1321</td>
</tr>
<tr>
<td>Zeng, Yifeng</td>
<td>1229</td>
</tr>
<tr>
<td>Zhang, Haoqi</td>
<td>627</td>
</tr>
<tr>
<td>Zhang, Jie</td>
<td>1151</td>
</tr>
<tr>
<td>Zhang, Rong</td>
<td>1301</td>
</tr>
<tr>
<td>Zhuo, Hankz Hankui</td>
<td>217</td>
</tr>
<tr>
<td>Zick, Yair</td>
<td>55</td>
</tr>
<tr>
<td>Ziebart, Brian D.</td>
<td>207</td>
</tr>
<tr>
<td>Zilberstein, Shlomo</td>
<td>157, 1087</td>
</tr>
<tr>
<td>Zilka, Avishay</td>
<td>457</td>
</tr>
<tr>
<td>Zink, Michael</td>
<td>609</td>
</tr>
<tr>
<td>Zivan, Roie</td>
<td>1145, 1165</td>
</tr>
<tr>
<td>Zuckerman, Inon</td>
<td>337</td>
</tr>
<tr>
<td>Zuckerman, Michael</td>
<td>845</td>
</tr>
</tbody>
</table>