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1. INTRODUCTION

Advanced technology allows computer systems to take an
increasingly active role in people’s decision-making tasks,
whether as proxies for individuals or organizations (e.g., au-
tomated bidder agents in e-commerce [10]), or autonomous
agents that work alongside people (e.g, training systems for
diplomatic negotiation [6]). The participants of these hetero-
geneous human-computer applications share common goals,
but each of the participants also has its own incentives.

Often an automated agent faces a human who is required
to make decisions, and to choose an action to take among
several actions. Usually, some actions are preferable for the
agent than others. One of the most challenging problems
for an agent facing a human is to persuade him to choose an
action which is better for the agent. The agent may either
face a single human or multiple humans and have either a
single interaction or repeated interactions.

For example, investor person may consult with his invest-
ment consultant regarding the best way to invest his capital.
The investment consultant has many options from which to
choose, but besides helping the investor, the investment con-
sultant may have some preferences. Although he may not
outright lie regarding any investment opportunities, he may
not want to give the investor the full information regarding
each opportunity. He may also advise the person to invest
in an opportunity which may or may not be best for him.

Another example may be a young person receiving career
advice. The counselor may have been advised of government
preferences which jobs are more needed for the society.

It is well known that people often follow suboptimal de-
cision strategies due to irrationalities attributed to: lack of
knowledge of own preferences, the effects of the task com-
plexity, framing effects, the interplay between emotion and
cognition, the problem of self control, the value of anticipa-
tion, future discounting, anchoring, risk aversion and many
more effects (|14} |1} [3} [9]).

Efficient interaction with humans requires understanding
and modeling of their behavior. For example, while equilib-
rium strategy is theoretically considered the most rational
one, agents using such strategies often perform poorly in
practice |8, |5, |2]. Since humans commonly do not use equi-
librium strategy themselves, replying with such a strategy
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can be suboptimal. Thus, using machine learning techniques
and based on psychological factors and human decision-
making theory, one should develop a good model of the true
human behavior in order to optimize the performance of
agents interacting with these humans [4} |7, [12 [§]. The
learned model should be generalized to new environments
as well as different people. Once a model is created, one can
use search methods or decision-making modules in order to
conclude which action will be best for the agent.

I am currently dealing with the following three different
cases:

e Information disclosure: The agent has information un-
known to the human, and can reveal full or partial in-
formation to encourage the human to take a certain
action.

e Advice provision: The agent may advise the human
to take a certain action. In this case the system may
either be exposed to more information than the hu-
man, or uses its computational advantage. Otherwise,
the human will have no incentive to follow the agent’s
advice.

e Reward giving: The agent may suggest a reward to
the human if he takes the preferred action. In this
case the agent will need to minimize the expected sum
of rewards given.

Research in multi-agent systems primarily encompasses
systems composed of automated agents with three differ-
ent cooperation levels. Cooperative systems are usually de-
scribed by a single utility function which all agents attempt
to maximize. Competitive systems, on the other hand, may
be designed and analyzed, for example, as zero sum games
where the gain of one agent is the loss of another. I focus
on systems composed of both automated agents and human
users. Although in general these interactive systems are co-
operative, users and machines may have different interests.
Each party may want to optimize different parameters, not
necessarily at the expense of the other. In particular, I study
automated agents interested in persuading their users to per-
form actions that increase the agent’s utility. In my study I
intend to focus on these cases (i.e. cases where the agent and
the human utility functions differ but do not contrast). That
is because in the case where the agent and the human utility
functions are identical, the agent will reveal all information
(as long as sending information is free), or advise the human
to take the best for both sides and the human is most likely
to accept. In a case where the agent and the human utility
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functions are in contrast, the agent is most likely to reveal
no information, and the human is most likely to ignore any
advice given to him by the agent. Consider for example a
centralized traffic control system that provides congestion

information to commuters.

The system and drivers both

share the goal of getting commuters to their destination as
quickly as possible. However, the system may also wish to
increase the amount of tolls collected from drivers, while
drivers may wish to minimize this amount.
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2. FUTURE WORK

I intend on focusing on the following two subjects:

e Self-interested recommender systems: Models for pre-

dicting users’ ratings have been proposed that are used
by recommender systems to advise their users (See
Ricci et al. [11] for a recent review). Most works in
this realm have only considered the utility of the sys-
tem and have not modeled the user’s reactions to its
actions over time. An exception is the work by Shani
et al. [13], which uses a discrete-state MDP model to
maximize the system utility function taking into ac-
count the future interactions with their users. I intend
to extend this work by considering the possible effects
of the recommendations on users’ future behavior.

Automated agents for helping people in decision mak-
ing processes: As mentioned above, people often fol-
low suboptimal decision strategies. Some of the effects
causing people to follow those suboptimal strategies
are caused by true subjective utility functions, where
the people themselves do not consider their action as
being irrational, even after receiving proper explana-
tion (such as the risk aversion effect). However, many
people would like to eliminate other effects disturbing
their decision making process. I intend to create an
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agent that will help people in decision making and will
be measured by peoples’ satisfaction. I will begin my
research using the domain of gambling where a human
faces an unknown sequence of bets and must make se-
quential decisions on each bet.
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