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ABSTRACT
We introduce a novel framework for computing optimal ran-
domized security policies in networked domains which ex-
tends previous approaches in several ways. First, we extend
previous linear programming techniques for Stackelberg se-
curity games to incorporate benefits and costs of arbitrary
security configurations on individual assets. Second, we of-
fer a principled model of failure cascades that allows us to
capture both the direct and indirect value of assets, and
extend this model to capture uncertainty about the struc-
ture of the interdependency network. Third, we extend the
linear programming formulation to account for exogenous
(random) failures in addition to targeted attacks. Fourth,
we allow the attacker to choose among several capabilities
in attacking a target, and, in a limited way, allow the at-
tacker to attack multiple targets simultaneously. The goal
of our work is two-fold. First, we offer techniques to com-
pute optimal security strategies in realistic settings involving
interdependent security. Second, our computational frame-
work enables us to attain theoretical insights about security
on networks.
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1. INTRODUCTION
Game theoretic approaches to security have received much

attention in recent years. There have been numerous at-
tempts to distill various aspects of the problem into a model
that could be solved in closed form, particularly account-
ing for interdependencies of security decisions (e.g., [5, 2]).
Numerous others offer techniques based on mathematical
programming to solve actual instances of security problems.
One important such class of problems is network interdic-
tion [1], which models zero-sum encounters between an in-
terdictor, who attempts to destroy a portion of a network,
and a smuggler, whose goal typically involves some variant
of a network flow problem (for example, maximizing flow or
computing a shortest path).

Our point of departure is another class of optimization-
based approaches in security settings: Stackelberg security
games [6]. These are two-player games in which a defender
aims to protect a set of targets using a fixed set of limited
defense resources, while the attacker aims to assail a target
that maximizes his expected utility. A central assumption
in the literature on Stackelberg security games is that the
defender can commit to a probabilistic defense (equivalently,
the attacker observes the probabilities with which each tar-
get is covered by the defender, but not the actual defense
configuration).

Much of the work on Stackelberg security games focuses
on building fast, scalable algorithms, often in restricted set-
tings [4, 3]. One important such restriction is to assume
that targets exhibit independence: that is, the defender’s
utility only depends on which target is attacked and the se-
curity configuration at that target. Short of that restriction,
one must, in principle, consider all possible combinations
of security decisions jointly for all targets, making scalable
computation elusive. Many important settings, however, ex-
hibit interdependencies between potential targets of attack.
These may be explicit, as in IT and supply chain network
security, or implicit, as in defending critical infrastructure
(where, for example, successful delivery of transportation
services depends on a highly functional energy sector, and
vice versa), or in securing complex software systems (with
failures at some modules having potential to adversely af-
fect other modules). While in such settings the assump-
tion of independence seems superficially violated, we demon-
strate below that under realistic assumptions about the na-
ture of interdependencies, we can nevertheless leverage the
highly scalable optimization techniques which assume inde-
pendence.



2. STACKELBERG SECURITY GAMES
A Stackelberg security game consists of two players, the

leader (defender) and the follower (attacker), and a set of
possible targets. The leader can decide upon a randomized
policy of defending the targets, possibly with limited defense
resources. The follower (attacker) is assumed to observe the
randomized policy of the leader, but not the realized defense
actions. Upon observing the leader’s strategy, the follower
chooses a target so as to maximize its expected utility.

In past work, Stackelberg security game formulations fo-
cused on defense policies that were costless, but resource
bounded. Specifically, it had been assumed that the de-
fender has K fixed resources available with which to cover
targets. Additionally, security decisions amounted to cov-
ering a set of targets, or not. While in numerous settings
to which such work has been applied (e.g., airport security,
federal air marshall scheduling) this formulation is very rea-
sonable, in other settings one may choose among many secu-
rity configurations for each valued asset, and, additionally,
security resources are only available at some cost. For ex-
ample, in cybersecurity, protecting computing nodes could
involve configuring anti-virus and/or firewall settings, with
stronger settings carrying a benefit of better protection, but
at a cost of added inconvenience, lost productivity, as well
as possible licensing costs. Indeed, costs on resources may
usefully take place of resource constraints, since such con-
straints are often not hard, but rather channel an implicit
cost of adding further resources.

3. A GENERAL MODEL OF INTERDEPEN-
DENCIES

Thus far, a key assumption has been that the utility of the
defender and the attacker for each target depends only on
the defense configuration for that target, as well as whether
it is attacked or not. In many domains, such as cyberse-
curity and supply chain security, assets are fundamentally
interdependent, with an attack on one target having poten-
tial consequences for others. In this section, we show how
to transform certain important classes of problems with in-
terdependent assets into a formulation in which targets be-
come effectively independent, for the purposes of our solu-
tion techniques.

Below we focus on the defender’s utilities; attacker is
treated identically. Let wt be an intrinsic worth of a target
to the defender, that is, how much loss the defender would
suffer if this target were to be compromised with no other
target affected (i.e., not accounting for indirect effects). In
doing so, we assume that these worths are independent for
different targets. Let s = {o1, . . . , on} be the security con-
figuration on all nodes. Assuming that the utility function is
additive in target-specific worths and the attacker can only
attack a single target, we can write it as

Ut(s) = E

[∑
t′

wt′1(t′ affected | s, t)

]
=

∑
t′

wt′zs,t′(t),

where 1(·) is an indicator function and zs,t′(t) is the marginal
probability that target t′ is affected when the attacker at-
tacks target t. From this expression, it is apparent that
in general, Ut(s) depends on defense configurations at all
targets, creating an intractable large space of configura-
tions over which the defender has to reason. We now make

the crucial assumption that enables fast computation of de-
fender policies by recovering inter-target independence.

Assumption 1. For all t and t′, zs,t′(t) = zot,t′(t).

In words, the probability that a target t′ is affected when
t is attacked only depends on the security configuration at
the attacked target t. Below, we use a shorthand o instead
of ot where t is clear from context.

A way to interpret our assumption is that once some tar-
get is compromised, the fault may spread to other assets in
spite of good protection policies. This assumption was oper-
ational in other work on interdependent security [5], where a
justification is through a story about airline baggage screen-
ing: baggage that is transferred between airlines is rarely
thoroughly screened, perhaps due to the expense. Thus,
even while an airline may have very strong screening poli-
cies, it is poorly protected from luggage entering its planes
via transfers. Cybersecurity has similar shortcomings: de-
fense is often focused on external threats, with little atten-
tion paid to threats coming from computers internal to the
network. Thus, once a computer on a network is compro-
mised, the attacker may find it much easier to compromise
others on the same network. The problem is exacerbated by
the use of common operating environments, since once an
exploit is found, it can often be reused to compromise other
computing resources on a common network.

Under the above assumption, we can write the defender
utility when t is attacked under security configuration o as,

Uo,t = zo,t(t)wt +
∑
t′ 6=t

zo,t′(t)wt′ .

By a similar argument and an analogous assumption for the
attacker’s utility, we thereby recover target independence re-
quired by the Stackelberg linear programming formulations.
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