ABSTRACT

Reinforcement learning (RL) is a paradigm for learning sequential decision making tasks. However, typically the user must hand-tune exploration parameters for each different domain and/or algorithm that they are using. In this work, we present an algorithm called LEO for learning these exploration strategies on-line. This algorithm makes use of bandit-type algorithms to adaptively select exploration strategies based on the rewards received when following them. We show empirically that this method performs well across a set of five domains. In contrast, for a given algorithm, no set of parameters is best across all domains. Our results demonstrate that the LEO algorithm successfully learns the best exploration strategies on-line, increasing the received reward over static parameterizations of exploration and reducing the need for hand-tuning exploration parameters.
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1. INTRODUCTION

Reinforcement learning (RL) is a paradigm for learning sequential decision making tasks, where an agent seeks to maximize long-term rewards through experience in its environment. During the learning process the agent has to decide whether to look for new information (explore) or to use its current model to maximize reward (exploit). In addition, when choosing to explore, the agent must decide what and/or where to explore. Many exploration strategies have been proposed which aim to ensure that: 1) the agent will have enough information to find the optimal policy; and 2) the agent will find the optimal policy in as few actions as possible. Some of these exploration methods provide theoretical bounds on how many steps the agent will take to learn the optimal policy.

Nevertheless, for any particular problem the theoretical bounds do not indicate which exploration strategy will perform the best [5, 13]. Typically, RL algorithms have a number of exploration parameters to determine how the agent explores and how it solves the exploration-exploitation trade-off. Using such methods requires the user to hand-tune these exploration parameters.

In this paper, we present a novel algorithm called LEO (Learning Exploration On-line) that is given a set of exploration strategies and learns which strategy is best while interacting with the environment. This new algorithm leverages all previous results on exploration by enabling the agent to choose which one works best for the task at hand. We treat each strategy as one arm of a multi-armed bandit and utilize some insights from bandit algorithms [2] to learn which strategy is providing the best results. We present results showing that LEO performs better than alternative parameterizations of exploration within the TEXPLORE-VANIR RL algorithm [10, 11].

2. BACKGROUND

We adopt the standard Markov Decision Process (MDP) formalism for this work [21]. An MDP is defined by a set of states \( S \), a set of actions \( A \), a reward function \( R(s, a) \), and a transition function \( T(s, a, s') = P(s'|s, a) \). In each state \( s \in S \), the agent takes an action \( a \in A \). Upon taking this action, the agent receives a reward \( R(s, a) \) and reaches a new state \( s' \), determined from the probability distribution \( P(s'|s, a) \).

Many domains utilize a factored state representation, where the state \( s \) is represented by a vector of \( n \) state variables: \( s = (s_1, s_2, ..., s_n) \). A policy \( \pi = P(a|s) \) specifies for each state a distribution over actions which the agent will take.

The goal of the agent is to find the policy \( \pi \) mapping states to actions that maximizes the expected discounted total reward over the agent’s lifetime:

\[ J = \sum_{t} \gamma^{t} r_t, \]  

where \( 0 < \gamma < 1 \) is the discount factor and \( r_t \) is the reward obtained at time step \( t \). The value \( Q^\pi(s, a) \) of a given state-action pair is an estimate of the expected future reward that can be obtained from \( (s, a) \) when following policy \( \pi \). The optimal value function \( Q^*(s, a) \) provides maximal values in all states and is determined by solving the Bellman equation:

\[ Q^*(s, a) = R(s, a) + \gamma \sum_{s'} P(s'|s, a) \max_{a'} Q^*(s', a'). \]
The optimal policy $\pi$ is then as follows:

$$\pi(s) = \arg\max_a Q^*(s,a). \quad (3)$$

### 2.1 On-line Selection of Experts

LEO makes use of bandit algorithms to choose which exploration strategy to follow in a domain. In a bandit problem [1, 2], a gambler must select which of $k$ slot machine arms to pull. Each arm provides some payoff, and the gambler’s goal is to pull the correct arms in order to maximize the total payoff over a number of trials. These methods see each exploration strategy as a different arm whose value must be estimated. Algorithms for bandit problems have been used to select different active learning strategies on-line [3, 12]. Many of these ideas have been integrated in a unified perspective under the name of the strategic student problem [16] that considers choices in an abstract way that can include active learning methods, exploration methods or even multi-task problems.

### 2.2 Model-Based Exploration Strategies

RL methods fall into two general classes: model-based and model-free methods. Model-based RL methods learn a model of the domain by approximating $R(s,a)$ and $P(s'|s,a)$ for each state and action. The agent can then calculate a policy (i.e. plan) using this model through a method such as value iteration, effectively updating the Bellman equations for each state using its model. Model-free methods work without a model, typically updating the values of actions only when taking them in the real task. Generally model-based methods are more sample efficient than model-free methods. Model-free methods must visit each state many times for the value function to converge, while the sample efficiency of model-based methods is only constrained by how many samples it takes to learn a good model.

An advantage of model-based methods is their ability to plan multi-step exploration trajectories. One of the best known examples of model-based reinforcement learning is $r$-MAX, which is guaranteed to learn a near-optimal policy within polynomial time. For finite MDPs, this algorithm learns a maximum-likelihood tabular model of the environment. The algorithm classifies each state-action as known or unknown according to the number of times it was visited. When planning on the model, known state-actions are modeled with the learned reward, while unknown state-actions are given the maximum one-step reward in the domain, $r_{\text{max}}$. At each step, the agent acts greedily with respect to this modified MDP. Assuming that unknown states have a reward of $r_{\text{max}}$ drives the agent to explore them. This intrinsic reward is one example of an exploration strategy.

There are many other methods which utilize different exploration strategies. For example, there are extensions of $r$-MAX to factored domains where similar rewards are provided for the agent to explore unvisited state factors [8, 9]. Other methods do not explicitly consider known versus unknown states and instead add exploration bonuses for states with higher potential of learning [4], or with higher uncertainty [13, 15] [14,16]. This type of exploration bonus, or intrinsic reward, was also used in the TEXPLORE-VANIR algorithm [11], which we use as the starting point for the experiments in this paper.

TEXPLORE-VANIR learns random forest models of the domain and then provides two different intrinsic rewards to drive exploration. First, it rewards state-actions for which the different trees within its random forest model differ in their predictions. Second, it rewards the state-actions that are most different from what its model has been trained on.

Each of these algorithms drives exploration in a different way. In fact, the best exploration strategy to use is highly dependent on the model learning approach taken by the algorithm and the domain the agent is acting in. In this work, our goal is to learn the best exploration strategies for a given algorithm and domain on-line.

### 3. ALGORITHM

In this section, we present our algorithm, Learning Exploration On-line (LEO), for learning the best exploration strategies on-line. It is a general approach that works with any model-based RL method. LEO is given a set of different exploration strategies and its goal is to choose the best exploration strategy for each task while interacting with the environment on-line. Since we are concerned with on-line performance of the algorithm, LEO evaluates the performance of each exploration strategy based on the rewards received by the agent while following that strategy. Thus, LEO chooses the exploration strategies that find the rewards and goals the fastest, limiting the costs of exploration by exploring efficiently.

LEO treats each of these exploration strategies like one of the arms in a multi-armed bandit problem. Pseudo-code for our approach is shown in Algorithm 1. Briefly, the agent follows these steps: 1) it selects one of the strategies based on the past payoffs received from following it; 2) it follows the selected strategy while tracking the similarity of the other strategies to the one it is following; and 3) at the end of the episode, it updates the expected payoffs for each strategy (even the ones not followed). Each step of this process is explained in detail below.

The algorithm is given a set of strategies, $S$. Each strategy has a weight, $w_e$, which is an estimate of the expected normalized return for an episode when following that strategy. At the start of each episode, LEO uses these weights to compute a soft-max distribution over the set of strategies, similar to the EXP4 bandit algorithm [2]:

$$P(e) \leftarrow \frac{e^{\beta(w_e - \min(w))}}{\sum_j e^{\beta(w_j - \min(w))}}. \quad (4)$$

After calculating this distribution, RUN-EPISEODE is called on line 5. RUN-EPISEODE runs the agent through one episode, sampling strategies from this distribution every 10 steps. A large range of values between the extremes of 1 and an entire episode work well, and 10 was chosen through informal experiments. It is important for LEO to follow a given exploration strategy for multiple steps, but following a bad strategy for an entire episode could greatly impact the agent’s performance. At the end, it returns the normalized discounted reward received on the episode and the similarity of each strategy to the followed strategy. This similarity is calculated using importance sampling [17, 21] and is the likelihood of the followed trajectory under this strategy’s policy.

After an episode is completed, the estimate of the expected normalized discounted return for each strategy is updated with the following equation on line 6:

$$w_e \leftarrow w_e + \eta \cdot \frac{\min_j (\hat{J} - w_e)}{\sum_j \min_f (\hat{J} - w_e)} \cdot \beta, \quad (5)$$
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The weight changes are divided between the strategies based on each strategy’s proportion of the total similarity, \( \sum_j \text{sim}_j \), so that the sum of the weight changes for all strategies is \( \eta \), the learning rate. Thus, strategies that were more similar to the followed policy in an episode are moved closer to the return from that episode than strategies that were not as similar. These updated weights then affect the new distribution over strategies calculated before the next episode.

Algorithm 2 shows what LEO does during an episode. Every 10 steps, the algorithm selects a new strategy from the distribution over strategies (line 7). Typically, one of these strategies is to act greedily with respect to the learned model of external reward in the task, and the other strategies’ policies maximize other intrinsic rewards for exploration. Through informal testing, we found that strictly following any one of these exploration strategies can lead to poor performance in the task, as they are followed even if they contradict knowledge of the external rewards in the task. Thus, the algorithm plans a separate execution policy, \( \pi_x \), on line 10. This execution policy combines exploration and exploitation by maximizing both the intrinsic rewards of the selected strategy \( e \) as well as the model of task rewards in the domain. The task reward is added in at this phase rather than into each exploration strategy itself so that each exploration strategy remains independent for similarity calculations.

While a particular strategy is being followed, the algorithm tracks the similarity of all the strategies, so that their weights can be updated even if they were not selected. Updating values of policies that are not being followed is called off-policy learning, and LEO uses a version of importance sampling to address this problem [17, 21]. To track the similarity of the other strategies, at every step, a separate softmax policy is planned for each exploration strategy with the call to PLAN-POLICY on line 9. When an action is taken in the domain, each strategy’s similarity is updated by the probability that it would have taken the selected action, \( \pi(s, a) \):

\[
\text{sim}_e \leftarrow \text{sim}_e + \eta \cdot \frac{\text{sim}}{\sum_j \text{sim}_j} (\hat{J} - w_e), \forall e \in E
\]  

(6)

Thus, at the end of the episode, the algorithm has a similarity of each strategy’s policy to the policy that was actually followed by the agent.

Throughout the episode, LEO tracks the discounted reward, \( J \), that the agent has received. At the end of the episode, it calculates a normalized return \( \hat{J} \), where the minimum possible discounted return in the domain is 0 and the maximum possible discounted return in the domain is 1:

\[
\hat{J} \leftarrow \frac{J - \min_e \langle J \rangle}{\max_e \langle J \rangle - \min_e \langle J \rangle}. \tag{7}
\]

This normalized return is calculated so that the return has some meaning for how well the agent performed across tasks.

4. EMPIRAL EVALUATION

In this section, we evaluate LEO in comparison with predefined exploration strategies across a set of domains. While a hand-picked exploration strategy can perform well on one domain, the domains were selected so that it would be difficult to find one exploration strategy that was the best across all domains. In addition, finding the best strategy even for a single domain can require a lot of hand-tuning, whereas LEO self-tunes on-line automatically.

4.1 Exploration Strategies

We analyze our approach within the framework of the TEXPLORE-VANIR algorithm [11]. TEXPLORE-VANIR works in factored domains, learning a model of the domain by learning a separate prediction for each of the \( n \) state features. In order to learn the model quickly, it incorporates generalization into the model learning, using random forests [7] of decision trees to predict the next state and reward given the current state and action. We chose to examine LEO on this approach because it is not clear in this case what the best exploration strategy is.

TEXPLORE-VANIR tracks multiple hypotheses of the true dynamics of the domain in the form of a random forest. A random forest is a collection of \( m \) decision trees, each of which differs because it is trained on a random subset of experiences, and has some randomness when choosing splits at the decision nodes [7]. The agent then plans over the average of the predictions made by each tree in the forest. TEXPLORE-VANIR (or TEXPLORE with variance and novelty intrinsic rewards) incorporates two intrinsic rewards for exploration. The first is the VARIANCE reward, which provides rewards for where there is variance between the predictions of each tree in the random forest. The variance in the predictions for a given state-action is multiplied by a coefficient...
v and used as intrinsic reward. This reward drives the agent
to state-actions where its models have not converged and it
may need more experiences. The second intrinsic reward is
the novelty reward, which rewards the agent for visiting
state-actions which are most different in feature space from
the ones that it has visited previously. The $L_1$ distance in
feature space from a state-action to the nearest previously
visited state-action is calculated and multiplied by a coeffi-
cient $n$ and used as intrinsic reward. This reward drives
the agent to explore the state-actions that are most differ-
ent from what it has been trained on, which are where its
trees are most likely to have generalized incorrectly. When
running TEXPLORE-VANIR, the user must provide the $v$ and
$n$ coefficients to define how much each of these two explo-
ration strategies is weighted relative to each other and to
exploiting the model of external task rewards.

For our experiments, LEO is given the following strategies:

1. Maximize model of task reward
2. Use\textsc{variance} intrinsic reward
3. Use novelty intrinsic reward
4. Reward exploring unvisited state-actions
5. Reward maximizing/minimizing individual state features

These strategies were chosen as representative strategies that
might be relevant in the evaluation domains.

The first strategy is to maximize the model of the task re-
ward, which is a purely exploitative policy. This enables the
agent to learn the exploration-exploitation trade-off on-line,
as it can choose to take an exploitative strategy. The second
and third strategies are the two from the TEXPLORE-VANIR
algorithm. The fourth strategy is similar to the exploration
performed by R-MAX\textsuperscript{5}. This strategy provides intrinsic
rewards for any state-actions that the agent has not visited
yet. A parameter, $u$, defines how much reward is given to
unvisited state-actions. Finally, we give the agent strategies
that reward or punish particular state features. For exam-
ple, the agent’s reward may be the value of the first state
feature, encouraging the agent to maximize this feature, or
it could be the negative value of the first feature, encourag-
ing the agent to minimize this feature. For the number of
state features in the domain, $n$, there will be $2n + 4$ strate-
gies: $n$ strategies that maximize the value of each feature, $n$
strategies that minimize the value of each feature, and the
first 4 strategies presented above.

We compared against TEXPLORE-VANIR using 6 static pa-
rameterizations of the\textsc{variance}, novelty, and unvisited
exploration strategies:

1. Greedy ($v = 0, n = 0, u = 0$)
2.\textsc{variance} only ($v = 5, n = 0, u = 0$)
3.\textsc{novelty} only ($v = 0, n = 5, u = 0$)
4. unvisited only ($v = 0, n = 0, u = 5$)
5. low v-n ($v = 5, n = 5, u = 0$)
6. high v-n ($v = 80, n = 80, u = 0$)

These 6 options give us a variety of exploration strategies
which have been shown to work well in previous research\textsuperscript{10, 11}. There are three versions which are only using a single
exploration strategy (Num 2-4), one using no exploration
(Num 1), and two which combine the\textsc{variance} and novel-
ty strategies with different weights compared to the task
reward (Num. 5 and 6).

4.2 Domains

We evaluated our algorithm over a set of five domains. We
chose a set of domains where no single exploration strategy
should perform well across all domains. Rather than hand-
tuning the best exploration strategy for each domain, our
algorithm can learn the best strategy in each domain on-
line without any parameter tuning. We expect that while
using the best strategy for one domain will perform better
than LEO on that domain, none of the individual strategies
will perform well across all five domains.

The first task we tested the algorithms on is called Fuel
World\textsuperscript{10}, shown in Figure 1. In it, the agent starts in the
middle left of the domain and is trying to reach a terminal
state in the middle right of the domain which has a reward
of 0. The agent has a fuel level that ranges from 0 to 60. The
agent’s state vector, $s$, is made up of three features: its row,
col, and fuel. Each step the agent takes reduces its fuel
level by 1. If the fuel level reaches 0, the episode terminates
with reward $-400$. There are fuel stations along the top and
bottom row of the domain which increase the agent’s fuel
level by 20. The agent can move in eight directions: north,
est, south, west, northeast, southeast, southwest, and northwest.
The first four actions each move the agent one cell in that
direction and have a reward of $-1$. The last four actions move the agent to the cell in that diagonal
direction and have reward $-1.4$. The agent starts with a
random amount of fuel between 14 and 18, which is not
enough to reach the goal, and must learn to go to one of the
fuel stations on the top or bottom row before heading
towards the goal state.

Actions from a fuel station have an additional cost, which
is defined by:

$$R(x) = base - (x \mod 5)a,$$  \tag{8}

where $R(x)$ is the reward of a fuel station in column $x$, base
is a baseline reward for that row, and $a$ controls how much the
costs vary across columns. The parameters are $a = 5.0$
and base = $-10.0$ for the bottom row and $-13.0$ for the top
row, resulting in rewards from $-10.0$ to $-33.0$. As the agent
explores some of the fuel stations, each of its trees may make
different hypotheses about this cost function. Therefore, we
hypothesize that the\textsc{variance} exploration will be the best,
although its unclear how this should be weighted relative to
exploiting the task reward.

The second domain is a version of the Light World
domain\textsuperscript{14}, shown in Figure 2. In this domain, the agent is
trying to leave a room. The room has a door, a lock, and a
key. The agent must go pick up the key and then go press
the lock in order to unlock the door. At this point, it can
leave the room, terminating the episode. Open doors, locks,
and keys each emit a different color light that the agent can
see. The agent has sensors that detect each color light in
each cardinal direction. The sensors have a maximal value
of 1 when the agent is at the light, and their values decrease
linearly to 0 when the light is 20 steps away. The agent’s
state is made up of 17 different features: its $x$ and $y$ loca-
tion in the room, whether it has the key, whether the door
is locked, and the values of the 12 light sensors, which de-
tect each of the three lights in the four cardinal directions.
The agent can take six possible actions: it can move in each
of the four cardinal directions, press the lock, or pick up
the key. The press and pickup actions are only effective
when the agent is on top of the lock and the key. The agent
receives a reward of −1 each step until it leaves the room, when it receives a reward of +10. The agent starts in a random state in the room. Since each of the objects has a related sensor feature, we hypothesize that a few different exploration strategies will work well on this task. Strategies that reward higher sensor features may help drive the agent to the correct objects, and strategies that utilize the novelty reward have been shown to promote useful exploration as the objects have unique sensor values [11].

The third domain is called the *Increasing Rewards* domain, shown in Figure 3. In this task, the agent starts on the left side of the grid in one of the blue states. It can navigate through the grid with the usual actions: NORTH, SOUTH, EAST, and WEST, each of which move the agent in the desired direction with probability 0.8 and in either perpendicular direction with probability 0.1. There are 5 goals in the domain, and with escalating rewards for the farther goals. The agent receives −1 reward each step until it reaches a goal, when its episode terminates with the specified reward (either 1, 2, 4, 8, or 16). The idea behind this domain is that the agent must set its exploration rewards high enough to drive it to explore past the closer lower-rewarding goals that are easier to find.

The last two domains are similar in nature, but the best exploration for each of them varies. In both domains, the agent is in a 11 by 12 gridworld with the same four navigation actions and action dynamics as the *Increasing Rewards* domain. However, in this task, there is a goal state that is in a different random location each episode. Essentially, each new episode is a new exploration problem for the agent. It can use what it has learned from past episodes about which exploration strategies are the best, but none of its knowledge about the locations of the goal in the previous episodes translate to the current episode. The agent receives a reward of −1 each step until reaching the goal state, when its episode terminates with a reward of +2. In the first version of the task, called the *Sensor Goal* task, the agent’s state is made up of 6 state features: the agent’s X and Y location in the domain, and four sensor features telling it the distance to the goal in each of the four cardinal directions. In this version of the task, both the strategies that reward minimizing these sensor features and the strategy rewarding novel states should be successful. In the second version of the domain, called *Arbitrary Goal*, the agent has no sensors of the goal’s location, but instead has a state feature indicating the version of the domain it is in without providing any information about the goal location. In this version of the domain, the best exploration strategy is to visit every state in the domain until it finds the randomly located goal.

### 4.3 Results

In this section, we show the results for the algorithms across the five domains. All significance results were calculated using a Student’s t-test. Figure 4 shows the cumulative rewards accrued by the algorithms over 200 episodes on the *Fuel World* domain. As expected for this task, the best method is the V-N only method, which drives the agent to explore its various hypotheses about the costs of the fuel stations. The next best methods are LEO and Greedy. All three of these methods accrue significantly more rewards than the others (p < 0.001).

Figure 5 shows the weights LEO learned for the different


strategies over the first 50 episodes. LEO learns the highest weight for the model of task reward. This is followed by the variance strategy, which makes sense as it performed the best on the domain. The third highest weight is on maximizing the fuel feature, as LEO has learned to keep the fuel level high to accrue rewards. It also puts positive weight on the strategy of maximizing the col feature, which will lead it closer to the goal from its start state.

The cumulative rewards of the algorithms on the second domain, Light World, are shown in Figure 6. On this task, the HIGH V-N parameters of TEXPLORE-VANIR performed the best, followed by NOVELTY only and LEO. While LEO does not perform the best on this task or Fuel World, comparing Figures 4 and 6 show that it is the only method to perform well on both domains. The two methods that performed similar to or better than LEO on Fuel World (VARIANCE only and Greedy) fail completely here, never learning to accomplish the task. Conversely, the two methods that perform similar to or better than LEO on Light World (NOVELTY only and HIGH V-N) perform the worst on Fuel World. The two domains require completely different exploration strategies, and only LEO is able to perform well on both tasks.

The cumulative rewards of the algorithms on the Increasing Rewards domain are shown in Figure 7. On this task, all of the algorithms perform well and accrue a similar amount of rewards. LEO does not accrue a significantly different amount of rewards than the other algorithms. Figure 8 shows the weights learned by LEO on this task. LEO puts high weight on four strategies: 1) the task reward; 2) maximizing the col feature; 3) novelty; and 4) variance. Maximizing the col feature in this domain makes sense as the higher valued rewards are to the far right in the domain.

Figure 9 shows the cumulative rewards on the Sensor Goal domain. On this task, LEO performs the best, accruing significantly more rewards than the other algorithms ($p < 0.005$). Finally, cumulative rewards for the Arbitrary Goal domain are shown in Figure 10. As expected, on this task, the best strategy was to explore unvisited states to find the goal (the UNVISITED only strategy). Following this, the NOVELTY only and LOW V-N strategies did well, followed by LEO. While LEO is out-performed by these algorithms on this task, none of them did significantly better than LEO on the other four tasks.

In addition to cumulative rewards, a successful algorithm should learn good final policies. Table 1 shows the average rewards each method received on its final five episodes in each task, as well as how that average reward ranked compared with the other six methods for that task. LEO has the best average reward across the five domains, as it was the best on the Sensor Goal and Increasing Rewards tasks. LEO was only significantly out-performed by other algorithms on one domain, Light World, where the methods with NOVELTY rewards performed the best. These results demonstrate that LEO performs well across a set of domains requiring various exploration strategies. None of the other methods perform well across all five domains. Instead, performing well on these domains would require a user to hand-tune the exploration parameters for each domain. In contrast, LEO is more robust, not requiring hand-tuning and capable of learning the best exploration strategy for each domain. In addition, it can adapt its strategy parameters on-line as its model changes.

5. RELATED WORK

LEO’s selection of each strategy according to its weight is similar to the bandit based approaches described in Section 2.1, as all of these methods are based on the EXP4 algorithm [2] for solving multi-armed bandit problems when given a set of experts. The EXP4 algorithm estimates the total return from each expert on the problem and uses a soft-max distribution over the total returns to select which expert to follow.
Table 1: This shows the final performance achieved by each algorithm by presenting the reward each algorithm achieved on the final five episodes of each task, averaged over the 5 episodes and 30 trials. * indicates that LEO received significantly more rewards than this method (p < 0.01) and + indicates methods that received significantly more rewards than LEO (p < 0.01). The table also shows the rank of each average reward compared to the other methods for each task.

<table>
<thead>
<tr>
<th>Domain</th>
<th>LEO</th>
<th>Greedy</th>
<th>VARIANCE only</th>
<th>NOVELTY only</th>
<th>UNVISITED only</th>
<th>LOW V-N only</th>
<th>HIGH V-N only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reward Rank</td>
<td>Reward Rank</td>
<td>Reward Rank</td>
<td>Reward Rank</td>
<td>Reward Rank</td>
<td>Reward Rank</td>
<td>Reward Rank</td>
</tr>
<tr>
<td>Fuel World</td>
<td>−127.4 3</td>
<td>−121.7 2</td>
<td>−86.1 1</td>
<td>−406.6 6</td>
<td>−308.1 4</td>
<td>−392.3 5</td>
<td>−481.8 7</td>
</tr>
<tr>
<td>Light World</td>
<td>−10.2  4</td>
<td>−173.6* 6</td>
<td>−1794.1* 7</td>
<td>−8.9* 3</td>
<td>−22.9* 5</td>
<td>−8.1* 2</td>
<td>−7.0* 1</td>
</tr>
<tr>
<td>Increasing Rewards</td>
<td>−2.5 1</td>
<td>−2.7 3</td>
<td>−2.7 4</td>
<td>−3.0 7</td>
<td>−2.8 5</td>
<td>−2.9 6</td>
<td>−2.6 2</td>
</tr>
<tr>
<td>Sensor Goal</td>
<td>−53.1 1</td>
<td>−53.8 2</td>
<td>−98.2* 3</td>
<td>−406.5* 6</td>
<td>−140.3* 4</td>
<td>−408.0* 7</td>
<td>−159.2* 5</td>
</tr>
<tr>
<td>Arbitrary Goal</td>
<td>−313.5 2</td>
<td>−538.4 5</td>
<td>−548.1 6</td>
<td>−401.7 4</td>
<td>−308.5 1</td>
<td>−323.7 3</td>
<td>−973.7* 7</td>
</tr>
<tr>
<td>Average</td>
<td>−101.3</td>
<td>−490.4</td>
<td>−505.8 7</td>
<td>−245.1 4</td>
<td>−156.5 2</td>
<td>−227.0 3</td>
<td>−325.3 5</td>
</tr>
</tbody>
</table>

Figure 8: Weights learned by the LEO algorithm on the Increasing Rewards domain, averaged over 30 trials.

Figure 9: Cumulative rewards for the 7 methods on the Sensor Goal domain, averaged over 30 trials.

LEO is different from these previous works in several respects. After selecting a strategy, LEO takes a sequence of actions rather than a single arm pull, since it must complete an entire episode to receive a payoff. In addition, during an episode, LEO selects different strategies. Thus, contrary to other bandit methods, LEO updates the weights of all of the strategies using an importance sampling approach, rather than only updating the weight of a single strategy.

The work with the most similar goal to ours is the policy gradient reward design algorithm (pGRD). This method also learns the best intrinsic rewards on-line, however only for cases where the true reward function is given and the agent is limited in some way [6, 20]. pGRD uses its knowledge of the true reward function to calculate the gradient of intrinsic rewards to agent return. Using this gradient, intrinsic rewards are found that enable the best agent performance given its limitations. For example, if the agent has a limited planning depth, then even with the true reward function, it cannot perform well. However, the right intrinsic rewards can make up for this deficiency. pGRD does not apply to agents without limitations, as then the given reward function means the problem is effectively solved. Similarly, in tasks where the reward function is not given, then the gradient cannot be calculated and this method does not work.

There are also other methods that are focused on exploration. For example, r-iac [4] maintains an error curve for different regions of the domain and uses the slope of this curve as the intrinsic reward for the agent, driving the agent to explore the areas where its model is improving the most. An alternative is to learn a separate predictor of the change in model error and use its predicted values as the intrinsic reward to drive exploration [19]. Similarly, ZETA-R-MAX extends R-MAX to classify states as known based on the empirical measure of progress in model learning and provides convergence guarantees [15].

There is related work for doing off-policy value updates (i.e., calculating the value of policies other than the one being followed). Our method for calculating the value of the other exploration policies for each episode is similar to other off-policy approaches [21]. There are also methods that update the off-policy values every step by estimating their values for each state-action [17]. However, these methods would not apply to some of our experiments. For example, in the two domains with the goal in a random location each episode, none of the states visited in one episode will be seen again in the next episode. Therefore, learning off-policy values for those states will not be useful, but it is still possible to learn the values of a policy on a per-episode basis.
All of these methods for doing off-policy updates utilize importance sampling, which is a method for estimating one distribution while sampling from another distribution [18]. The importance sampling estimator is used to estimate the value of a target policy while following a different behavior policy. To do so, the received rewards are multiplied by the likelihood of the action under the target policy and divided by the likelihood under the followed policy. In our work, we compare between different exploration policies, and thus the likelihood under the followed policy is the same across all of these policies and cancels out.

6. DISCUSSION AND CONCLUSION

RL has the potential to solve many relevant sequential decision making processes. One difficulty with applying RL to these problems is the need to hand-tune exploration parameters. This tuning is required both to get the right type of exploration for the given domain and algorithm and to determine the proper exploration-exploitation trade-off for the task. In this paper, we have presented the novel LEO algorithm for learning from among several possible exploration strategies on-line. We demonstrated that this approach receives high rewards across a set of several domains that each require a different exploration strategy. In contrast, no single parameterized exploration approach performs well across all the domains. By learning exploration strategies on-line, LEO removes the need for users to hand-tune exploration parameters for each domain.

In this work, our goal is to maximize on-line rewards, and therefore we evaluate the quality of an exploration strategy based on the rewards received while following it. The received rewards indicate how quickly the exploration led the agent to find the rewarding transitions in the domain. While this approach works well in practice, it would be ideal to evaluate an exploration strategy based on the long-term rewards received after following it. One challenging possibility for future work is to separate exploration and exploitation, and evaluate exploration strategies by the agent’s performance on a later evaluation episode where it exploits the model it learned while exploring. Another alternative is to evaluate the exploration strategies by how much they improve the agent’s model accuracy, addressing the pure exploration problem. However, both of these alternatives have an off-line phase; we believe that the approach taken by LEO makes the most sense when the goal is to maximize on-line rewards.
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