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ABSTRACT
This paper proposes a generic decentralized method for in-
terconnected entities to compute globally coherent sets of
mappings with respect to the semantics of ontological spec-
ifications and their subjective mapping preferences. This
problem is formed as an optimization problem between inter-
dependent agents. Globally coherent sets of mappings are
computed by means of a distributed extension of the max-
plus algorithm, taking also into account the feedback enti-
ties receive on their subjective mappings from distant oth-
ers. Experimental results from a large number of networks
of varying complexity show the strengths of the proposed
approach and point to further work.
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1. INTRODUCTION
Although interconnected entities can be of any type (peers,

software or human agents, things on the web, orchestrated
services), subsequently, and for the clarity of the presen-
tation we distinguish between entities that are referred as
peers, and agents that implement decision-making processes
on behalf of these peers. To interact effectively, peers in
inherently open and distributed settings need to establish
semantic correspondences (mappings) between own ontol-
ogy elements and ontology elements of their acquaintances.
These computations depend on the alignment method each
entity uses and on the information made available to that
method: Therefore, entities may not agree on their map-
pings. In this case, information propagated along paths in
the network may not preserve its original intended meaning.

This article proposes a generic decentralized method for
peers to reach agreements regarding subjective semantic cor-
respondences between terms lexicalizing ontology elements,
via belief propagation. It does this to a great extent than
previous contributions that either use centralized methods
for locating mapping decisions that introduce inconsistencies
(e,g, [5],[6],[8]), or propose distributed probabilistic message
passing techniques for detecting erroneous mappings [1]; and
differently than approaches that aim to the establishment or
development of common vocabularies (e.g. [2],[7]). The pro-
posed method is independent of the specific mapping meth-
ods used by the peers, and also applicable to any possible
setting of information sharing entities. As far as we know,
this is the first approach towards semantic coordination in
networks of arbitrarily inter-connected peers.

2. THE OVERALL METHOD
Let us consider a network of peers represented by a di-

rected graph G = (V,E). Each node in V is a peer P1 with
a specific ontology O1. Each directed edge (P1, P2) in E
specifies the fact that P1 has a specific (complete, partial,
vague or abstract ) view of P2’s ontology. P1 can compute
subjective correspondences between the elements of O1 and
O2 using any mapping method.

Given the ontologies O1 = (S1, A1), O2 = (S2, A2) (where
Si denotes the signature, and Ai the axioms that specify
the intended meaning of terms in Si) of two peers P1 and
P2 in G, and an element E1

i in the signature S1 of O1, the
mapping method of P1 computes an ordered set of subjec-
tive correspondences for E1

i . Each correspondence is of the
form (E1

i , E
2
j , r, γ), where E2

j is an element in S2, r can be
any relation between elements, and γ is a number that rep-
resents the preference to relating E1

i with E2
j via r, i.e. P1’s

confidence on this correspondence. Correspondences in the
set are ordered according to γ. In this paper we deal only
with equivalences between classes, although other mapping
relations whose transitive closure can be exploited, can be
considered as well.

A locally coherent set of correspondences for a peer in
G is a set of correspondences to a specific target ontology
that preserves the semantics of specifications for this peer.
A globally coherent set of correspondences for peers in G
is a set of correspondences that is agreed among peers and
preserves the semantics of specifications for each of the peers.

The problem of computing a globally coherent set of cor-
respondences between peers in any network G is rather com-
plicated if we consider that each peer is connected to numer-
ous other peers, each with distinct ontologies and mapping
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methods, with the latter being arbitrarily connected with
others and/or among themselves. This problem includes two
highly intertwined, computation phases: (a) The computa-
tion of locally coherent correspondences to the ontologies of
neighbor peers, and (b) exploiting these correspondences to
reach agreements between (even distant) peers in G.

Correspondences and their confidences are given as input
to the proposed method.To preserve the local coherency of
mappings with respect to the semantics of specifications,
peers build internal dependency graphs (aka coordination
graphs [3]) whose nodes are inter - constrained decision-
making agents. Each of these agents makes a mapping
decision for a specific ontology element, regarding a spe-
cific target ontology. The mapping decisions of two neigh-
bor agents i and j are inter-dependent and must satisfy a
validity constraint. Such a constraint restricts agents’ de-
cisions to those mappings that preserve the semantics of on-
tological specifications. Further details on the construction
of dependency graphs are given in [10]. Decisions are made
with respect to the preferences to correspondences: Towards
this objective, the agents propagate their payoffs via mes-
sages, according to the max-plus [4][9] algorithm. A message
from i to j maximizes the utility of i given a mapping choice
of j, and all incoming messages to i, except from j.

Peers, after their internal computations, can further re-
vise their locally coherent mapping decisions towards reach-
ing agreements by propagating their mapping decisions to
their acquaintances. Doing so, they aim to exploit the tran-
sitive closure of their mappings in existing cycles in their
network. Given a cycle (P1 → P2 → · · · → Pk → P1), then
for each correspondence (E1

i ,E2
j , ≡,m) forwarded from P1

to P2 the originator P1 must get a correspondence (Ek
x ,E1

i ,
≡,m’) from the last peer in the cycle, Pk. I.e. it must get a
correspondence to the element E1

i , rather than to any other
element of O1. In such a case, for each such correspondence,
Pnode counts a positive feedback. In case this does not hap-
pen, then there are one or more mappings through this path
that according to the subjective view of P1 result to a dis-
agreement. Then, P1 counts a negative feedback. It must be
noticed that disagreements may still exist when P1 gets the
expected correspondence but several correspondences along
the path compensate their errors: These are detected by
the corresponding peers as the mapping history propagates
in the network. To detect cycles and get feedback, peers
construct and exploit mapping histories, i.e. ordered list of
correspondences between elements along any cycle inG. The
propagation of beliefs in peers’ internal graphs as well as be-
tween peers, together with the construction/exploitation of
mapping histories, as well as the incorporation of feedback
to agents’ decision making are presented in detail in [10].

In few words, the problem is addressed as an optimization
problem between inter - constrained agents in dependency
graphs: Agents target the establishment of agreements, aim-
ing to increasing their social welfare, i.e. the sum of their
utilities w.r.t. to their mapping preferences and the seman-
tics of specifications, taking also into account the feedback
received from other peers.

3. EXPERIMENTAL EVALUATION
Given that the complexity of the method increases as the

length and number of cycles in the network of peers increase,
and as the number of classes in the ontologies increases, the
performance of the method has been measured using a vari-

ety of networks with an increasing complexity. Specifically,
experiments concern four types of networks in which peers’
average degree is 2,3,4 or 5. Each type of network comprises
at most 10 different networks. Each peer is been assigned
a specific distinct ontology with 13 classes and has the abil-
ity to compute correspondences with a constant precision
in {1,0.9,0.8,0.7,0.6,0.5}. The precision specifies the propor-
tion of the true positive correspondences w.r.t. reference
correspondences between ontologies.

Experiments show the following: (a) The method man-
ages to increase the f-score of each peer w.r.t. the reference
correspondences. In other words, the peers with the ”best”
mapping methods manage to drive the others towards an
agreed and correct set of correspondences. (b) The method
must consider both, the validity constraints and the feedback
received, although semantic constraints play a vital role in
the process. (c) The method is scalable w.r.t the average
degree of peers in the network and the number of elements
in ontologies. (d) The method converges (as expected) in
early rounds, given that the dependency graphs are acyclic.

4. FUTURE WORK
Future work concerns including other mapping relations

whose transitive closure can be exploited by peers in cycles,
also concerning properties and instances, in conjunction to
classes. We also aim to address subtle issues concerning com-
munication. Preliminary experiments showed that various
heuristics for reducing the communication messages result
to sacrificing considerably methods’ effectiveness. Finally,
the study of sub-optimality, as well as the integration of the
proposed method in an open and heterogeneous information
sharing setting, are issues to be investigated.
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