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ABSTRACT

Deontic logic programming (DLP) is a framework combining deontic logic and non-monotonic logic programming, and it is useful to represent and reason about normative systems. In this paper we propose an implementation for reasoning in DLP that combines, in a modular way, a reasoner for deontic logic with a reasoner for stable model semantics.
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Extended Abstract

Deontic logic programming (DLP) [5, 6] is a framework combining Standard Deontic Logic (SDL) [9, 2] and Logic Programming (LP) [7], for representing and reasoning about normative systems. It has a rich language, allowing complex SDL formulas to appear in the body and head of LP rules, combined with the use of default negation. Moreover, DLPs have a purely declarative semantics, stemming from the stable model semantics (SMS) of logic programs [4]. The language obtained is quite expressive and can be shown to embed extant approaches such as input-output logic [8]. Our aim in this paper is to propose an implementation of DLPs that combines, in a modular way, an SDL reasoner with an ASP reasoner for SMS. A DLP is composed by rules that resemble usual logic program rules, but where complex SDL formulas appear in the place where only atoms were allowed.

Definition 1. A deontic logic program is a set of rules

\[ \varphi \leftarrow \psi_1, \ldots, \psi_n, \not\delta_1, \ldots, \not\delta_m \]

where each of \( \varphi, \psi_1, \ldots, \psi_n, \delta_1, \ldots, \delta_m \) is an SDL formula.

As usual, the symbol \( \leftarrow \) represents rule implication, \( \rightarrow \) represents conjunction and \( \not\) represents default negation. The above rule has the usual reading that \( \varphi \) should hold whenever \( \psi_1, \ldots, \psi_n \) hold and \( \delta_1, \ldots, \delta_m \) are not known to hold.

Given a DLP \( P \) we denote by \( \text{frm}(P) \) (resp. \( \text{hd}(P) \)) the set of SDL formulas appearing in \( P \) (resp. in the head of a rule in \( P \)). The semantics of DLPs (see [5]) is a SMS obtained by using SDL logical theories (sets of SDL formulas closed under SDL consequence) as interpretations, thus accounting for the interdependency between the SDL formulas appearing in the rules. In it, a stable model \( T \) is a fixpoint of a \( \Gamma \) operator, defined as the least theory (which always exists) of a definite program obtained by deleting all rules with \( \not\varphi \) such that \( \varphi \in T \), and deleting all remaining \( \not\)\varphi. An SDL formula \( \varphi \) is a consequence of \( P \), written \( P \models_{\text{SDL}} \varphi \), if \( \varphi \) belongs to every stable model of \( P \).

Our first result states that, although the number of SDL logical theories is infinite, the number of stable models of a finite DLP is finite. Using that, we can prove decidability.

Theorem 1. Let \( P \) be a finite DLP and \( \varphi \) any SDL formula. Then, \( P \) has finitely many stable models, and it is decidable the problem of checking if \( P \models_{\text{SDL}} \varphi \) is the case.

Our aim is precisely to propose an implementation of a reasoner for DLPs which combines in a modular way a reasoner for SMS (such as Clasp [5]) and for SDL (such as the KED SDL solver [1]). This modularity is fundamental since it allows using the large body of successful research done in the area of SMS implementation and answer set programming.

Let \( P \) be a DLP. Consider the following normal logic program \( P^N \) obtained from \( P \):

\[ P^N = P \cup \{ \varphi \leftarrow \psi_1, \ldots, \psi_n : \{ \psi_1, \ldots, \psi_n \} \subseteq \text{hd}(P) \} \]

\[ \varphi \in \text{frm}(P) \setminus \{ \psi_1, \ldots, \psi_n \} \]\n
\[ \varphi \vdash_{\text{SDL}} \varphi. \]

\( P^N \) is a normal logic program because the SDL formulas in it are to be considered as normal logic programs atoms.

The key idea underlying the construction of \( P^N \), in order to enforce the interdependency between deontic formulas (which in \( P^N \) are just atoms), is to enrich \( P^N \) with rules that represent the possible deontic reasoning occurring with the formulas of \( P \). We denote by \( AS(P^N) \) the set of stable models of \( P^N \), viewed as a normal logic program. The following presents a finite representation of each of the stable models of \( P \), where \( A^{\text{SDL}} \) is the closure of \( A \) under \( \vdash_{\text{SDL}} \).

Theorem 2. Given a deontic logic program \( P \), we have that

\[ SM(P) = \{ A^{\text{SDL}} : A \in AS(P^N) \}. \]
Our aim now is to compute these finite representations of the stable models of \( \mathcal{P} \). We sketch an algorithm that, given a finite DLP \( \mathcal{P} \), returns a normal logic program \( \mathcal{P}^{alg} \).

**input:** finite deontic logic program \( \mathcal{P} \)

**set** \( i = 1; k = length(hd(\mathcal{P})) \);

\[ P^{alg} = P \cup \{ \varphi \leftarrow : \varphi \in \text{frm}(\mathcal{P}) \text{ and } \vdash_{\text{ML}} \varphi \} \]

while \( i < k \)

for each subset \( A = \{ \delta_1, \ldots, \delta_i \} \text{ of } \text{hd}(\mathcal{P}) \text{ of size } i \)

if \( A \vdash_{\text{ML}} (\star \cdot A \text{ is inconsistent } \star) \)

then for each \( \varphi \in \text{frm}(\mathcal{P}) \setminus A \)

add \( \varphi \leftarrow \delta_1, \ldots, \delta_i \) to \( \mathcal{P}^{alg} \)

else for each \( \varphi \in \text{frm}(\mathcal{P}) \setminus A \)

if \( \text{propSym}(A) \cap \text{propSym}(\varphi) = \emptyset \)

then do nothing

else if \( \varphi \leftarrow \psi_1, \ldots, \psi_n \in \mathcal{P}^{alg} \text{ with } \{ \psi_1, \ldots, \psi_n \} \subseteq A \)

then do nothing

else if \( A \vdash_{\text{ML}} \varphi \)

then adjust \( \varphi \leftarrow \delta_1, \ldots, \delta_i \) to \( \mathcal{P}^{alg} \)

\( i = i + 1 \)

return \( \mathcal{P}^{alg} \)

The above algorithm is an improvement of the definition of \( \mathcal{P}^N \), in the sense that it prunes some search paths using well-known properties of both the area of logic programming and of the area of deontic logic. Given these improvements, the algorithm for constructing \( \mathcal{P}^{alg} \) does not, in general, return exactly \( \mathcal{P}^N \). One can readily see that \( \mathcal{P}^{alg} \subseteq \mathcal{P}^N \). As expected, the extra rules of \( \mathcal{P}^N \) are redundant.

**Proposition 1.** Given a finite deontic logic program \( \mathcal{P} \), we have that \( AS(\mathcal{P}^{alg}) = AS(\mathcal{P}^N) \).

The above proposition allows the use of the \( \mathcal{P}^{alg} \) algorithm to construct a finite representation of the stable models of \( \mathcal{P} \). This can be done by constructing the normal logic program \( \mathcal{P}^{alg} \) from \( \mathcal{P} \) and then calculating its stable models. The former can be done using a SDL reasoner and the later can be done using a SMS reasoner. Note that, as we aimed, this construction is modular in the use of the two reasoners.

Regarding complexity, it should be clear that the use of DLs, with default negation, increases the complexity of the SDL alone. This comes from the fact that the SMS, with default negation, adds, as usual, one extra level of non-determinism. From the point of view of LP there is also an exponential increasing in the complexity. First, to construct \( \mathcal{P}^N \) and \( \mathcal{P}^{alg} \) we need to query a SDL oracle an exponential number of times. Moreover, we need to compute the stable models of \( \mathcal{P}^{alg} \) which, in the extreme case, can have exponentially more rules than \( \mathcal{P} \). This extra complexity is not surprising given the expressivity of the language of DLs. Recall that a DLP can have any SDL formula in the head and body of its rules. In some particular applications, however, there is no need for this general expressivity, and, in those cases we can play the usual game between expressivity and complexity. We now study some classes of restricted DLs, which may well have the necessary expressivity for modeling non-trivial scenarios.

**Proposition 2.** Let \( \mathcal{P} \) be a DLP with only atoms and deontic operators applied to atoms. Then \( \mathcal{P}^{alg} = \mathcal{P} \).

Another interesting example is the case of DLs that only contain literals, obligation applied to literals and negation of obligation applied to literals. Contrary to the previous case, this language is expressive enough to capture the notion of permission: recall that \( P(p) \equiv_{\text{SDL}} \neg O(\neg p) \).

**Proposition 3.** Let \( \mathcal{P} \) be a finite DLP with only literals, obligation applied to literals and negations of obligations applied to literals. Then

\[ \mathcal{P}^{alg} = \mathcal{P} \cup \{ \varphi \leftarrow \bot : \varphi \in \text{frm}(\mathcal{P}) \} \cup \{ \bot \leftarrow \varphi : \varphi \in h(\mathcal{P}) \} \cup \{ \bot \leftarrow \neg O(\varphi) \cup \neg O(\neg p) : \varphi \in \text{frm}(\mathcal{P}) \cup \{ \neg O(\varphi) \}\} \]

This proposition allows to construct \( \mathcal{P}^{alg} \) using only syntactical checks, i.e., no need to use an SDL oracle. This is possible because the interaction between deontic formulas in this restricted language is limited and can be described using the rules in the above definition. The first four lines are related to the so-called explosion principle: from a contradiction everything follows. The last two lines are related with the connection between obligation and permission: if it is obligatory then it is permitted. Moreover, it is interesting to note that the maximum number of rules added to \( \mathcal{P}^{alg} \) is \( \frac{1}{2}(4hd(\mathcal{P})^2 + 2hd(\mathcal{P}) + 1) \), where \( k \) is the maximum number of formulas in a rule. Therefore, the number of rules is at most quadratic in the number of rules of \( \mathcal{P} \).
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