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ABSTRACT

Designing agents that can cooperate with other agents as
a team, without prior coordination or explicit communica-
tion, is becoming more desirable as autonomous agents be-
come more prevalent. In my work I examine an aspect of
the problem of leading teammates in an ad hoc teamwork
setting, where the designed ad hoc agents lead the other
teammates to a desired behavior that maximizes team util-
ity. Specifically, I consider the problem of leading a flock of
agents to some desired behavior using a subset of the flock
that is comprised of ad hoc agents. I consider this problem
not only theoretically, but also in a custom-designed simu-
lator FlockSim.
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1. INTRODUCTION
The growing use of agents in various cooperative domains

has emphasized the importance of designing agents capable
of reasoning about ad hoc teamwork [7]. Such agents can co-
operate within a team without using explicit communication
or previously coordinating behaviors among teammates.

As an example, consider a team of robots attempting to
travel from the parking lot at a local park to a bridge that
needs to be repaired. The terrain between the parking lot
and the bridge is varied, and the straight line path between
the two locations will be difficult for the robots to traverse.
Now consider that most of the robots that will be travel-
ing from the parking lot to the bridge have a very simple
method of planning a path to travel: they generally head
directly towards their goal but will adopt the orientation of
any teammates within close proximity. If allowed to traverse
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from the parking lot to the bridge on their own, these sim-
ple robots will be forced to traverse steep inclines and very
dense brush. However, consider if a few more sophisticated
robots were included in the team that could observe the path
planning method used by the simple robots and had some
previous knowledge about the terrain of the park. These
more sophisticated robots could then influence the simpler
robots to alter their path such that the worst of the steep
inclines and dense brush would be avoided. This would al-
low the entire team to reach the bridge in less time and with
less damage to the robots.

In this example, the more sophisticated robots influenced
— or led — the simpler robots to adopt a better path from
the parking lot to the bridge. One aspect of ad hoc teamwork
involves this idea of leading teammates to perform desired
actions or adopt particular behaviors. In my work, I consider
the problem of using ad hoc agents to lead a flock.

Flocking is an emergent behavior found in various species
in nature including flocks of birds, schools of fish, and swarms
of insects. In each of these cases, the animals follow a sim-
ple local behavior rule that results in a stable, well defined
group behavior. Research on flocking behavior can be found
in various disciplines such as physics [9], graphics [6], biol-
ogy [1, 2], and distributed control theory [4, 5, 8]. The main
focus of each of these research directions is to characterize
the emergent behavior.

In my work I consider the problem of leading a team of
flocking agents in ad hoc teamwork settings. The ad hoc
teamwork perspective of this problem is highlighted by two
facts. Firstly, we are unable to explicitly control the be-
havior of the flocking agents, thus we can only attempt to
influence them implicitly using the behavior of the ad hoc
agents (which appear to be identical to the flocking agents,
and hence are indistinguishable from other agents in the
flock). Secondly, all agents — both flocking and ad hoc —
act as one team, and their only desire is to optimize team
utility. The ad hoc agents cannot communicate with the
flocking agents, but they can communicate and otherwise
coordinate their actions among themselves.

2. PROBLEM DEFINITION
In recent work [3], I introduced a flocking model that was

initially inspired by Vicsek et al. [9]. For clarity, the basics
of this flocking model are summarized in this section.

In my flocking model, n visually indistinguishable agents
inhabit some environment where each agent ai moves with
some velocity vi. At each time step t, each agent ai has
a position pi(t) = (xi(t), yi(t)) in the environment and an
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orientation θi(t). Each agent’s position pi(t) at time t is
updated after its orientation is updated, such that xi(t) =
xi(t − 1) + vi cos(θi(t)) and yi(t) = yi(t − 1) − vi sin(θi(t)).

We let Ni(t) be the set of ni(t) ≤ n agents (including
agent ai) at time t which are visible to agent ai. An agent is
visible to agent ai if its position is located within a visibility
cone of angle α centered on orientation θi(t) and extending
from agent ai for an unlimited distance (see Figure 1 for an
example). We say that angle α defines the visibility cone for
each agent, and that this visibility cone defines each agent’s
neighborhood (i.e., the area in which the agent can see other
agents). Under our flocking model, the global orientation of
agent ai at time step t+1, θi(t+1), is set to be the average
orientation of all agents in Ni(t) (including itself) at time t.

ai

aj

βj(i)

θi(t)

α

Figure 1: Angle α defines the visibility cone for agent ai. Agent
aj is visible to agent ai.

The n visually indistinguishable agents that comprise the
flock consist of k ad hoc agents and m flocking agents, where
k + m = n. The ad hoc agents {a0, . . . , ak−1} are agents
whose behavior we can control, while the flocking agents
{ak, . . . , aN−1} are agents that we cannot directly control.
An x-step plan specifies the orientations that each ad hoc
agent {a0, a1, . . . ak−1} will align to at each time step when
given exactly x time steps in which to act.

3. PUBLISHEDWORK
I have one published paper on this work [3], to be pre-

sented at AAMAS’13. In this work I presented a specifica-
tion of the flocking problem as a new scenario for studying
ad hoc teamwork and contributed an initial theoretical and
empirical analysis of the flocking problem.

A portion of my specification of the flocking problem is
summarized above in Section 2. Additionally, I defined the
Agent Flock Orientation Manipulation Problem to be as fol-
lows: Given a target orientation θ∗ and a team of n visually
indistinguishable agents {a0, . . . , an−1}, where each flock-
ing agent {ak, . . . an−1} adopts the average orientation of
all agents that are visible to it, determine whether the ad
hoc agents can influence the flocking agents to align to θ∗,
and if so, find the plan π that does so with minimum cost
c(π). Hence, I also presented a definition for the cost of a
plan π, c(π), in terms of time steps required to orient the
flock to θ∗, plan size, and performance error.

Theoretically, I considered the extent of influence that
stationary ad hoc agents can have over stationary flocking
agents located at a single position. Specifically, I found that
ki(t) ad hoc agents can influence the mi(t) flocking agents
to turn in a particular direction by any amount less than or

equal to ki(t)π
mi(t)+ki(t)

radians in one time step. I also found

the extent to which ki(t) ad hoc agents within the visibility
cone of mi(t) flocking agents can influence the mi(t) flocking
agents to turn in one time step and still have the same mi(t)
flocking agents and ki(t) ad hoc agents within the flocking
agents’ visibility cone. Finally, I was able to set a bound on
the number of time steps required for ki(t) ad hoc agents to
influence mi(t) flocking agents to align to θ∗, assuming θ∗

is reachable.
I also presented a method for calculating an optimal be-

havior for the ad hoc agents, such that the flock is led to a
particular orientation in minimal time. Empirically, I also
began to consider how non-stationary ad hoc agents that
are not within the flocking agents’ visibility cone at a par-
ticular time step should behave if the goal is to orient the
flock towards a particular orientation in minimal time. I also
showed via an empirical experiment that my ad hoc agent
algorithms perform significantly better than naive methods
in which the controllable agents orient towards θ∗ such that
the flock slowly converges to θ∗ (e.g. [5, 8]). My ad hoc
agent algorithms performed better because I purposely ori-
ent the ad hoc agents past θ∗ in order to orient the flocking
agents exactly to θ∗ quickly.
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