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ABSTRACT

Decentralized partially-observable Markov decision processes
(Dec-POMDPs) are a powerful tool for modeling multi-agent
planning and decision-making under uncertainty. Prevalent
Dec-POMDP solution techniques require centralized compu-
tation given full knowledge of the underlying model. But in
real world scenarios, model parameters may not be known
a priori, or may be difficult to specify. We propose to ad-
dress these limitations with distributed reinforcement learn-
ing (RL).

Categories and Subject Descriptors

I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems
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1. INTRODUCTION
Decentralized partially-observable Markov decision pro-

cesses (Dec-POMDPs) offer a formal model for planning in
cooperative multiagent systems where agents operate with
noisy sensors and actuators, and local information. These
models are powerful representations of real-world environ-
ments, and allow us to pose multi-agent planning problems
in realistic settings. For comparison, Dec-POMDPs allow
world states to be known incompletely (and noisily), lead-
ing to state-aliasing, whereas decentralized Markov decision
processes (Dec-MDPs) make the unrealistic assumption that
agents always know their current states completely and ac-
curately. The key problem of coordination in a cooperative
multi-agent system becomes more realistic, but also con-
comitantly more challenging, in Dec-POMDPs.
In addition to the state being partially-observable, Dec-

POMDPs generally assume that agents cannot communicate
their observations and actions to each other. Thus, at each
step, an agent must decide which action to execute based
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only upon the actions it previously executed and the ob-
servations it received (i.e. its individual action-observation
history); however the state transition, reward, and observa-
tion functions depend on joint actions, and thus the quality
of each agent’s policy is dependent on the policies played by
all agents or the joint policy. The goal of the Dec-POMDP
problem, then, is to find the joint policy that maximizes the
expected reward received by the agents. The problem of
finding this optimal joint policy is NEXP-complete[2].

While many techniques, e.g. [8, 6, 1], have been devel-
oped for solving Dec-POMDPs exactly and approximately,
they have been primarily centralized and reliant on full knowl-
edge of the model parameters. Furthermore, although cen-
tralized solvers yield policies/plans that can be executed in
a decentralized fashion, they fail to decentralize the process
of policy computation itself.

We propose to address these limitations with distributed
reinforcement learning (RL). In the RL approach to Dec-
POMDP solution, agents learn their own policies, effectively
distributing the policy computation problem. Furthermore,
the learners do not need to know the model a priori, learning
policies by repeated interaction with the environment and
with each other instead. Hence, RL holds the promise to be
a more realistic solution approach.

Recently, Zhang and Lesser[9] have applied reinforcement
learning to a variant of the finite horizon Dec-POMDP prob-
lem (viz. ND-POMDPs), where agents are organized in a
network, and agents’ influences on one another are limited
to cliques. While our goal is similar, we focus on less struc-
tured Dec-POMDPs that are inherently less scalable.

2. CONTRIBUTIONS
Informed Initial Policies: In [4], we investigated two

approaches for applying independent Q-learning [3] to solve
finite-horizon Dec-POMDP problems: one in which agents
learn concurrently (Q-Conc), and one in which agents take
turns to learn the best responses to each other’s policies
(Q-Alt). In these independent learning approaches, each
agent essentially treats the other agents as part of the en-
vironment and is responsible for learning individual action
quality values for each individual action-observation history
ht and each individual action a, Q(ht, a).

Since each agent treats other agents as part of the envi-
ronment, in Q-Conc, agents must essentially learn against a
dynamic environment. This can make learning difficult and
can lead to oscillation. Our results showed that Q-Conc per-
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Figure 1: Average relative error (compared to
known optimal value) of the solutions produced
by QIP-Alt, RLaR, and Q-Conc for horizon-4 Box
Pushing.

formed poorly for most Dec-POMDP benchmark problems.
In Q-Alt, agents learn against a static environment; how-

ever, agents that have not yet learned a policy must have
some initial policy to follow. We proposed a simple yet ef-
fective technique for policy initialization that allowed agents
to coordinate more effectively, and we found that by using
these informed initial policies agents could learn (near) op-
timal values for most benchmark problems using Q-Alt (we
call this approach QIP-Alt), and in many cases, the informed
initial policies themselves were near-optimal.
Reinforcement Learning as a Rehearsal: While

QIP-Alt was able to produce high-quality policies, the sam-
ple complexity required was generally large for most prob-
lems. Compared to traditional Dec-POMDP solvers, the
problem QIP-Alt and Q-Conc solve is more difficult because
they do not assume the model is known a priori. The diffi-
culty is exacerbated because the learners subject themselves
to the same constraints they will encounter when executing
the learned policies, i.e. environment states are hidden and
other agents’ actions and observations are invisible.
In some scenarios, however, it may actually be easy to

allow learning agents to observe some otherwise hidden in-
formation while they are learning, even if the model is not
completely known a priori. We can explicitly break up the
problem into distinct “learning” and“execution”phases, and
treat the learning problem as a rehearsal before a final stage
performance. During this learning phase, agents rehearse
under the supervision of a third party observer that can
convey to them the hidden state and actions executed by
other agents. While this additional information can facili-
tate the rehearsal, agents must learn policies that can indeed
be executed without relying on these rehearsal features.
In [5] we presented a new RL approach based upon these

principles: Reinforcement Learning as a Rehearsal or RLaR.
We showed that RLaR was able to learn (near) optimal poli-
cies with low sample complexity. Figure 1 shows the average
error (relative to the known optimal policy value) of the val-
ues of policies produced by QIP-Alt, RLaR, and Q-Conc for
the Box Pushing problem with horizon 4 (the largest hori-
zon for which any method has optimally solved this problem
[7]). While QIP-Alt substantially outperforms Q-Conc for
this problem, RLaR outperforms both approaches, achieving
optimality in fewer than 20000 episodes.
Robot Alignment Domain: Many benchmark prob-

lems have been developed for evaluation of Dec-POMDP
solvers in the past [7]. The majority of these problems
were developed to illustrate concepts pertaining to meth-

ods which compute solutions given the full Dec-POMDP
model. They also tend to be rather abstract. In [5], we
introduced a more concrete Dec-POMDP benchmark, robot
alignment, that is particularly difficult for RL-based Dec-
POMDP solvers. We hope robot alignment will spur re-
search to address the difficulties that it poses, leading to
better RL-based Dec-POMDP solvers.

3. FUTURE WORK
My work has focused on learning policies for finite-horizon

Dec-POMDPs by learning action-quality valuesQ(ht, a). Un-
fortunately, the number of action-observation histories grows
exponentially with the horizon T , thus learning these Q-
Values is intractable for infinite-horizon Dec-POMDPs. Mov-
ing forward, I intend to extend both QIP-Alt and RLaR to
the infinite-horizon case.
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