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ABSTRACT
Synthetic populations attempt to capture population dy-
namics of a geographic region and hence are widely used
in large-scale multiagent applications simulating real-world
phenomena. However, current synthetic populations are
mostly static — individuals are assumed to perform same
daily routine every day.

My thesis aims at taking the first step towards making
it a “live” synthetic population that would update auto-
matically to reflect changes in the real population, by in-
corporating information from social media and other online
data resources. As an initial step, I have extended synthetic
population model for Washington DC metro area to include
transient (tourists and business travelers) population. This
is done by combining data from various online and offline
data resources by hand. This subpopulation which keeps
changing with time, has also shown to have an important
effect on disease dynamics of the city. Next, I propose to
use information from social media to improve activity pat-
terns of individuals using hidden semi-Markov model.
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1. INTRODUCTION
Many multiagent applications require knowing geographic

location, activity patterns, and demographics of people, for
example, in epidemic simulations, a person could only be in-
fected by other infected person present at the same location
at the same time. Similarly, the ability of an individual to
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buy a vaccine depends upon his demographics factors like
age and household income.

Synthetic populations represent individuals along with their
demographic (i.e., age, income) and mobility related (i.e.,
type of activity, location) information. They capture pop-
ulation dynamics of a city which makes them suitable for
large-scale multiagent simulations like disease outbreak [3],
social contagion [1], and disaster recovery and response [6].

At the Network Dynamics and Simulation Science Labora-
tory (NDSSL), detailed, high fidelity synthetic populations
[2] have been created for the United States by combining
data from multiple resources like the American Community
Survey, the National Household and Travel Survey, the Na-
tional Center for Education Statistics, and geospatial data.
However, this population is mostly static, i.e., it includes
information about only residents and residents are assumed
to perform the same set of activities every day.

In reality, dynamics of the city also depend upon visitors.
Also, individuals usually follow different routines for week-
days and weekends, which could further be changed due to
occasional change in plans, occurrence of events like game,
festival in the city or due to some change in the environ-
ment. In an ideal scenario, we would like to have a “live”
synthetic population which is updated on the fly as it col-
lects information about the world which could probably be
done by observing news, events or other online resources.
However, this is a very broad goal and current synthetic
populations are no where near to it. My thesis focuses on
taking the first step towards this by incorporating informa-
tion from social media and other online data sources. I have
started by creating transient population, including tourists
and business travelers for Washington DC metro area by
combining various data sources. Epidemic simulations show
that this changing subpopulation does play an import role
in disease spread [5]. Recently, due to increased use of social
media, a large amount of data is becoming available about
people’s activities and visits to various locations. So next, I
propose to use Twitter data to create activity patterns for
synthetic populations. The methods used to model tran-
sient population and proposed for using Twitter to identify
activity patterns are described below.

2. MODELING TRANSIENT POPULATION
The methodology used to generate transient population

[5] broadly follows the same for the current synthetic pop-
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ulation. Destination DC1 provides some demographic dis-
tributions for tourists and business travelers. Tourists in-
dividuals are grouped into parties of individuals traveling
together. Within a party, these demographic distributions
are not independent of each other, i.e., a married couple is
more likely to travel together. Hence, we created a set of
rules about the party structure and then use sampling with-
out replacement in combination with these rules to gener-
ate synthetic transient individuals with demographics. Each
party is then assigned a hotel location preferentially nearer
to downtown. All individuals in a party are assumed to
travel together and hence are assigned the same set of activ-
ities to perform during a day. Each activity is represented
by the type of activity (i.e., hotel, tourism, work in case of
business travelers), start time, duration, and location. Hotel
and activity locations have been identified from D&B data
using SIC (Standard Industrial Classification) codes. Activ-
ity location assignment is calibrated to match visit counts
at Smithsonian Institution locations which are major tourist
destinations in Washington DC.

We simulated a flu-like disease outbreak to evaluate the
effect of transients on resident number of infections. It is as-
sumed that every day approximately 20% of the transients
leave the city and new transients with the exact same de-
mographics replace them. The results show that there are
more resident infections when transients are considered and
disease also peaks about 7 days earlier.

3. IDENTIFYING ACTIVITY PATTERNS
USING TWITTER

The activity templates that we currently use for the syn-
thetic population are derived from the National Household
Travel Survey data, and consist of following types of activ-
ities: home, work, school, shopping, other. Each synthetic
individual is assigned a daily schedule of activities, which
is written as a list of (activity type, start time, duration)
tuples. Individuals are assigned activity templates based on
their demographics.

To extend this to deriving activity schedules from social
media data, the following conceptual model is used. Dur-
ing a day, an individual performs a sequence of activities.
During these activities, he generates some output on social
media, such as tweets on Twitter which provide information
about the type of activity he is engaged in. Our goal is to
infer his daily activity schedule from these tweets.

This problem could be formalized as a Hidden Semi-Markov
Model (HSMM). An HSMM is an extension of a Hidden
Markov Model (HMM) with the underlying process being
semi-Markovian with variable duration for each state. It is
defined by a state transition matrix, an observation distribu-
tion, and a duration distribution associated with each state.
Each state can emit a series of observations depending upon
the time spent in it. For our problem, the activity type
corresponds to the hidden state, the duration of this hid-
den state corresponds to the time spent doing that activity
and tweets correspond to the observations generated by the
hidden state. An observation is represented by the features
extracted from the tweet text as well as the geo-tags and
time stamps.

In a general HSMM [8], there is an observation at each
time step or whenever a state transition happens. However,

1http://washington.org

here some observations could be missed, specifically there
may be some activities for which there is no tweet (obser-
vation). But if it is assumed that an individual follows the
same routine on weekdays or has fixed routines for each day
of the week, then as data is collected over a long period
of time (a few months), there are multiple observation se-
quences available (with some missing data). The task then is
to combine these observation sequences using HSMM. There
are some models proposed to deal with missing data and
multiple observation sequences [7, 4] which will be evalu-
ated and tweaked appropriately to fit this problem. I also
plan investigate if prior knowledge about activity patterns
from NHTS data could be used to reduce the complexity
of learning the model either by providing constraints or by
providing a starting point to guide the search for a good
model.

Once HSMM model (initial state probabilities, transition
probabilities, and duration distribution) is learned for a user,
it could be used for generating activity template for a syn-
thetic individuals with similar demographics.
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