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ABSTRACT
This paper presents a novel formulation for the problem of finding objects in a known environment while minimizing the search cost. Our approach consists in formalizing this class of problems as Stochastic Shortest Path (SSP) problems, a decision-theoretic framework for probabilistic environments. The obtained problems are solved by using off-the-shelf domain-independent probabilistic planners. The advantages of this approach includes: (i) a well defined optimization problem in which the probability of finding the object is maximized while minimizing the cost of searching for the object; and (ii) being able to take advantage, without any modifications to our model, of any (future) technique in the field of domain-independent probabilistic planners, such as better algorithms and better heuristics. We also contribute by empirically comparing three probabilistic planners algorithms, namely FF-Replan, UCT and SSiPP, using our proposed class of problems.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Plan execution, formation, and generation

General Terms
Algorithms
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1. INTRODUCTION
The problem of an autonomous agent moving in an environment to find objects while minimizing the search cost is ubiquitous in the real world, e.g., a taxi driver looking for passengers and minimizing the usage of gas, a software agent finding information about a product in the web while minimizing the bandwidth usage, a service robot bringing objects to users minimizing distance traversed, and a robot collecting rocks for experiments while minimizing its battery consumption. In all these problems, we assume that the agent does not know where the exact objects are, and has some probabilistic model of the location of the objects. In this work, we present how to model this class of problems as probabilistic planning problems.

For this paper, our concrete motivation is the mobile service robot that moves in a building to find an object, e.g., coffee, and to deliver it to a location, e.g., office #171. We assume that the agent is given a map of the environment and that the object can be in more than one location. Also, we consider that the probability of the object being at a location type, e.g., offices, is given. Such prior distribution can be designed by an expert or automatically obtained, for example by querying the web (e.g., [16]). In this paper, we focus on the problem of finding the object, since the delivery problem can be cast as finding an object that is deterministically present only in the delivery location.

Given the probabilistic nature of the finding object problems, one of the contributions of this work is the formulation of the considered class of problems as Stochastic Shortest Path problems (SSPs) [3]. Therefore, the objective function of the obtained problems is to maximize the probability of finding the object while minimizing the cost of searching for the object in the environment.

We show how to encode the obtained SSPs in a standard probabilistic planning language, which allows any off-the-shelf domain-independent probabilistic planners to solve them. The advantages of this approach include: (i) the usage of a well understood optimization problem, namely the SSPs; and (ii) being able to take advantage, without any modifications to our model, of future improvements in the field of domain-independent probabilistic planners, such as better algorithms and better heuristics. We also contribute by empirically comparing three probabilistic planners algorithms, namely FF-Replan [20], UCT [11] and SSiPP [17], using our proposed class of problems for different object prior distributions.

The remainder of this paper is organized as follows: Section 2 reviews the related work. Section 3 formally defines SSPs. Section 4 presents our model for finding an object in the environment. Section 5 reviews domain-independent probabilistic planning algorithms and Section 6 empirically evaluates them using our modeled problems. Section 7 concludes the paper.

2. RELATED WORK
The problem of finding an object using a camera is explored by [1]. Their approach consists in decoupling the route planning problem from the object finding problem and the latter is modeled as an $MDP$ over the belief space. In
their proposed model for object finding, a state is a belief over the relational descriptions for the object location in the current location, e.g., “book on table in living room”. Due to the intractability of belief space MDPs, they use greedy search over a finite horizon to find an object search strategy.

Mapping objects while moving through a known environment is the task considered by [18]. They assume a deterministic motion model for the robot and a probabilistic model for the object sensors, in which the object being detected depends on the robot location. Sampling over a fixed action horizon is employed to find a path that minimizes the traveled distance and an expected loss over false positive and false negative detections of objects.

A different approach for finding objects in an environment is given by [12]. Their approach does not assume a prior distribution for the location of the desired object and this prior is inferred using data extracted from the web about the co-occurrence between the desired object and objects which the prior is known. A deterministic motion model is assumed and the proposed objective function is the expected length of the plan to reach the object, where the expectation is over the a posteriori probability of finding the object given the known objects observed so far. Breadth-first search with additional constraints to avoid undesired paths, e.g., traverse each location at most twice, over a finite horizon is applied to solve the obtained problems.

Another approach that uses the web to obtain the probability distribution of an object being in a given location type is ObjectEval [16]. ObjectEval also computes a sequence of locations to be visited in order to find the desired object. This is done by maximizing an ad hoc utility function based on the probability of finding the object, the distance travelled, the cost to obtain the object and the feedback about the object, i.e., if the object is known to (not) be in an specific location. Beam search is used for finding an exploration route. Therefore ObjectEval is not complete, i.e., it might fail to find the object before all locations are explored.

Our work differs from all the above approaches by considering the route planning problem and the object finding problem as a single probabilistic planning problem. Because of this unified formulation, we don’t need to assume a deterministic motion model and we can use domain-independent probabilistic planners to compute a policy that maximizes the probability of finding the object while minimizing the cost of searching for the object. Moreover, if an optimal (complete) probabilistic planner is used, then our approach is optimal (complete).

3. STOCHASTIC SHORTEST PATH PROBLEMS

A Stochastic Shortest Path Problem (SSP) [3] is defined as the tuple $S = (S, s_0, G, A, P, C)$. An SSP describes a control problem where $S$ is the finite set of states of the system, $s_0 \in S$ is the initial state and $G \subseteq S$ is the set of (absorbing) goal states. Actions $a \in A$ control transitions from one state $s$ to another state $s'$ and these transitions happen with probability $P(s'|s,a)$. When a state $s'$ is reached after action $a$ is applied on state $s$, the agent pays the cost $C(s,a,s') \in (0, +\infty)$. An example of SSP is depicted in Figure 1.

Markov Decision Processes (MDPs) [14] and SSPs are similar models and they differ in their horizon, i.e., how many actions the agent is allowed to execute. While MDPs have either a finite or infinite horizon, SSPs have an indefinite horizon, that is, the agent is allowed to perform as many actions as needed in order reach a goal state $s_G \in G$. Therefore, if a goal state is reachable from every state $s \in S$ for an SSP $S$, then a finite and unknown number of action will be applied until a goal state is reached in $S$. Since the length of this action sequence is finite, the total action cost accumulated is also finite. Both finite and infinite horizon MDPs can be represented as SSPs [2].

A solution for an SSP is a policy $\pi$, i.e., a mapping from $S$ to $A$. An optimal policy $\pi^*$ for an SSP is any policy that always reaches a goal state when followed from $s_0$ and also minimizes the expected accumulated cost to do so. The optimal expected cost to reach a goal state from a state $s$, represented by $V^*(s)$, is the unique solution to the fixed point equations defined by (1) for all $s \in S$. Once $V^*$ is known, any optimal policy $\pi^*$ can be extracted from $V^*$ by substituting the operator min by argmin in equation (1).

$$V(s) = \begin{cases} 0, & \text{if } s \in G \\ \min_{a \in A} \sum_{s' \in S} P(s'|s,a) [C(s,a,s') + V(s')], & \text{otherwise} \end{cases}$$

(1)

The enumerative specification of $S$ can be burdensome for large problems, specially the encoding of $P(\cdot|\cdot,a)$ as a matrix $S \times S$ for each action $a$. To compactly represent $S$, we can use state variables, i.e., properties whose value changes over the time [6]. In this factored representation, a set $F = \{f_1, \ldots, f_k\}$ of states variables is given and $D_i$ is the domain of $f_i \in F$. The state space $S$ is the cross product $\times_{i=1}^k D_i$ and a state $s \in S$ is the tuple $\langle v_0, \ldots, v_{|F|}\rangle$ where $v_i \in D_i$. For example, the SSP in Figure 1 can be factored using two binary state variables, $x$ and $y$, such that state $(x,y)$ equals the state $s_i$ for $i = x + 2y$. For the rest of this paper, we assume the domain of each state variable $f \in F$ to be binary, thus $|S| = 2^{|F|}$.

Another benefit of using state variables is a compact representation of $P(\cdot|\cdot,a)$ [6]. Consider action $a_0$ of the SSP depicted in Figure 1. The enumerative representation of $P(\cdot|a_0)$ is a 4-by-4 stochastic matrix, which is encoded with $4 \times 3 = 12$ numbers. For this example, a factored representation is $P(x',y')|(x,y),a_0) = P(x'|x,a_0) \times P(y'|y,a_0)$ where $P(x'|x=0,a_0=0.25, P(x'|x=1,a_0=1) = 1$ and $P(y'|y=1,a_0=1) = P(y'|y=1,a_0=1) = 1$, which can be encoded with only 4 numbers.

The Probabilistic Planning Domain Description Language (PPDDL) [19] is a standard language to represent factored SSPs that is used in the international probabilistic planning

![Figure 1: Example of an SSP. The initial state is $s_0$, the goal set $G = \{s_3\}$ and $C(s,a,s') = 1 \forall s \in S, a \in A, s' \in S$. This SSP can be represented as a factored SSP with two binary state variables, $x$ and $y$, such that the state $\langle x,y \rangle$ equals the state $s_i$ for $i = x + 2y$.](image)
(\textbf{action} \texttt{a0} \textbf{:effect} (\textbf{and} (\textbf{y}) (\textbf{prob} 0.25 (\textbf{x}) 0.75 (\textbf{not} (\textbf{x})))) )

(\textbf{action} \texttt{a1} \textbf{:precondition} (\textbf{not} (\textbf{x})) \textbf{:effect} (\textbf{x}) )

\textbf{Figure 2:} PPDDL code for the actions in the SSP depicted in Figure 1. Note that only action \texttt{a1} has a precondition.

competitions (IPPC) [5, 7, 21]. PPDDL syntax is based on LISP and an action \(a\) consists of a precondition, that is, a formula over the state variables characterizing the states in which \(a\) is applicable, and an effect. The effect describes how the states variables change when \(a\) is applied. Any state variable not explicitly modified by \(a\) remains unchanged after executing \(a\) (frame assumption). Figure 2 contains the PPDDL representation of the actions \(a_0\) and \(a_1\) of the SSP represented in Figure 1.

PPDDL also features predicates and \textit{action schemas}. These extensions use the concept of \textit{domain variables}, i.e., class of \textit{finite objects}. A predicate is mapping from a value assignment of one or more \textit{domain variables} to \textit{state variables}. For instance, we can model a graph \(G = (N, E)\) by using a \textit{domain variable} called \texttt{node} in which its domain is \(N\) and edges of the graph as the predicate \texttt{edge}(\(i\), \(j\)) where \(i\) and \(j\) are \textit{domain variables} of the type \texttt{node}; in this case, each possible instantiation of \texttt{edge}(\(i\), \(j\)) represents one \textit{binary} state variable. Therefore, if the \textit{planning problem} defines three \textit{objects} of the type \texttt{node}, namely \(n_1, n_2, n_3\), then six \textit{state variables} are instantiated representing the edges \((n_1, n_2), (n_1, n_3), (n_2, n_1), \ldots, (n_3, n_2)\). Similarly to predicates, action schemas map \textit{value assignment} of one or more \textit{domain variables} to an \textit{action}.

\section{4. USING SSPS TO FIND OBJECTS}

In this section we present the PPDDL encoding for finding an \textit{object} in a building. For this encoding, we use one \textit{domain variable}, \texttt{location}, representing the locations the agent is allowed to visit and the following \textit{predicates} defined over locations:

- \texttt{connected}(\(l_1, l_2\)): true when the agent can move from location \(l_1\) to \(l_2\);
- \texttt{at}(\(l\)): to represent the agent’s current location;
- \texttt{objAt}(\(l\)): to denote that an instance of the object being searched is at \(l\);
- \texttt{searched}(\(l\)): to indicate that \(l\) has already been searched;
- \textit{and} a set of predicates to denote the \textit{type} of each location, e.g., \texttt{isOffice}(\(l\)) for office locations and \texttt{isKitchen}(\(l\)) for kitchens.

Also, we use the \textit{state variable} \texttt{hasObject} to indicate that the agent has the desired object. For each location type \(t\), we use the binary random variable \(X_t\) to denote if the object is at the locations of type \(t\) and we assume that a prior probability \(P(X_t = \text{true})\) is given. Note that \(\sum_t P(X_t = \text{true})\) is not required to sum up to 1. This feature is used for representing scenarios such as an object that can be found deterministically in more than one location type or an object that has a low probability to be found in any location type. To simplify notation, we denote \(\bar{P}(X_t = \text{true})\) as \(p_t\) for every location type \(t\).

(\textbf{action} \texttt{Search} \textbf{:parameters} (\(?l\) - location) \textbf{:precondition} (\textbf{and} (\textbf{at} ?l1) (\textbf{not} (\textbf{searched} ?l1))) \textbf{:effect} (\textbf{and} (\textbf{searched} ?l1) (\textbf{when} (\textbf{isBathroom} ?l) (\textbf{prob} 0.08 (\textbf{objAt} ?l))) (\textbf{when} (\textbf{isKitchen} ?l) (\textbf{prob} 0.18 (\textbf{objAt} ?l))) (\textbf{when} (\textbf{isOffice} ?l) (\textbf{prob} 0.02 (\textbf{objAt} ?l))) (\textbf{when} (\textbf{isPrinterR} ?l) (\textbf{prob} 0.72 (\textbf{objAt} ?l)))) )

\textbf{Figure 3:} PPDDL code for the action \texttt{Search(\(l\))}. For this action the prior used for the object being at a location \(l\) is 8\%, 18\%, 2\% and 72\% if \(l\) is, respectively, a bathroom, a kitchen, an office or a printer room.

We model the object finding through a pair of action schemas, \texttt{Search} and \texttt{PickUp}. The action \texttt{Search(\(l\))}, depicted in Figure 3, has the precondition that the agent is at location \(l\) and \(l\) has not been searched before. Its effect is \texttt{searched(\(l\))}, i.e., to mark \(l\) as searched, and, with probability \(p_t\), where \(t\) is the location type of \(l\), the object is found. With probability \(1 - p_t\), the object is not found at \(l\).

Since \texttt{searched(\(l\))} is true after the execution of \texttt{Search(\(l\))}, the agent cannot search the same location \(l\) more than once. This is enforced because \((1 - p_t)^k \to 0\) as \(k \to \infty\) for \(p_t > 0\), i.e., if the agent were allowed to search the same location enough times it would always find the object there.

(\textbf{action} \texttt{PickUp} \textbf{:parameters} (\(?l\) - location) \textbf{:precondition} (\textbf{and} (\textbf{at} ?l) (\textbf{objAt} ?l))) \textbf{:effect} (\textbf{and} (\textbf{not} (\textbf{objAt} ?loc)) (\textbf{hasObject})) )

\textbf{Figure 4:} PPDDL code for the action \texttt{PickUp(\(l\))}.

The action \texttt{PickUp(\(l\))}, depicted in Figure 4, represents the agent obtaining the object at location \(l\) if the object is there. This action can be easily extend to encompass more general scenarios, e.g., a robotic agent with grippers that can fail and the object might not be always obtained or a symbiotic autonomous agent that might ask people for help to manipulate the object [15]. Such extensions can be modeled by converting \texttt{PickUp(\(l\))} into a probabilistic action or a chain of probabilistic actions.

We use the action schema \texttt{Move} to model the agent moving in the map represented by the predicate \texttt{connected}(\(l_1, l_2\)). The action \texttt{Move(\(l_1, l_2\))} is probabilistic and with probability \(p\) the agent moves from \(l_1\) to \(l_2\) and with probability \(1 - p\) the agent stays at \(l_1\). For all the examples and experiments in the remaining of this paper we use \(p = 0.9\).

Initially, the value of the state variable \texttt{hasObject} is false and the goal of the agent is to reach any state in which \texttt{hasObject} is true. For easy of presentation, we define the cost of all actions to be 1, i.e., \(C(s, a, s') = 1\) \forall s \in S, a \in A, s' \in S\). Therefore the average cost of reaching the goal equals the average number of actions applied by the agent.

To illustrate our model, consider the map presented in Figure 5.(a). In this map, the agent is at position 0 and there are two hallways that can be explored: (i) the right
5. PROBABILISTIC PLANNERS

One approach to solve SSPs is to directly find the $V^*$ using dynamic programming to iteratively update the set of equations (1). This approach, known as value iteration, is optimal [3] and computes a closed policy, i.e., a universal mapping function from every state in $s \in S$ to the optimal action $\pi^*(s)$. Closed policies are extremely powerful as their execution never "fails", i.e., every probabilistic outcome of the actions is taking into account, and the planner is never re-invoked. Unfortunately the computation of closed policies is prohibitive in complexity as problems scale up. For instance, in the example depicted in Figure 5, a closed policy encompasses all the $2^{r+1}$ possible combination of explored locations, what is infeasible for large values of $r$.

The efficiency of value iteration based probabilistic planners can be improved by combining asynchronous updates and heuristic search (e.g., Labeled RTDP [4]). Although these techniques allow planners to compute compact closed policies, in the worst case these policies are still linear in the size of the state space, which itself can be exponential in the number of state variables or goals.

Another approach to solve SSPs is by replanning. Replanners do not invest the computational effort to generate a closed policy, and instead, compute a partial policy, i.e., a mapping from a subset of $S$ to actions. Since a partial policy $\pi$ does not address all the probabilistic possible reachable states from $s_0$, during its execution in the environment, a state $s$ in which $\pi(s)$ is not defined can be reached. If and when such state $s$ is reached, the replanner is re-invoked to compute a new partial policy starting from $s$.

A simple and powerful approach for replanning is determinization, i.e., to relax the probabilistic problem into a deterministic problem $D$ and use a deterministic planner to solve $D$. The winner of the first International Probabilistic Planning Competition (IPPC) [21], FF-Replan [20], is a replanner based on the all-outcomes determinization that uses the deterministic planner FF [9] to solve $D$. The all-outcomes determinization is obtained when $A$ is replaced by the set $A' = \{ s \rightarrow a \}$ for $a \in A$ s.t. $P(s'|s,a) > 0$ of deterministic actions. The drawback of determinizations is being oblivious to the probability of each outcome of actions and their correlation. To illustrate this drawback, consider the example in Figure 5, for $k = 5$, $r = 1000$, $p_{\text{kitchen}} = 1.0$ and $p_{\text{office}} = 0.001$, and its all-outcomes determinization $D$. This deterministic problem $D$ has two actions to represent the probabilistic action Search: (i) $a_1$ that always finds the object in the current location; and (i) $a_2$ that never finds the object. Therefore the deterministic planner solves $D$ by moving the agent to the location 4 (Figure 5), i.e., the closest location where the object can be found with positive probability, and applying action $a_1$ to deterministically find the object. However, in the original problem, the object is found in location 4 with probability 0.001 and if the object is not there, this approach will visit all the other 2$r - 1$ offices until the object is found. Notice that the optimal solution in this case is to explore the kitchen first since the object is found there with probability 1.

Sampling, another replanning approach, is employed by the Upper Confidence bound for Trees (UCT) [11]. UCT is an approximation of the $t$-look-ahead search [13] obtained by using sparse sampling techniques. Formally, UCT iteratively builds a policy tree by expanding the best node according to a biased version of (1) to ensure that promising actions are sampled more often. Notice that UCT, as $t$-look-ahead search, builds a policy tree, i.e., a policy free of loop, since the horizon of the problem is relaxed from indefinite to finite of size $t$. While UCT does not require the parameter $t$, it is governed by two other parameters: $w$ the number of samples per decision step and $c$ the weight of the bias term.
for choosing actions. UCT is the base of PROST [10], the winner of IPPC 2011 [8].

An orthogonal direction from all other approaches mentioned so far is the short-sighted search employed by SSiPP [17]. SSiPP consists in incrementally generating and solving subproblems of the original SSP. These subproblems, known as (s, t)-short-sighted SSP, are SSPs in which: (i) every state has positive probability of being reached from s using at most t actions; and (ii) the states only reachable using more than t action are approximated by an heuristic that estimates their cost to reach a goal state. An off-the-shelf optimal probabilistic planner is used for solving a given (s, t)-short-sighted SSP and the obtained policy \( \hat{\pi} \) can be followed from s for at least t actions without replanning. An important difference between UCT (and t-look-ahead) and SSiPP is that the former relaxes the original problem by limiting its indefinite horizon to a fixed finite horizon while SSiPP approximates the original problem by pruning the state space without changing its horizon. Therefore, SSiPP can perfectly represent loop of actions of size up to t, such as the self-loop action Move. Alternatively, UCT only reason about a fixed number of failures of the action Move, i.e., the effect of staying in the same location with probability 0.1 is considered to happen only a finite number of times in a row.

One advantage of UCT and SSiPP over FF-Replan is that they do not over simplify the neighborhood of current state in their search space. Therefore, there are values for the parameters of UCT and SSiPP in which they can find better solutions than FF-Replan while still being computationally feasible. For instance, consider the example in Figure 5, for the parameters \( k = 5, r = 1000, p_{\text{kitchen}} = 1.0 \) and \( p_{\text{office}} = 0.001 \), as before. For large values of \( w \), at least one sample of UCT will reach the kitchen and the policy of exploring the kitchen first (\( \pi_0 \)) is selected. If \( t \geq 7 \), SSiPP returns \( \pi_0 \) independently of the heuristic used.

6. EXPERIMENTS

We present five different experiments, each of them for a different object over the same map. The objects considered in the experiments are: coffee, cup, papers, pen and toner. The prior distribution for the object location is obtained using ObjectEval [16] and shown in Table 1. We consider that the object is never in the hallways, i.e., \( p_{\text{hallway}} = 0 \).

<table>
<thead>
<tr>
<th>Object</th>
<th>Bathroom</th>
<th>Kitchen</th>
<th>Office</th>
<th>Printer Room</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>0.08</td>
<td>0.72</td>
<td>0.18</td>
<td>0.02</td>
</tr>
<tr>
<td>cup</td>
<td>0.42</td>
<td>0.36</td>
<td>0.12</td>
<td>0.10</td>
</tr>
<tr>
<td>papers</td>
<td>0.00</td>
<td>0.13</td>
<td>0.70</td>
<td>0.17</td>
</tr>
<tr>
<td>pen</td>
<td>0.15</td>
<td>0.23</td>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>toner</td>
<td>0.05</td>
<td>0.02</td>
<td>0.06</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 1: Prior probability obtained by ObjectEval [16] for the object being in a given location type. The mode of each prior is shown in bold.

For all the experiments, we consider the map depicted in Figure 7. The graph representing this map contains 126 edges and 121 nodes, i.e., locations: 2 bathrooms, 2 kitchens, 59 offices, 1 printer room and 57 segments of hallway. Since there is no location in which any of the considered objects can be found with probability 1, then, with positive probability, the object might not be found after visiting all locations. This probability is approximately \( 5 \times 10^{-7}, 6 \times 10^{-5}, 9 \times 10^{-32}, 2 \times 10^{-12}, \) and \( 3 \times 10^{-3} \) for coffee, cup, papers, pen and toner, respectively. The simulations in which this low probability event happens are ignored and rerun.

The planners considered in the experiments are FF-Replan, UCT and SSiPP. For the latter two, we use the FF-heuristic \( h_{\text{FF}} \); for a given state \( s \), \( h_{\text{FF}}(s) \) equals the number of actions in the plan returned by FF using \( s \) as initial state and the all-outcomes determinization. For SSiPP, we use Labeled RTDP as the underlying optimal probabilistic planner [4,17] and \( t \in \{2,4,6,\ldots,20\} \). We consider 12 different parametrizations for UCT obtained by using the bias parameter \( c \in \{1,2,4,8\} \) and the number of samples per decision \( w \in \{10,100,1000\} \). The experiments are conducted in a Linux machine with 4 cores running at 3.07GHz and planners have a 3Gb memory cut-off and 10 minutes cpu-time cut-off.
## Table 2: Average and 95% confidence interval of the number of actions applied to find the given object starting at location $l_0$ (Figure 7).

The gray cells show the best performance for the given problem, i.e., the combinations of objects and initial locations represented by each line of the table.
A more challenging problem is posed by rare objects, i.e., objects in which their prior probability is concentrated in very few locations. In this experiment, coffee, cup and toner can be seen as rare objects. As expected, FF-Replan performs poorly for rare objects and extra reasoning is necessary in order to efficiently explore the state space. For instance, consider finding the object cup starting at position 7. Both a kitchen and an office are 3 steps away from position 7. In the all-outcomes determinization used by FF-Replan, the planner will have access to a deterministic action that always finds cup in the office and in the kitchen, therefore FF-Replan will randomly break the tie between exploring the kitchen and the neighboring office from position 7. If the office is explored, then FF-Replan will explore all the other offices in the hallway between positions 7 and 3 because they will be the closest locations not explored yet. Since the prior for cup is 0.12 for offices, a better policy is to explore the kitchen (prior 0.36) and then the two bathrooms (prior 0.42) that are at distance 4 and 5 of the kitchen.

The improvement in performance over FF-Replan is remarkable for the rare object toner, which its prior has mode 0.87 in one single location, the printer room. For these problems, both UCT and SSiPP present better performances than FF-Replan and the average number of actions applied by SSiPP, for \( t \geq 14 \), is approximately half of the average number of actions applied by FF-Replan.

7. CONCLUSION

In this paper, we presented how to solve the problem of a software or robotic agent moving in a known environment in order to find an object using domain-independent probabilistic planners. This is done by modeling the problem as a Stochastic Shortest Path problem (SSP) encoded in a standard probabilistic planning language and using an off-the-shelf probabilistic planner to solve it. The advantages this approach are two folds: (i) the usage of SSPs defines a well understood optimization problem in which the probability of finding the object is maximized while minimizing the cost of searching for the object; and (ii) improvements in the field of domain-independent probabilistic planners, such as better algorithms and better heuristics, can be directed employed in our model without modifications. Our approach also contributes by providing a new series of real-world inspired probabilistic planning problems.

We empirically compared three different replanning techniques to solve the proposed problems: determinizations (FF-Replan), sampling (UCT) and short-sighted planning (SSiPP). The experiments showed that the simpler and optimistic approach used by FF-Replan suffices if the object can be found in most locations with high probability or nearly uniform across over all locations. Alternatively, if the probability of finding the object is concentrated in few locations, then SSiPP outperforms the other approaches and, for some parametrizations, SSiPP executes on average less than half of the actions executed by FF-Replan to find the desired object.

Interesting extensions to explore as future work include: (i) develop an heuristic for choosing a suitable probabilistic planner for solving the current problem; and (ii) improve the prior of the given object by learning through the experiences of the agent.
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