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ABSTRACT

Novel systems allocating teams of humans and unmanned heterogeneous vehicles are necessary for future applications. An intelligent framework is presented that reasons over a library of coalition formation algorithms to select the most appropriate algorithm(s) to apply to complex missions. The framework is based on decision networks to handle uncertainties in dynamic environments. A group of features is used to identify the most suitable algorithm(s). The proposed framework uses principal component analysis to extract the most significant features that are crucial for making decisions. A technique based on link analysis calculates the utility values for each feature-value pair and algorithm in the library. Experimental results demonstrate that the presented framework accurately chooses the most appropriate coalition formation algorithm(s) based on multiple specified mission criteria and requirements.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms
Design, Experimentation
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1. INTRODUCTION

Teaming humans and robots for tasks requires efficient coalition formation and coordination. Task requirements are often greater than the capabilities of a single robot. Therefore, efficient coalition formation of agents is necessary to perform tasks collectively. Coalition formation is an NP-complete problem [20] that is also hard to approximate within a reasonable factor [24]. Exponential search spaces lead to heuristic based solutions. Several algorithms leverage different heuristics to obtain solutions in a reasonable computation time [14, 25, 33, 36]. The use of heuristics does not guarantee solution quality and can result in sub-optimal solutions. Heuristics work well only when relevant information is available. Real world environments do not always guarantee the availability of the heuristic knowledge; therefore, rendering heuristic-based algorithms less applicable. It has been shown experimentally that heuristics are effective only when applicable to compatible missions [2].

The primary contribution of this paper is the framework, Intelligent Coalition Formation for Humans and Robots (i-CiFHaR) that reasons over a library of coalition formation algorithms, each employing separate heuristics, and chooses the most appropriate algorithm(s) to apply to a given situation. Such a system will be more robust and adaptable in dynamic, real-time environments than a system with a single heuristic-based coalition formation algorithm. The proposed framework incorporates a decision making module leveraging decision networks to select the most appropriate algorithm(s). Experimental results demonstrate that i-CiFHaR successfully chooses the most suitable algorithm(s) for various mission scenarios.

i-CiFHaR leverages a coalition formation algorithm taxonomy [23] that classifies the algorithms along multiple dimensions, or features. The features characterize real-world uncertain domains, and can be used to choose appropriate algorithm(s). A total of seventeen features (e.g., Agent Capability, Agent Structure, Task Preemption) are used.

Uncertainty is an important concern for complex missions. i-CiFHaR’s decision making module is based on decision networks to address these uncertainties. Decision networks are extensions of Bayesian networks that are used to model decision making under multiple, uncertain criteria [12]. The decision network renders the proposed framework scalable and flexible by allowing the addition of new taxonomy features as random variable nodes to the network. i-CiFHaR handles the combinatorial explosion associated with an increase in the number of features by extracting a subset of prominent features that play a significant role in determining the appropriate algorithm(s), thereby reducing the problem dimensionality. The extraction of the prominent features is based on Principal Component Analysis.

i-CiFHaR is similar to the autonomous squadron formation system for unmanned aerial vehicles [2], which uses three coalition formation algorithms (e.g., Depth-First Iterative Deepening, Depth-First, and Genetic Algorithm). The brute force algorithms search through all possible \(2^n - 1\)
combinations of \( n \) vehicles to compute the best coalitions, rendering the framework impractical when \( n \) is large. Coalitions are computed by all the three algorithms, and the best coalition is selected based on a utility metric [2]. \( i-CiFHaR \) differs in two ways: (1) a library of diverse and intelligent coalition formation algorithms is used; rendering the framework more adaptable to a wide range of situations, and (2) \( i-CiFHaR \) chooses the most appropriate algorithm(s) to apply instead of utilizing all available algorithms, some of which may not be applicable in many scenarios.

Section 2 provides an overview of related work. Section 3 describes the taxonomy features and coalition formation algorithms. The framework design and construction of the decision network are detailed in Section 4. Experimental results are provided in Section 5. Section 6 and Section 7 present the discussion and conclusions, respectively.

2. RELATED WORK

Several multi-robot coordination architectures exist in the literature. One of the earliest fault-tolerant architectures for adaptive, distributed multi-robot task allocation is AL-LIANCE [19] that leverages behaviors such as impatience and acquiescence to motivate robots to perform tasks. Coalitions of heterogeneous robots are autonomously generated by AsyMTrE [30] that leverages schema based sensor sharing. Schemas represent basic robot behaviors that are pre-programmed into the robot at design time. TraderBots [3] is a market-based multi-robot coordination architecture developed for completing tasks in dynamic environment. DEMIR-CF [21] is a generic framework designed for multi-robot coordination that uses standard auction rules. A novel framework, CoMutAR [26] has been proposed to tackle two important multi-robot task allocation issues: task allocation among robots, and efficient coordination among robots to complete a task. The Multiagent Adjustable Autonomy Framework (MAAF) is an innovative proxy based architecture that has been proposed for multi-robot and multi-human teams for complex missions [6]. MAAF is based on a state-of-the-art proxy framework that facilitates effective role allocation decisions for robots and humans [22].

Systems dealing with real-world scenarios must accommodate uncertainties, which can often be captured using certainty factors [27], fuzzy sets [10], and probability [34]. Bayesian networks have been used to perform sound inferences and reasoning in many medical systems [34]. Decision networks have proven to be an effective decision making tool in behavioral animation of virtual humans [37]. Yu and Tzopoulou [37] use a number of uncertain human qualities and environmental factors to construct a hierarchical decision network that triggers appropriate human actions during an emergency situation.

3. TAXONOMY AND ALGORITHMS

A well-defined taxonomy is crucial for multi-agent systems that defines a list of dimensions along which coalition formation algorithms can be classified. A three axes taxonomy [9] exists defining multi-robot task allocation problems as: (1) single-task vs. multi-task robots, (2) single-robot vs. multi-robot tasks, and (3) instantaneous vs. time-extended assignments of tasks. A taxonomy [4] for multi-robot systems has been formulated based on factors, such as: (1) number of robots, (2) communication topology, range, and bandwidth of robots, (3) processing capabilities of robots, and (4) group reconfigurability. Lao and Zhang’s taxonomy is more task orientated and considers task demands, task resource requirements, and profit objectives [15].

\( i-CiFHaR \) employs a coalition formation algorithm taxonomy [23]. The taxonomy features used to classify algorithms are: Agent Orientation (F1), Agent Heterogeneity (F2), Agent Capability (F3), Agent Awareness (F4), Agent Structure (F5), Inter-Task Constraint (F6), Task Preemption (F7), Task Requirement (F8), Intra-Task Constraint (F9), Task Coupling (F10), Performance Criteria (F11), Communication Requirement (F12), Task Allocation (F13), Domain Constraint (F14), Overlapping Coalition (F15), Algorithm Technique (F16), and Computation Method (F17).

\( i-CiFHaR \) implements ten coalition formation algorithms. Shehory and Kraus’ heuristic algorithm [25] addresses task allocation in a Distributed Problem Solving environment. Vig and Adams [33] extended Shehory and Kraus’ algorithm [25] to apply to multi-robot domains. The modified algorithm models resources as non-transferable and includes fault tolerance by incorporating balance and fault-tolerance coefficients. Only Shehory and Kraus’ algorithm [25] allows overlapping coalitions. RACHNA [32] employs a market-based auction procedure, where tasks use utilities as bid amounts to bid for agents. RACHNA allows task preemption by rerunning the bidding process. Abdallah and Lesser’s algorithm [1] uses an underlying organization hierarchy to compute coalitions in polynomial time. The leaf nodes in the organization represent the agents and the non-leaf nodes represent managers acting as computational units. The managers use Q-learning to optimize local decision making within the organization. A clique-based distributed coalition formation algorithm [31] exploits the communication topology network among the agents and computes coalitions of modest sizes that form maximal cliques. Low inter-agent communication is required if the network is sparse. Weerd et al.’s distributed algorithm [35] based on Contract Net Protocol computes coalitions that are connected in a social network based on inter-agent communication. The agent (manager) receiving a task recruits neighboring agents in the network to form coalitions. Gaston and desJardins’ algorithm [7] also employs a social network based on inter-agent communication to calculate effective coalitions. Sujit et al.’s two-stage, distributed algorithm [29] specific to unmanned aerial vehicles concentrates on: (1) minimizing coalition sizes, and (2) minimizing task completion time. Service and Adams’ resource-model based algorithm [24] is very similar to previous algorithms [25, 33] in that it employs the same greedy task allocation procedure and limits coalition sizes; however, it attempts to maximize system utility, rather than minimize cost. Finally, the auction based multi-agent task allocation system MURDOCH employs a resource-centric, publish/subscribe communication protocol to generate task coalitions [8].

4. SYSTEM DESIGN

\( i-CiFHaR \) incorporates a three tiered architecture (see Figure 1). A human provides mission requirements via a User Interface. The Decision Making Module chooses the most appropriate coalition formation algorithm(s) to apply, given the mission requirements. The Utility Calculation module calculates the utilities of the feature-value pairs and algorithms that are essential for creating the decision net-
work’s utility table (see Section 4.1). The Feature Extraction module extracts the most important taxonomy features that play a significant role in discriminating the coalition formation algorithms, which is necessary for dimensionality reduction (see Section 4.2). Decision networks form the core of the decision making process. The Decision Network module builds i-CiFHAR’s decision network dynamically at run-time based on the important features that are extracted by the Feature Extraction module (see Section 4.3).

![Figure 1: The i-CiFHAR’s framework.](image)

### 4.1 Utility Calculation

A decision network contains chance nodes that represent random variables, decision nodes, and a single utility node. The utility node has an associated utility table containing utility values (degree of preference) for all possible configurations of the parent nodes. The parents of the utility node in i-CiFHAR’s decision network are: (1) a set of chance nodes representing the subset of important taxonomy features, and (2) a decision node comprising the coalition formation algorithms (see Section 4.3). The generation of the utility table entries, thus requires the utilities of the feature-value pairs and the algorithms.

The utility calculation is based on link analysis, which is used by HITS [13] and PageRank [18] to compute composite scores for web pages. Query web pages (called hubs) are linked to multiple query relevant web pages (called authorities) in a hyperlinked environment (WWW) [13]. Similarly, each coalition formation algorithm can be linked to a subset of related features governing its applicability (Figure 2). Thus, coalition formation algorithms and features can be visualized as hubs and authorities, respectively. Let $F$ be a taxonomy feature set containing $n$ features and $Domain$ be a feature-domain set containing the domain of each of the $n$ taxonomy features, then

$$\forall F_i \in F, \exists D_i \in Domain \mid 1 \leq i \leq n, D_i \neq \emptyset$$  \hspace{1cm} (1)

where $D_i$ is feature $F_i$’s domain of possible values. Let $V$ be a set of size $d$ containing all possible feature-value pairs, such that

$$V = \{(f_x, d_i) \mid f_x \in F, d_i \in D_s\}$$  \hspace{1cm} (2)

$$d = \sum_{i=1}^{n} |D_i|,$$  \hspace{1cm} (3)

where $|D_i|$ represents the domain size of $F_i \in F$.

For example, the i-CiFHAR feature ($f_x$) Agent Structure, with domain $D = \{\text{organization hierarchy, social network, none}\}$ results in three possible feature-value pairs: (1) $\{\text{Agent Structure, organization hierarchy}\}$, (2) $\{\text{Agent Structure, social network}\}$, and (3) $\{\text{Agent Structure, none}\}$. The entire set, $V$ of size $d$ can be derived from all the features and their corresponding domains. Let $C$ be a set of size $m$ containing the coalition formation algorithms. A bipartite directed graph $G = (C, V, E)$ is constructed using $C$ and $V$ as two disjoint node sets of $G$ (Figure 2). A directed edge $e_i \in E$ from a coalition formation algorithm, $C_i \in C$ to a feature-value pair, $V_j \in V$ indicates that $C_i$ is associated to the feature-value pair $V_j$.

![Figure 2: The link structure connecting coalition formation algorithms to feature-value pairs.](image)

**Algorithm 1 Utility Calculation algorithm**

**Input:** mxd matrix $A$; iteration count $k$; x, x < $k$; const. $c$

**Output:** $algoUtil$ of size 1xm; $featureUtil$ of size 1xd

1: $classVector1 \leftarrow 1 \times m$ vector of 1s
2: $featureVector1 \leftarrow 1 \times d$ vector of 1s
3: $featureVectorNormalized \leftarrow k \times m$ matrix of 0s
4: $featureVectorNormalized \leftarrow k \times d$ matrix of 0s
5: $classVectorNormalized \leftarrow 1 \times m$ vector of (1/m)
6: $featureVectorNormalized \leftarrow 1 \times d$ vector of (1/d)
7: for $i = 2$ to $k$ do
8: $featureVector_i \leftarrow classVector_{i-1} \ast A$
9: $featureVectorNormalized_i \leftarrow \frac{featureVector_i}{\sum \text{featureVector}_i}$
10: $classVector_i \leftarrow featureVector_i \ast A^T$
11: $classVectorNormalized_i \leftarrow \frac{classVector_i}{\sum \text{classVector}_i}$
12: end for
13: for $i = 1$ to $m$ do
14: $algoUtil_i \leftarrow c \ast \text{mean}(classVectorNormalized_{k-x:k,i})$
15: end for
16: for $i = 1$ to $d$ do
17: $featureUtil_i \leftarrow c \ast \text{mean}(featureVectorNormalized_{k-x:k,i})$
18: end for

The Utility Calculation algorithm (Algorithm 1) is motivated by the HITS algorithm [13] and computes the utility
**Table 1: The algorithm utility values**

<table>
<thead>
<tr>
<th>Coalition formation (CF) algorithms</th>
<th>Utility Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF Algorithm 1 [25]</td>
<td>10.51</td>
</tr>
<tr>
<td>CF Algorithm 2 [33]</td>
<td>10.44</td>
</tr>
<tr>
<td>CF Algorithm 3 [32]</td>
<td>10.09</td>
</tr>
<tr>
<td>CF Algorithm 4 [1]</td>
<td>10.22</td>
</tr>
<tr>
<td>CF Algorithm 5 [31]</td>
<td>10.24</td>
</tr>
<tr>
<td>CF Algorithm 6 [35]</td>
<td>10.48</td>
</tr>
<tr>
<td>CF Algorithm 7 [7]</td>
<td>9.44</td>
</tr>
<tr>
<td>CF Algorithm 8 [29]</td>
<td>9.75</td>
</tr>
<tr>
<td>CF Algorithm 9 [24]</td>
<td>9.88</td>
</tr>
<tr>
<td>CF Algorithm 10 [8]</td>
<td>8.91</td>
</tr>
</tbody>
</table>

**Table 2: Utility values of some feature-value pairs**

<table>
<thead>
<tr>
<th>Features</th>
<th>Feature-Value Pairs</th>
<th>Utility Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent Capability (F3)</td>
<td>{F3, Resource}</td>
<td>4.07</td>
</tr>
<tr>
<td></td>
<td>{F3, Service}</td>
<td>0.99</td>
</tr>
<tr>
<td>Agent Structure (F5)</td>
<td>{F5, Organization}</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>{F5, Social Network}</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>{F5, None}</td>
<td>3.02</td>
</tr>
<tr>
<td>Task Requirements (F8)</td>
<td>{F8, Resource}</td>
<td>4.07</td>
</tr>
<tr>
<td></td>
<td>{F8, Service}</td>
<td>0.99</td>
</tr>
<tr>
<td>Performance Criteria (F11)</td>
<td>{F11, Max.Utility}</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td>{F11, Min.Cost}</td>
<td>1.07</td>
</tr>
</tbody>
</table>

The constant $c$ is used to scale the normalized utilities. The node weights in Figure 2 are initialized to 1 and are updated iteratively until they converge to steady-state utility values. The generated node utility values are purely a function of the link structure (Figure 2). The utility values of all the implemented coalition formation algorithms and some of the feature-value pairs are shown in Tables 1 and 2, respectively.

### 4.2 Feature Extraction

$i$-CiFHaR uses seventeen features to classify the coalition formation algorithms; however, many features do not contribute in classifying the algorithms. For example, the feature Agent Orientation is assigned the same value (Group Rational) for all implemented algorithms, and does not contribute to the classification. Thus, feature extraction, or selection is essential to remove redundant features and reduce the problem dimensionality. Principal component analysis has been demonstrated for feature selection [11, 28]. $i$-CiFHaR extracts prominent features that discriminates between algorithms using the Feature Extraction algorithm (Algorithm 2), which is based on principal component analysis. Principal component analysis linearly transforms a set of variables into a much smaller set of uncorrelated variables, containing most of the information from the original data set [5]. Each of the principal components accounts for variances in the original data set, with the first component accounting for the maximum possible variance. Principal component analysis permits a mapping from a high dimensional feature space to a lower dimensional space. The principal components are expressed as a linear combination of the $n$ system features. The $k^{th}$ principal component, $p_k$ is defined by

$$p_k = a_{k1}F_1 + a_{k2}F_2 + ... + a_{kn}F_n = \sum_{i=1}^{n} a_{ki}F_i$$

(5)

where $F_i$ represents the $i^{th}$ feature variable.

The primary statistics resulting from the $k^{th}$ principal component are the weight vector $(a_{k1}, a_{k2}, a_{k3}, \ldots, a_{kn})$ and the associated variance $(\lambda_k)$. The relative sizes of the elements in the weight vector indicate the relative contributions of the corresponding variables in the original data set to the variance of the principal component [5]. If any variable produces very small weight factors consistently for all the major principal components, then the variable has very little variance and contributes negligibly towards the variance of the entire data set. These variables (features) can be deemed as less significant and the remaining prominent features constitute the decision network’s chance nodes.

The Feature Extraction algorithm (Algorithm 2) uses a $m \times n$ matrix $U$, where $m$ is the number of algorithms in $i$-CiFHaR’s library and $n$ is the number of taxonomy features. $u_{ij}$ in $U$ is the utility value (computed by the Utility Calculation algorithm) of the specific feature-value pair for feature $j$ associated with algorithm $i$.

Seventeen Eigen Vectors representing the principal components are computed. Six components (the EigVecr in
Table 3: Weight factors of the first six principal components or Eigen Vectors (EigVecix)

<table>
<thead>
<tr>
<th>EigVec1</th>
<th>EigVec2</th>
<th>EigVec3</th>
<th>EigVec4</th>
<th>EigVec5</th>
<th>EigVec6</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>F2</td>
<td>F3</td>
<td>F4</td>
<td>F5</td>
<td>F6</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>.528</td>
<td>0</td>
<td>.045</td>
<td>.030</td>
</tr>
<tr>
<td>0</td>
<td>.186</td>
<td>0</td>
<td>-.405</td>
<td>-.166</td>
<td>.221</td>
</tr>
<tr>
<td>0</td>
<td>.357</td>
<td>0</td>
<td>.278</td>
<td>.094</td>
<td>-.061</td>
</tr>
<tr>
<td>0</td>
<td>-.161</td>
<td>0</td>
<td>.376</td>
<td>-.113</td>
<td>.034</td>
</tr>
<tr>
<td>0</td>
<td>-.055</td>
<td>0</td>
<td>.257</td>
<td>-.367</td>
<td>.056</td>
</tr>
<tr>
<td>0</td>
<td>.089</td>
<td>0</td>
<td>-.401</td>
<td>.199</td>
<td>-.778</td>
</tr>
</tbody>
</table>

*Weight factors are very small (approximately between 10^{-16} and 10^{-18}), and thus considered 0.

Table 4: Variances or Eigen Values of the first six principal components or Eigen Vectors (EigVecix)

<table>
<thead>
<tr>
<th>Eigen Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>EigVec1</td>
</tr>
<tr>
<td>4.69</td>
</tr>
</tbody>
</table>

Table 3, where 1 ≤ x ≤ 6) are selected that account for approximately 98% of the total variance in the original data set. These six principal components and their associated variances (Eigen Values) are listed in Tables 3 and 4, respectively. Each component consists of a weight vector containing seventeen weight factors. The weight factors correspond to the feature variables used by i-CiFHaR to classify the algorithms. The weight factors of seven feature variables (F1, F2, F4, F9, F10, F14, and F17 in Table 3) are zero for all the major principal components and, thus have negligible variances and do not contribute significantly towards classifying the algorithms. The remaining ten prominent features (shaded grey in Table 3) become the chance nodes of i-CiFHaR’s decision network.

4.3 Decision Network Construction

Once the Feature Extraction algorithm (Algorithm 2) identifies the most prominent taxonomy [23] features, the decision network is built dynamically at run-time using the extracted features as chance nodes (Figure 3). The extracted prominent features are: Agent Capability (F3), Agent Structure (F5), Inter-Task Constraint (F6), Task Preemption (F7), Task Requirement (F8), Performance Criteria (F11), Communication Requirement (F12), Task Allocation (F13), Overlapping Coalition (F15), and Algorithm Technique (F16). The extracted features are the most influential, uncertain criteria required to determine the most applicable algorithm, given the specified mission requirements.

The decision node contains every decision alternative from which i-CiFHaR selects the appropriate algorithm(s). Since the decision making module selects the best possible algorithm(s), the decision node’s domain (rectangular node in Figure 3) comprises the coalition formation algorithms. There is one utility node in the network. The chance nodes (representing the extracted prominent taxonomy features) and the decision node are parents of the utility node (Figure 3). The utility node houses a table containing the utility values for all possible configurations of the parent nodes. The utility table values are usually obtained by consulting domain experts or through intuitions and preferences of the system designer [37]; however, i-CiFHaR uses a mathematical expression (see Equation 6 in Section 4.4) to calculate the utility table values.

4.4 Mathematical expression definition

It is often difficult to calculate the utility table values based on designer preferences or intuitions. The number of table entries is exponential to the number of parents of the utility node. Two approaches are implemented to address this problem. First, the most prominent features are used to construct the decision network, reducing the problem dimension. Second, the utility table entries are calculated using Equation (6), and as a result i-CiFHaR is more flexible, maintainable, and reusable.

∀Sk ∈ W, U(Sk|Acti) = UCi ∗ N j=1 aij ∗ UVj  (6)

Equation 6 requires a m x d adjacency matrix A, where aij ∈ A is defined by Equation 4 in Section 4.1. The number of prominent taxonomy features extracted by i-CiFHaR’s Feature Extraction module is N. U(Sk|Acti) is the utility value of the kth state Sk of hypothetical world W, when an action Acti is taken. Acti indicates that the decision node chooses the ith coalition formation algorithm Ci. The utility values of the ith coalition algorithm, Ci and the jth feature-
value pair, $V_i$ are denoted by $UC_i$ and $UV_j$, respectively, both calculated by the Utility Calculation algorithm.

5. EXPERIMENTS

$i$-CiFHaR and the ten coalition formation algorithms are implemented on a Linux platform (Ubuntu-12.04, 64-bit) using C++ and Qt framework [16]. The system implements the decision network using the Netica-C API [17], a Bayesian network development software tool that uses a junction tree algorithm to evaluate decision networks. The following section describes the scenarios for which the decision network framework was evaluated.

5.1 Experimental Settings

A large number of mission scenarios can be generated randomly depending on the possible feature-value combinations. System users can establish domain and mission appropriate probabilities based on domain knowledge, prior mission deployments, intelligence, etc. Feature domain values are mutually exclusive; therefore, the sum of the feature-value probability assignments is 1. Table 5 delineates a sub-set of random scenarios for which $i$-CiFHaR’s decision making was evaluated. The prominent features (F3, F5, F6, F7, F8, F11, F12, F13, F15, and F16) are described in Section 4.2. Uncertain and dynamic scenarios for real-world missions were simulated in two ways. First, the domain value assigned to each of the prominent features that characterizes the mission domain was varied, denoted by Feature-Value Pairs (FVP) in Table 5. Secondly, the uncertainty related to each mission was varied by regulating the probability value associated with each feature-value pair, denoted by $PrVal$ in Table 5. Consider mission scenarios 1 and 4 that differ in many aspects. For example, the feature Agent Capability (F3) was assigned the domain value Resource ($p = 0.8$) in Scenario 1 and Service ($p = 0.9$) in Scenario 4. Scenario 1 does not require Task Preemption (F7) ($p = 0.8$), while Scenario 4 needs preemption ($p = 0.9$). The feature Performance Criteria (F11) was assigned to domain values Minimize Cost ($p = 0.75$) and Maximize Utility ($p = 0.85$) for Scenarios 1 and 4, respectively. Given the uncertain scenarios, $i$-CiFHaR effectively selected the most appropriate coalition formation algorithm(s) for each scenario by maximizing the expected utility scores. The constant, $c$ in the Utility Calculation algorithm (see Section 4.1) was selected to be 100. The impact of constant $c$ was assessed by varying the value of $c$ from 50 to 200, in increments of 25. Eight trials were conducted for each value of $c$ and each mission scenario. The differing $c$ values resulted in no change in the algorithm rankings (Table 6).

5.2 Experimental Results

The coalition formation algorithms that are applicable to each mission scenario are highlighted in Table 6. The algorithms for each scenario are listed by decreasing expected utility scores, with the most appropriate algorithms highlighted in grey (Table 6). The algorithm with the highest expected utility is ranked as the best fit for the given scenario. A high expected utility score indicates how well the corresponding algorithm satisfies the mission requirements. The highlighted subset contains algorithms whose expected utility scores are within a 15% lower bound of the maximum expected utility score, thus the cutoff thresholds for the scenarios are 255.05, 225.04, 249.11, and 175.27, respectively. The algorithms’ expected utility scores do not vary for a given set of feature-value pair probabilities, thus multiple trial runs generate the same results as a single run. $i$-CiFHaR generates algorithm rankings for each mission scenario with an average time of 0.082 seconds and standard deviation of 0.01 seconds over ten trials (40 trials in total).

6. DISCUSSION

The experiments demonstrated the ability of $i$-CiFHaR to select appropriate algorithms for a series of missions. Mission Scenario 1 represented a random domain for a real-world mission. The mission’s criteria can be best satisfied by Shehory and Kraus’ algorithm (CFA1) [25], which was selected with the highest expected utility score. Vig and Adams’ algorithm (CFA2) [33] and Service and Adams’ algorithm (CFA9) [24] were also selected as the next most appropriate algorithms. Both CFA2 and CFA9 are extensions of algorithm CFA1 and are equally applicable to the scenario. The relative lower score of CFA2 is because it does not allow overlapping coalitions, while CFA1 allows both overlapping and non-overlapping coalitions. CFA9 does not permit overlapping coalitions and maximizes system utility, instead of minimizing the cost requirement.

The requirements of Mission Scenario 2 remained the same as that of Scenario 1, except that the mission required overlapping coalitions to curtail resource expenditure. $i$-CiFHaR selected CFA1 as the best algorithm and CFA2 as the second most suitable algorithm. The noticeable difference between the expected utility scores was due to the fact that CFA1 is the only algorithm that permits overlapping coalitions. CFA2 satisfied the remaining mission criteria; therefore, it was ranked as the second best for the scenario. Service and Adams’ algorithm (CFA9) ranked third.

Mission Scenario 3 simulated a scenario that required a low communication footprint due to constrained bandwidth. The agents form a communication topology based on limited inter-agent communication, giving rise to a sparse social network. The system selected Tosić and Agha’s algorithm (CFA6) [35] as the most appropriate algorithm. As described in Section 3, this algorithm uses a social network and requires low communication bandwidth when the underlying topology graph is sparse. Weerdt et al.’s algorithm (CFA9) [35] was the second best algorithm, as it satisfied most of the mission criteria, but it requires higher communication bandwidth.

There was a high probability that the last scenario included a number of high priority tasks requiring task preemption. RACHNA (CFA3) [32] was selected with a high expected utility score as the most appropriate algorithm, which is justified given that RACHNA is the only algorithm that allows task preemption. Service and Adams’ algorithm (CFA9) does not allow task preemption, but it satisfied many of the mission requirements and was ranked the second best algorithm.

Consider an urban bomb blast incident, where reports suggest multiple injured victims, and a high probability of unknown bombs in the area. Before the human first responders enter the hazardous area, coalitions of robots are sent in to assess the situation and report the victim locations and any potential threats (e.g., bombs, hazardous materials). This mission can trigger a number of high-priority tasks, similar to Mission Scenario 4. Since this example mission requires task preemption, $i$-CiFHaR will select Vig and
Adams’ algorithm (CFA3), because it permits task preemption. The first task (search area) is to search the area for victims and bombs. Once victims are found, a second, more important task (triage victims) is triggered. The search area task is preempted, and a new coalition of robots is formed to triage victims. The remaining robots are assigned to the search area task. When a bomb is found, the higher priority task (bomb diffuse) is triggered, the other two tasks are preempted and a new coalition of robots is allocated to diffuse the bomb. The wireless connectivity in the region has diminished due to the original bomb’s release of radiation, rendering CFA3 inapplicable owing to its high communication requirements. i-CiFHaR dynamically re-evaluates the algorithm selection procedure, accounting for the mission’s new low-communication requirements (similar to Mission Scenario 3), and selects Tosić and Agha’ algorithm [31] to form new task coalitions.

7. CONCLUSIONS

An intelligent framework is presented that reasons online over a library of coalition formation algorithms to select the most appropriate coalition formation algorithm(s) to apply to a given mission scenario. i-CiFHaR is the first coalition framework to use a library of algorithms, rather than a single heuristic based algorithm. The framework leverages a decision network to make decisions online under multiple, uncertain mission criteria. A link analysis based algorithm calculates the utility values of the algorithms and the feature-value pairs. The framework uses a number of features to select the most suitable coalition formation algorithm(s). The curse of dimensionality is addressed by extracting prominent features that discriminate the coalition algorithms. These prominent features are utilized to dynamically create the decision network to make decisions online under multiple, uncertain mission criteria. A link analysis based algorithm calculates the utility values of the algorithms and the feature-value pairs. The framework uses a number of features to select the most suitable coalition formation algorithm(s).

Table 5: Feature-Value Pair Probabilities for various mission scenarios

<table>
<thead>
<tr>
<th>Mission Scenario 1</th>
<th>FVP</th>
<th>PrVal</th>
<th>FVP</th>
<th>PrVal</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3,Res</td>
<td>0.8</td>
<td>0.8</td>
<td>F5,PrVal</td>
<td>0.8</td>
</tr>
<tr>
<td>F6,Yes</td>
<td>0.85</td>
<td>0.8</td>
<td>F7,PrVal</td>
<td>0.85</td>
</tr>
<tr>
<td>F8,Res</td>
<td>0.75</td>
<td>0.8</td>
<td>F11,MU</td>
<td>0.8</td>
</tr>
<tr>
<td>F12,High</td>
<td>0.75</td>
<td>0.8</td>
<td>F13,IA</td>
<td>0.8</td>
</tr>
<tr>
<td>F15,No</td>
<td>0.85</td>
<td>0.8</td>
<td>F16,Gr</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 6: Coalition formation algorithms (CFA) by mission scenarios by expected utility scores

<table>
<thead>
<tr>
<th>Mission Scenario 1</th>
<th>Algorithms</th>
<th>Utility Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3,Res</td>
<td>CFA1</td>
<td>236.79</td>
</tr>
<tr>
<td>F5,PrVal</td>
<td>CFA2</td>
<td>251.32</td>
</tr>
<tr>
<td>F6,Yes</td>
<td>CFA9</td>
<td>283.54</td>
</tr>
<tr>
<td>F8,Res</td>
<td>CFA8</td>
<td>296.98</td>
</tr>
<tr>
<td>F11,MU</td>
<td>CFA6</td>
<td>300.02</td>
</tr>
<tr>
<td>F12,High</td>
<td>CFA5</td>
<td>243.11</td>
</tr>
<tr>
<td>F13,IA</td>
<td>CFA4</td>
<td>245.21</td>
</tr>
<tr>
<td>F15,No</td>
<td>CFA10</td>
<td>187.39</td>
</tr>
<tr>
<td>F16,Gr</td>
<td>CFA3</td>
<td>122.14</td>
</tr>
<tr>
<td>F17,IA</td>
<td>CFA7</td>
<td>192.78</td>
</tr>
</tbody>
</table>
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