
Efficient Budget Allocation with Accuracy Guarantees for
Crowdsourcing Classification Tasks

Long Tran-Thanh, Matteo Venanzi, Alex Rogers & Nicholas R. Jennings
University of Southampton

Southampton, UK
{ltt08r,mv1g10,acr,nrj}@ecs.soton.ac.uk

ABSTRACT
In this paper we address the problem of budget allocation for
redundantly crowdsourcing a set of classification tasks where
a key challenge is to find a trade–off between the total cost
and the accuracy of estimation. We propose CrowdBudget,
an agent–based budget allocation algorithm, that efficiently
divides a given budget among different tasks in order to
achieve low estimation error. In particular, we prove that

CrowdBudget can achieve at most max
n

0, K
2
− O

“√
B
”o

estimation error with high probability, where K is the num-
ber of tasks and B is the budget size. This result signif-
icantly outperforms the current best theoretical guarantee
from Karger et al. In addition, we demonstrate that our
algorithm outperforms existing methods by up to 40% in
experiments based on real–world data from a prominent
database of crowdsourced classification responses.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
Agents

General Terms
Algorithms, Theory, Experimentation

Keywords
Crowdsourcing, Task Allocation, Budget Limit, Regret Bounds

1. INTRODUCTION
Crowdsourcing classification tasks, such as classification of
complex images [5] or identification of buildings on maps
[3], has recently become widely used as it presents a low-cost
and flexible approach to solve complex classification tasks by
combining human computation with agent intelligence [2].
In particular, by dedicating tasks to a population of hired
users (i.e. workers) for a small fee, the taskmaster (i.e. task
requester) can collect a large set of class labels from the
workers and ultimely estimate classification answers from
the multiple reports. To achieve this, the taskmaster re-
dundantly allocates tasks to users (in order to reduce uncer-
tainty, as a single response might be unreliable), and then
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aggregates the responses into a final estimate using a fusion
method (e.g. majority voting [1] or IBCC [10]). Within
many systems, such a process of task allocation and reports
fusion is not trivial and is typically done by a computer
agent as it might need complex computation that humans
cannot provide [5, 6].1

Now, a key challenge within these crowdsourcing systems
is to find an efficient trade–off between the cost of redun-
dant task allocation and the accuracy of the result. In more
detail, by assigning multiple users to a single task, we can
achieve higher accuracy of answer estimation, but we might
also suffer a higher cost due to hiring more users. To date,
research work has typically focused on applications where
the cost of task allocation is uniform for each task [2, 12,
5]. In this case, the search of the aforementioned trade–off
is reduced to the problem of minimising the estimation er-
ror per task given the number of assigned users to a single
task. However, in many real–world scenarios, completing
different tasks might require different costs that depend on
the difficulty and the time required for the user to complete
such a task. For example, consider a habitat monitoring
project where the goal is to accurately identify the living
area of some rare species (e.g. the desert tortoise from the
Mojave desert, US, or the New Forest cicada in the UK). To
avoid sending expeditions of professionals with high cost,
one low–budget, but efficient, way to tackle this problem
is to ask people from neighbouring areas to make observa-
tions and then send reports in return for a certain amount of
payment. However, as the approachability of geographical
areas might vary (e.g. due to possible dangers or landscape),
we might need to pay different costs to motivate people to
approach different areas in order to provide reports. Fur-
thermore, this allocation scheme has to cope with the fact
that the project is limited by its funds.

Another example comes from the human computation do-
main. Suppose a system designer aims to use a crowdsourc-
ing platform to execute complex workflows of jobs [13]. In so
doing, he/she decomposes the workflows into sets of micro–
tasks, and assigns these tasks to a population of users. Now,
a typical classification task within this domain is to deter-
mine whether a micro–task is completed, and the goal is to
maximise the total accuracy of such classifications. To do so,
he/she incentivises users to participate in this classification
phase and compensate their effort with a certain payment.
Note that the classification tasks may vary in difficulty, as
some are more time consuming, while many others are triv-
ial. Thus, users might need different sizes of payment when

1Hence the combination between human and agent (i.e.
computer) intelligence.
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they face tasks with different difficulty levels. In addition,
the total payment is limited, as the system designer wants
to keep the cost within a finite budget.

Within the aforementioned scenarios, and many others
besides, the main challenge is to redundantly allocate a set
of tasks with different costs to an open population of users,
with respect to a budget limit, such that the estimation error
is minimised. In particular, if we allocate large budgets to
cheaper tasks, whose answers can typically be accurately es-
timated with only a few responses, we might fail to achieve
high total accuracy of estimation, as a large portion of these
budgets could be used for other tasks where the allocated
budget is insufficiently low. In contrast, it might not be ef-
ficient either to allocate much of the budget to expensive
tasks, as this will have less available for the others. Since
existing methods are typically not designed to make such
trade–offs, they are unlikely to be efficient in our settings.
Moreover, these methods do not provide theoretical guaran-
tees on the estimation error, which implies that they might
perform well on average, but they might arbitrarily poorly
in many specific cases. A notable exception is the work of
Karger et al. [6] which provides a e−O(n) bound for the aver-
age estimation error, where n is the number of users assigned
to a single task. However, this bound is only asymptotic (i.e.
it holds when the number of tasks tends to infinity), so is not
practical for real–world systems, where the number of tasks
is typically finite. Against this background, we focus on the
budget allocation problem in which an agent (on the behalf of
the taskmaster) has to allocate budgets to a set of tasks and
the total allocated budget cannot exceed a certain limit. The
agent’s goal is then to find an optimal budget allocation that
minimises the total estimation error of the answers. Within
this paper, we propose CrowdBudget as a budget allocation
strategy that efficiently tackles this problem. In particular,
by combining CrowdBudget with a majority voting-efficient
fusion method (i.e. methods that outperform the majority
voting rule, see Section 3), our agent can proveably achieve

a max
n

0, K
2
− O

“√
B
”o

upper bound on its total estima-

tion error with high probability, where B is the budget size
and K is the number of tasks. This bound is lower than
the one provided by Karger et al.. Moreover, in contrast to
most current approaches, our algorithm allocates the bud-
gets in advance through the analysis of costs and expected
accuracy. This type of functioning is motivated by many
crowdsourcing platforms in which the task requester needs
to pre-set the number of assignments per task (e.g. Amazon
Mechanical Turk or CrowdFlower). Given this, we advance
the state–of–the–art as follows:

• We introduce the problem of budget allocation for crowd-
sourcing classification tasks, in which the goal is to
minimise the error of the estimated answers for a fi-
nite number of tasks, with respect to a budget limit.

• We develop CrowdBudget, an algorithm that, com-
bining with a fusion method, proveably achieves an
efficient bound on the estimation error, which signifi-
cantly advances the best known results.

• By comparing the performance of CrowdBudget with
existing algorithms through extensive numerical eval-
uations on real–world data taken from a prominent
crowdsourcing system, we demonstrate that our al-
gorithm typically outperforms the state–of–the–art by
achieving up to 40% lower estimation error.

The remainder of the paper is structured as follows. In Sec-
tion 2 we discuss the related work in the domain of redun-
dant task assignment in crowdsourcing applications. Then
we formalise the model of budget allocation for task crowd-
sourcing in Section 3. Following this, we detail our proposed
algorithm in Section 4. We also provide a theoretical per-
formance analysis within this section. The results of the
experimental evaluation is then discussed in Section 5. Sec-
tion 6 concludes, and the appendix briefs the proofs.

2. RELATED WORK
Work on redundant allocation of classification tasks in crowd-
sourcing applications has typically focused on minimising
the estimation error given the number of users assigned to
a single task. In particular, Wellinder et al. proposed a
multidimensional model of users in order to estimate the ac-
curacy of a particular user’s answer, and thus, to improve
the estimation of the ground truth [12]. In a similar vein, a
number of works used Bayesian learning techniques to pre-
dict the users’ responses, such as the work of Kamar et al.
[5] and the IBCC algorithm (for independent Bayesian clas-
sifiers combination) [10]. Apart from these, Dai et al. used
a PoMDP–based (for partially observable Markov decision
process) approach to model the estimation’s quality [2]. In
addition, Bachrach et al. relied on a machine learning based
aggregator to derive an efficient estimation of the correct
answer [1]. However, none of these methods will work in our
setting, as they do not address the challenge of having differ-
ent costs for different classification tasks. Nevertheless, they
can be used as an underlying fusion method for CrowdBud-
get, as they provide majority voting efficient response fusion
approaches (for more details, see Section 3).

More related to our work is CrowdScreen, an algorithm
proposed by Parameswaran et al. [9], that aims to find an
optimal dynamic control policy with respect to both total
cost and total estimation error over a finite set of tasks.
However, the cost of task allocation is considered to be uni-
form among different tasks in the system. In addition, as per
the other aforementioned approaches, there are no guaran-
tee on performance. One notable exception that does pro-
vide theoretical guarantees is the work of Karger et al. [6].
Within this work, the authors developed an algorithm based
on low–rank matrix approximation to assign tasks to users
and estimate correct answers. In addition, they devised an
eO(−n) upper bound on the estimation error. However, this
bound only holds when the number of tasks tends to infin-
ity, which implies that their bound is not useful for most
practical contexts, as opposed to our results (see Section 4
for more details).

3. MODEL DESCRIPTION
Let 1, . . . , K denote the classification tasks whose outcomes
have to be estimated. Within our model, we assume that
the classifications are binary. Note that this assumption is
reasonable, as it is true in many real–world systems. Let
tk ∈ {0, 1} be the unknown ground truth (i.e. the correct
answer) of each task k. To estimate tk, we can request re-
sponses from a (large) set of users (i.e. population of the
crowd) as follows. In our model, the taskmaster does not
deterministically choose specific users to perform a particu-
lar task k, but only submits a set of tasks to a crowdsourcing
system, as is the case in many open crowdsourcing systems
with a large population of users (e.g. MechanicalTurk or
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CrowdFlower) 2. Following this, a computer agent (i.e. the
system) allocates the budgets to each task k, with respect
to the total budget limit B. It then redundantly requests
answers for each task k from the crowd, allowing users to
provide their response to the corresponding task. In return,
the users receive a payment ck from the system. Note that
the agent cannot exceed the budget limit assigned to each
task when requesting answers. Given the provided answers,
the agent then uses a fusion method to estimate tk.

We assume that for each user u and task k, there is an
unknown Bernoulli distribution D (u, k) from which u sam-
ples his answer to task k 3. This distribution formalises
the knowledge and uncertainty of user u towards task k.
In our model, users from the crowd, who decide to provide
an answer to a particular task, can be regarded as being
chosen from the population with an unknown probability
distribution Xk, which depends only on task k. In addition,
we assume that the responders of each task k are chosen
from the population in an i.i.d. (independent and identi-
cally distributed) manner, as they can be considered to be
independent from each other.

We now introduce some terms. For each task k and user
u ∼ Xk, let ED(u,k) [rk (u)] = μu,k. That is, μu,k is the ex-
pected answer of user u to task k w.r.t. distribution D (u, k).
By denoting EXk [μu,k] = μk, we assume that:

∀k : |μk − tk| <
1

2
. (1)

That is, we assume that for each task k, the expected value
of the answers is somewhat closer to the correct answer.
This assumption is common in the crowdsourcing literature
[5, 10, 6] and can be justified as follows. Here, we assume
that the users are not malicious (i.e. they do not provide
wrong answers on purpose). As such, they only provide their
best guess based on their knowledge of the task. However,
this knowledge might be inaccurate with some uncertainty
(hence the distributions D (u, k)). These together ensure
that, on average, the answers will tend towards the ground
truth (i.e. Equation 1 holds).

Consider a set of responses rk (u1) , . . . , ri (unk) of task k
from the crowd, where rk (uj) ∼ D (uj , k). Let r̂k (nk) de-
note the estimate of tk, which is derived from the aforemen-
tioned nk responses by using a fusion method. One simple,
but efficient method is the majority voting rule, which can
be formalised as follows:

r̂MV
k (nk) =

$
1

nk

nkX
j=1

rk (uj) − 1

2

%
+ 1. (2)

That is, r̂MV
k (nk) = 1 if 1

nk

Pnk
j=1 rk (uj) ≥ 1

2
, and 0 oth-

erwise. Note that efficient state–of–the–art fusion methods
typically outperform the majority voting rule by using some
user profile tracking method [1, 10]. This leads us to the
following definition:

Definition 3.1 (MV–Efficiency). A response fusion
method is MV–efficient (or majority voting efficient) if its
outcome is more accurate than the outcome of the majority

2There are crowdsourcing systems where we can determin-
istically assign tasks to specific users. The main advantage
of these systems is that we might be able to use user pro-
files in order to achieve good estimations even with a few
answers. The analysis of such systems, however, remains as
future work.
3Note that the tasks are binary.

voting rule on the same set of responses. More formally,
let r̂k (nk) denote the estimated answer of that particular
method given nk responses. For each k we have:

P{r̂k (nk) �= tk} ≤ P{r̂MV
k (nk) �= tk},

where tk is the ground truth of task k.

Such MV–efficient methods other than the majority voting
rule include, but are not limited to: weighted majority vot-
ing [8], graphical model based methods [1], and IBCC [10].

We now formalise our problem, the budget allocation for
redundant task assignment, as follows. Let rk,1, . . . , rk,nk

be the (a priori unknown) responses of the crowd to task
k, where nk is the number of users who provided an answer
to the task. Let r̂k (nk) denote the estimate of the correct
answer tk based on these responses, using a MV–efficient
fusion method (see Definition 3.1). Recall that by request-
ing a response for task k, we have to pay a cost ck. Let B
denote our total budget that we can use for requesting an-
swers. Let Δ (nk) denote the estimation error, that is, the
difference between the estimate r̂k , derived from answers
rk,1, . . . , rk,nk , and the correct answer tk. More formally,
we have:

Δ (nk) = |r̂k (nk) − tk| . (3)

The total expected estimation error with respect to the bud-
get limit B can be then defined as

E [Δ (B)] =

KX
k=1

E [Δ (nk)] =

KX
k=1

P{r̂k (nk) �= tk} (4)

Our task is to determine a set of n1, . . . , nK that minimises
the total error, and thus, maximise the accuracy of estima-
tion. More formally, we aim to solve the following optimisa-
tion problem:

min
{nk}

E [Δ (B)] = min
{nk}

KX
k=1

P{r̂k (nk) �= tk}, s.t.
KX

k=1

cknk ≤ B

(5)
In what follows, we will propose an algorithm that efficiently
tackles the aforementioned optimisation problem.

4. BUDGET–LIMITED TASK ALLOCATION
Given the model formalisation, we now develop CrowdBud-
get, a budget allocation algorithm for redundant task assign-
ment that can efficiently crowdsource tasks in order to min-
imise the total estimation error with respect to the budget
limit. To do so, we first describe the algorithm in Section 4.1,
before providing theoretical guarantees on its performance
in Section 4.2.

4.1 The CrowdBudget Algorithm
As mentioned in Section 1, it is a requirement in many real–
world applications to have the number of users assigned to
each task a priori set up. Thus, we design CrowdBudget
within this spirit as follows (for the pseudo code, see Algo-
rithm 1).

Recall that nk denotes the number of users the agent aims
to assign to task k. To determine this value, it first pre–sets

nk =

—
B

c2
k

PK
j=1

1
cj

�
(lines 4−8). The agent also maintains Br

that denotes the residual budget, which is initially set to be
B. After each pre–set of nk, Br is decreased by nkck. Next,
if Br > 0, the agent sequentially increases the number of
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Algorithm 1 CrowdBudget

1: Inputs: number of tasks K, budget B, allocation costs
c1, . . . , cK ;

2: Outputs: number of allocations n1, . . . , nK ;
3: Parameter setting: ∀k : nk = 0, Br = B;
4: Initial phase:
5: for k = 1 → K do

6: nk =

—
B

c2
k

PK
j=1

1
cj

�
;

7: Br = Br − nkck;
8: end for
9: Residual phase:

10: k = 1;
11: while Br ≥ 0 and k ≤ K do
12: nk = nk + 1, Br = Br − ck, k = k + 1;
13: end while
14: Fusion phase:
15: Allocate nk users to each task k;
16: Use MV–efficient method to estimate answers;

allocated users for each task k by 1, until the original budget
is exceeded (see lines 9 − 13). This phase guarantees that
the budget is fully used. Note that if the residual budget
is positive after the initial phase, the number of users we
allocate to task k is

nk =

6664 B

c2
k

PK
j=1

1
cj

7775+ 1. (6)

Following this, the agent redundantly submits the tasks to
the system, and once it receives the responses from the users,
it uses an MV–efficient fusion method to estimate the an-
swers to each of the tasks (lines 14 − 16). We now show
that with the aforementioned setting of nk, CrowdBudget
does not exceed the total budget B (i.e.

P
nkck ≤ B). In

particular, after the initial phase Br = B −PK
j=1 cj . Thus,

we have:

KX
k=1

nkck ≤
KX

k=1

0
@ Br

c2
k

PK
j=1

1
cj

+ 1

1
A ck

=

 
KX

k=1

1

ck

!0@ BrPK
j=1

1
cj

1
A+

KX
j=1

cj = B.

Now, the intuition behind the specific budget allocation of
CrowdBudget is as follows. By using the Hoeffding–Azuma
concentration bounds [4] on the probability of estimation
error for each single task defined in Equation 3, we can re-
duce our objective described in Equation 5, which is stochas-
tic constraint optimisation problem, into a non–stochastic
model (see the appendix for more details). By solving the
fractional version of this non–stochastic optimisation prob-
lem, we get that the optimal (fractional) budget allocation
is n∗

k = B

c2
k

PK
j=1

1
cj

. Given this, by setting nk as described in

Equation 6 (which is the rounded value of the optimal so-
lution for the fractional problem), we achieve efficient near–
optimal estimation error.

4.2 Performance Analysis
We now turn to the analysis of CrowdBudget’s performance.
Specifically, we aim to provide theoretical guarantees on the
estimation accuracy of the algorithm. To do so, we introduce
the following terms. Let dmin = minj

˛̨
μj − 1

2

˛̨
. In addition,

let cmin = minj cj and cmax = maxj cj denote the smallest
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Figure 1: Example values of the upper bounds.

and largest costs, respectively. For the sake of simplicity,
we hereafter assume that Equation 1 holds for each task k
if not stated otherwise. Given this, we state the following:

Theorem 1 (Main result 1). For any B ≥PK
j=1 cj,

the expected estimation error of CrowdBudget is bounded as
follows:

E [Δ (B)] ≤ Ke

−2Bd2
min

c2max
PK

j=1
1

cj .

That is, the expected total estimation error exponentially
decreases as we increase the budget. Now, we improve the
error bound above by investigating the performance of Crowd-
Budget from a PAC (probably approximately correct) per-
spective [11]. That is, we aim to provide a more efficient
bounds which only holds with a high probability. In partic-
ular, we state the following:

Theorem 2 (Main result 2). For any B ≥ PK
j=1 cj

and 0 < β < 1, the following bound holds for the expected es-
timation error of CrowdBudget with at least (1 − β)K prob-
ability:

E [Δ (B)] ≤ max

8<
:0,

K

2
− dmin

vuut 2B

− ln β
2

KX
j=1

1

cj

9=
;

It can easily be shown that this PAC bound outperforms
the exponential bound. In addition, to demonstrate that
these bounds are indeed efficient (i.e. they guarantee low
expected estimation error), we depict the typical values of
these bounds in Figure 1. Here, we set the parameters
as follows: K = 100, ck = $0.6 for each k, β = 0.001,
and dmin = 0.3. These values are the average values of
the parameter settings from our experiments (see Section ’5
for more details). From this figure, we can see that from
B ≥ $600 (i.e. at least 10 users are assigned to each task
on average), the average estimation error per task of Crowd-
Budget is below 0.2, according to the exponential bound. On
the other hand, with the PAC bound, we can guarantee with
at least 90% probability (since (1 − β)K ≈ 0.9047) that the
average estimation error is 0 (i.e. we can accurately estimate
all the tasks). This implies that CrowdBudget can guaran-
tee low estimation error with low budget (i.e. low average
number of assigned users per task). Note that in real–world
systems such as Amazon Mechanical Turk or GalaxyZoo,
the average number of users that existing methods typically
assign to a task is significantly larger than 30 in order to
efficiently estimate the answers [5, 10].

In addition, we show that the results in Theorems 1 and 2
advance the state–of–the–art result of Karger et al. [6]. Note

904



that existing work (and thus Karger et al. as well) typically
assume that the cost is uniform. Hence, we need to consider
the bounds in the case of tasks with uniform costs (i.e. each
task has the same cost). Within this case, it is easy to
see that the number of users CrowdBudget assigns per task
is uniform. Given this, let n and c denote the number of
assigned users and cost per task. Note that n = B

Kc
. Thus,

Δ (n) can be regarded as the average estimation error (i.e.
per each task) of CrowdBudget (since all the task have the
same number of assigned users). Given this, theorems 1
and 2 can be reduced to the following corollary:

Corollary 3. For the case of uniform cost, the expected
error estimation per task of CrowdBudget for any n > 0
and K > 0 is at most

E [Δ (n)] ≤ e−2nd2
min .

Furthermore, for any 0 < β < 1, we can guarantee that with
at least (1 − β)K probability, the following holds:

E [Δ (n)] ≤ max

(
0,

1

2
− dmin

s
2n

− ln β
2

)

These results show that our algorithm can also achieve low
estimation error in the case of uniform cost. Note that the
exponential bound is similar to that of Karger et al., but it
holds for any finite K as well. In contrast, Karger et al.’s
result is correct only in an asymptotic manner (i.e. K has to
converge to infinity). In addition, the PAC bound is tighter
than its exponential counterpart (see Figure 1). Thus, both
bounds indeed advance the state–of–the–art results.

In what follows, we prove that if the budget is sufficiently
large, we can assure that accurate estimation can be guar-
anteed with high probability. In particular, we have:

Theorem 4 (Main result 3). Let 0 < β < 1. Sup-
pose that

B ≥ − ln β

2d2
min

KX
j=1

c2
max

cj
.

Given this, by using CrowdBudget, E [Δ (B)] = 0 with at

least (1 − β)K probability.

That is, we can accurately estimate the ground truth with
high probability if the budget is sufficiently large. In par-
ticular, if we want to increase the probability of accurate
estimation (i.e. the estimation error is 0), then we need
to decrease the value of β. This implies an increase in the
value of budget B. Note that we sketch the proofs of all the
theorems and corollaries in Section 6.

5. EXPERIMENTAL EVALUATION
While we have so far developed theoretical upper bounds for
the expected total estimation error of CrowdBudget, we now
turn to practical aspects and examine its performance in a
realistic setting. Doing so allows us to investigate whether
the algorithm achieves a low estimation error when applied
to practical crowdsourcing systems. To this end, we run the
algorithm on a range of classification tasks, using data from
a real–world application and simulation, and compare its re-
sults with a number of benchmarks. Specifically, with real–
world data, we demonstrate that our algorithm outperforms
the state–of–the–art in practice. On the other hand, the sim-
ulation data allows us to better understand the behaviour

Votes Debiased Class
Galaxy ID Nvotes E CS Edeb CSdeb Ec CSc

2704605332 52 .88 .08 .88 .08 1 0
1093533953 55 .81 .07 .81 .07 1 0
1093599373 61 .33 .60 .06 .86 0 1
1080819805 55 .27 .71 .08 .89 0 1
1075183799 54 .18 .76 .04 .89 0 1
556728347 32 .81 .09 .72 .18 1 0

2704212289 34 .26 .70 .04 .92 0 1
109359942 36 .42 .56 .11 .85 0 1
556728347 57 .39 .58 .11 .84 0 1

2704212289 33 .27 .72 .06 .94 0 1
1093599453 65 .33 .61 .07 .87 0 1
1630863601 75 .24 .70 .05 .93 0 1
1093599326 38 .89 .08 .86 .11 1 0
162922504 36 .41 .55 .21 .76 0 1

1093599538 32 .81 .19 .81 .19 1 0

Table 1: Classification of SDSS data release 7 galax-
ies in Galaxy Zoo.

of CrowdBudget, as we can finely vary the parameter set-
tings in such datasets. In what follows, we first describe our
benchmark algorithms. We then describe the experimental
setting and detail the results.

5.1 Benchmarks
To show that our algorithm outperforms other budget allo-
cation strategies, we compare it against the following meth-
ods:

• Uniform: This algorithm allocates the same number
of users to each task. If some residual budget remains,
it uniformly allocates the residual budget across the
set of tasks. That is, for each k, we have

nk =

$
BPK

j=1 cj

%
or nk =

$
BPK

j=1 cj

%
+ 1.

Since the existing task allocation algorithms also uni-
formly assign users to each task (see Section 2 for more
details), this algorithm can be regarded as a general
representation of state–of–the–art approaches in this
domain.

• Random: This algorithm splits the budget among the
tasks in a random way. In particular, it randomly
samples K (i.e. the number of tasks) times from the
uniform distribution U [1, 10]. Let w1, w2, . . . , wK de-
note these values. Following this, it assigns budget
Bk = wkB

PK
j=1 wj

to each task k. It can be regarded as a

representation of algorithms that do not intelligently
divide the budget among the tasks.

To have a fair comparison, we use the same underlying fusion
method for our algorithm and the benchmarks as well. For
the sake of simplicity, we run the majority voting rule in our
experiments 4.

5.2 Experiments on Real-World Data
To test our algorithm on realistic settings, we use test data of
crowdsourced votes for celestial objects provided by Galaxy
Zoo [7]. In more detail, Galaxy Zoo is a citizen science
project that classifies images of galaxies by collecting mul-
tiple votes from non–experts. Specifically, high resolution
images are taken from a repository of more than 900,000

4The results with other methods show similar broad view.
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galaxies collected by the Sloan Digital Sky Survey (SDSS)
and users classify the images as either elliptical (E) or a
spiral (CS) (or unknown) galaxy based on the shape and
the size of the object (after a preliminary visualisation of
some training samples). We used the Galaxy Zoo dataset
for the SDSS image release 7. From this dataset, we ran-
domly selected a subset of 700 galaxies with more than 30
votes that were classified (i.e. at least 80% of its votes have
the same response) after applying Bamford et al.’s technique
of debiasing the votes according to image features referring
to the morphology and the colour of the galaxy extracted
with automatic image processing (see [7] for more details).
The reason for choosing these galaxies is twofold: (i) the re-
sult of agreement can be regarded as the ground truth for a
particular galaxy; and (ii) the number of votes per galaxy is
large enough to build up a detailed empirical distribution of
responses. Table 1 reports a sample of some galaxies from
our test set described by the SDSS galaxy ID, number of
votes, the percentages of votes for E and CS (the rest of the
votes are for unknown answers), the debiased percentages
for the votes Edeb and CSdeb, and the answers 5.

Now, since users participate Galaxy Zoo on a voluntary
basis, they do not receive payments for completing tasks.
However, due to its large and detailed dataset of user re-
sponses, we still use it to test the efficiency of our approach.
To do so, we introduce the cost of allocating tasks to users
as follows. To build a realistic cost function for getting tasks
completed (i.e. getting a response for an image), we again
use Bamford et al.’s debiasing technique to divide the galax-
ies into four groups based on their difficulty (i.e. how diffi-
cult they are for a typical user to classify). Note that this
division indeed reflects the realistic values of the galaxies’
difficulty level [7]. We then assign a price chosen from ar-
ray [$0.2, $0.5, $0.7, $1] such that easier tasks are less costly.
The intuition here is that harder tasks need higher com-
pensation. In addition, note that for each classified galaxy,
more than 80% of the responses are the same (due to the
80% threshold of agreement). That is, any response sam-
pled from the given distribution of the votes would give the
correct answer with at least 80% success rate. This is not
realistic as it is unlikely that a single user can be this ac-
curate in voting the galaxies. Given this, we added a noise
function to the answers sampled from the empirical distri-
butions of Galaxy Zoo in order to make the settings more
realistic. In particular, this noise function adds a decreasing
noise, guaranteeing a progressive improvement of accuracy
as the level of redundancy of votes increases.

Now, we analyse the behaviour of each algorithm in dif-
ferent scenarios by varying the budget B, using the afore-
mentioned parameter settings. The results are depicted in
Figure 2. As we can see from the results, CrowdBudget pro-
vides the best performance. In more detail, it outperforms
the benchmarks by up to 40% when the budget is small
or moderately large (i.e. B ≤ $1150). This implies that
CrowdBudget can allocate the tasks in a more efficient way
in the case of restricted budget. However, as the budget
is increased, the performance of Uniform and Random con-
verges to that of CrowdBudget. This is due to the fact that
with large budgets, both benchmark algorithms can also al-

5The columns are the percentages of votes for elliptical (E)
and spiral (CS) categories, the same percentages after the
debasing (Edeb, CSdeb), and the 80% classification flags (E c,
CS c) based on the debased votes.

Figure 2: Average estimation error per task of the
three budget allocation algorithms on the Galaxy
Zoo dataset with 700 tasks and a total budget vary-
ing between $50 and $2500.

locate sufficiently large number of users to each of the tasks,
and thus, can achieve low total estimation error.

In addition, we can observe that for a subset of moder-
ately large budget size (i.e. $250 ≤ B ≤ $750), Random
outperforms the Uniform budget allocation. In particular,
it is easy to show that on average, Random allocates the
same size of budget to all the tasks (as its random weights
are sampled from the same uniform distribution). Since the
costs for completing a classification task vary, Random allo-
cates more users to cheaper tasks, which are typically easier
(i.e. need fewer responses to achieve correct estimation). In
the case of B ≤ $750, the budget is not too large such that
Uniform could sufficiently allocate enough users to each task,
and thus, all of them might suffer from high estimation error.
In contrast, Random can achieve a lower estimation error by
efficiently allocating higher number of users to easier tasks.
This, however, does not hold for B ≤ $250, as Random does
not have enough budget to allocate a sufficient number of
users to the tasks.

5.3 Experiments on Synthetic Data
To better understand the behaviour of CrowdBudget, we
also run it on a set of synthetic data as this allows us to
freely set the parameters in order to thoroughly study its
performance. In particular, recall that more difficult tasks
might need more responses from the users in order to get
the correct estimation. Given this, we aim to investigate
how different levels of task difficulty might affect the per-
formance of our algorithm. To this end, we choose three
scenarios: (i) small budget case with B = $100; (ii) mod-
erately large budget with B = $200, and (iii) large budget
with B = $400. The intuition behind these choices is that
they present three typical cases we observed in the previ-
ous experiments, namely: (i) CrowdBudget is the best, but
Uniform outperforms Random; (ii) CrowdBudget still out-
performs the others, but Random comes second; and (iii)
all the algorithms have the same performance, due to suffi-
ciently large budget size. For all of the three scenarios, we
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Figure 3: Average estimation error of the three task allocation algorithms on a synthetic dataset with (A)
small, (B) moderately large, and (C) large budgets. The average difficulty varies between 0.05 and 0.5.

set the number of tasks to K = 100. The cost of each task
is set to be the same as in the previous section.

To estimate the difficulty of task k, we take the difference
of μk (i.e. the expected value of the response) from tk (i.e.
the ground truth). The larger this distance the harder a task
can be regarded (i.e. the greater the number of responses
needed to achieve the correct answer). Within our settings,
we vary the average difficulty value from 0.05 (very easy
tasks) to 0.5 (very hard tasks, where the responses can be
regarded as total random choices).

The results are depicted in Figure 3. In more detail, we
can observe that if the budget is fixed and the average diffi-
culty level is increased, the performance of all the algorithms
decreases. However, as the budget is increased, CrowdBud-
get (and the others as well) can allocate sufficient number
of users to each task, and thus, it can achieve low estima-
tion error on average, even for very hard tasks (see Fig-
ure 3c). We can also see that if the task is very hard (i.e.
the difficulty distance is larger than 0.4), the performance
of our algorithm does not significantly differ from that of
the benchmarks (Figures 3a – 3c). In sum, our algorithm
significantly outperforms the others if the budget is moder-
ately large and the average difficulty is not very hard, which
is a typical scenario in many real–world systems [5, 10].

6. CONCLUSIONS AND FUTURE WORK
We introduced the problem of budget allocation for crowd-
sourcing classification tasks with different classification costs.
In particular, we aim to minimise the total estimation error
of the answers with respect to a budget limit. To solve
this problem, we proposed a budget allocation algorithm,
CrowdBudget, that efficiently divides a given budget among
the tasks such that the total estimation error is proveably
bounded with eO(−B). We then improved this upper bound

to max
n

0, K
2
− O

“√
B
”o

by relaxing to a PAC bound. We

also showed that our results advance the best known theo-
retical results, as we provided tighter bounds, that also hold
for finite number of tasks. Finally, we demonstrated that
our algorithm outperforms state–of–the–art methods by up
to 40% in simulations using real–world data. As a result, our
work could potentially form an efficient basis to real–world
systems, such as Amazon Mechanical Turk, oDesk or Crowd-
Flower, where taskmasters have to efficiently crowdsource a
set of classification tasks without exceeding a certain budget.
This is now an ongoing discussion.

Note that currently we have not addressed non–binary
classifications, nor systems with explicit task allocation (i.e.
where the taskmaster can explicitly choose the users to whom

he/she wants to assign the tasks). In particular, extending
our results to such cases is not trivial, as the techniques we
used here do not support such models. Given this, we intend
to provide further analysis to these settings in future work.

APPENDIX: PROOFS
In this section, we provide the proofs for the theorems and
corollary stated in Section 4. In so doing, we use the def-
initions and terms introduced in Sections 3 and 4. From
the definition of MV–efficiency, we can easily derive that for
any MV–efficient fusion method, E [Δ (B)] ≤ E

ˆ
ΔMV (B)

˜
where E

ˆ
ΔMV (B)

˜
is the expected estimation error of the

majority voting. Thus, hereafter we only focus on the ma-
jority voting method during the proofs, and for the sake of
simplicity, we omit the superscript MV.

Proof sketch of Theorem 1. Consider the estimation
r̂ (nk) of the majority voting rule for task k. Without loss of
generality, we assume that tk = 0 (the proof works the same
for the case tk = 1). In this case, E [Δ (nk)] = P {r̂ (nk) = 1}.
By definition, r̂ (nk) = 1 if and only if 1

nk

Pnk
j=1 rk (uj) ≥ 1

2

where rk (u1) , . . . , ri (unk) are the corresponding responses
from the crowd. From the assumption defined in Equation 1,
we have μk < 1

2
. Let dk = 1

2
− μk. From the Hoeffding–

Azuma concentration bounds [4] we have:

P

(
1

nk

nkX
j=1

rk (uj) ≥ 1

2

)
= P

(
1

nk

nkX
j=1

rk (uj) − μk ≥ dk

)

≤ e−2nkd2
k . (7)

From Equation 6, we get

nk = 1 +

6664 B

c2
k

PK
j=1

1
cj

7775 ≥ B

c2
k

PK
j=1

1
cj

. (8)

Recall that dmin = mink

˛̨
μk − 1

2

˛̨
. Thus, we have dk ≥

dmin. In addition, ck ≤ cmax. Substituting these inequalities
and Equation 8 into Equation 7 we achieve:

P

(
1

nk

nkX
j=1

rk (uj) ≥ 1

2

)
≤ e

−2Bd2
min

c2max
PK

j=1
1

cj .

By summing this up over K tasks we conclude the proof.

Proof sketch of Theorem 2. Again, we can assume
without loss of generality that tk = 0 for all k. For any
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εk > 0, the Hoeffding–Azuma concentration bounds imply:

P

(˛̨̨
˛̨ 1

nk

nkX
j=1

rk (uj) − μk ≥ εk

˛̨̨
˛̨
)

≤ 2e−2nkε2
k . (9)

Now, let εk =

r
− ln β

2
2nk

for a chosen 0 < β < 1. Equation 9

implies that with at least (1 − β)K probability, the following
holds for all k:˛̨̨

˛̨ 1

nk

nkX
j=1

rk (uj) − μk

˛̨̨
˛̨ ≤

s
− ln β

2

2nk
= εk. (10)

This indicates that with at least (1 − β)K probability, the
average of the responses for task k is within the radius of εk

around μk. From now on we only focus on this case. Recall
that E [Δ (nk)] = P {r̂ (nk) = 1} and r̂ (nk) = 1 if and only
if 1

nk

Pnk
j=1 rk (uj) ≥ 1

2
. Since Equation 10 holds for all k

and μk < 1
2

(see Section 3 for more details), we have:

E [Δ (nk)] = P

(
1

nk

nkX
j=1

rk (uj) ≥ 1

2

)
= max

j
0,

εk − dk

2εk

ff
.

(11)
In particular, since 1

nk

Pnk
j=1 rk (uj) ∈ [μk − εk, μk + εk], we

have the following scenarios. If μk + εk < 1
2
, we have

1
nk

Pnk
j=1 rk (uj) < 1

2
, and thus, the estimation is always cor-

rect (note that tk = 0). On the other hand, if μk + εk ≥ 1
2
,

then there is a chance to get the incorrect estimation. Specif-
ically, the probability of getting the wrong answer is εk−dk

2εk
.

Now, we give an upper bound to this probability. Note that

εk − dk

2εk
=

1

2
− dk

s
2nk

− ln β
2

≤ 1

2
− dmin

s
2nk

− ln β
2

. (12)

Substituting this into Equation 11 and summing up over K
tasks, we get:

E [Δ (B)] ≤ max

(
0,

K

2
−

KX
k=1

dmin

s
2nk

− ln β
2

)
. (13)

In what follows, we aim to minimise the second term on the
RHS of Equation 13. In so doing, we consider the following
constraint optimisation problem:

max
KX

k=1

dmin

s
2nk

− ln β
2

s. t.
KX

k=1

nkck ≤ B. (14)

By relaxing the problem by allowing nk to be fractional,
we can easily show (e.g. by using the Lagrangian relaxation
method) that the optimal solution of this fractional problem
is n∗

k = B

c2
k

PK
j=1

1
cj

. However, this cannot be the solution for

our problem as nk cannot be fractional. Nevertheless, it can
also easily shown that by assigning values to nk as described
in Equation 6, we can achieve near–optimal solution. Substi-
tuting Equation 6 into Equation 13 concludes the proof.

Proof sketch of Corollary 3. By setting ck = c for
all k, we have that nk = n (i.e. the number of assigned
users per task is the same for all k). Furthermore, we have
n = B

Kc
. Substituting this into the bounds of Theorems 1

and 2 concludes the proof.

Proof sketch of Theorem 4. Suppose that 0 < β <
1. Recall that with at least (1 − β)K probability, we have:˛̨̨

˛̨ 1

nk

nkX
j=1

rk (uj) − μk

˛̨̨
˛̨ ≤ εk, (15)

where εk =

r
− ln β

2
2nk

. Now, for B ≥ − ln β

2d2
min

PK
j=1

c2max
cj

, we

have εk < dk for all k. Thus, with at least (1 − β)K prob-

ability, we have E [Δ (nk)] = P
n

1
nk

Pnk
j=1 rk (uj) ≥ 1

2

o
= 0.

By summing up over K, we conclude the proof.
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