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ABSTRACT
This paper describes a component based-model for a Narrative Conversational Agent. This project has to interact with a child in a storytelling environment as natural as possible and replace the previous version of the platform, where the actions were triggered manually by a psychologist. The prototype was carried out as a student project, and had the goal to integrate existing components and libraries along with a new model for narrative dialogue interaction.

Categories and Subject Descriptors
H.1.2 [User/Machine Systems Human]: Human factors
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1. INTRODUCTION
Designing models that handle natural human and machine interaction are particularly challenging. The main difficulty comes from the early aim of a natural virtual environment: to provide an easy way of interaction with a virtual agent, similar to the way humans interact with each other. Nevertheless, a realistic virtual conversational agent, also called Embodied Conversational Agent (ECA) [4], can increase the users’ expectations up to the point that they are disappointed by the agent capabilities [4].

ECAs are autonomous and anthropomorphic user interfaces. As animated character, they tend to reproduce human behaviour in different levels of animation and communication skills, including natural language, facial expressions, gaze and gestures [1]. Recent research projects indicated that it was possible to improve the agent quality in increasing the interactiveness of ECAs and adding expressiveness and special graphic features [1, 9]. The project SEMAINE [10] or VHToolkit [6] provide good examples of current capabilities of ECAs.

In this context, a study was performed on an interactive distributed platform [5], which uses also a pattern matching algorithm to detect the user’s intervention. Our proposition consists in a dialogue model that integrates these interactive modules into a virtual narrative agents. The first version of the agent was first implemented as a Wizard of Oz platform, using an automata model for dialogue state transition. However, the links between steps were designed by a psychologist and triggered manually during the experiments. Our goal for this project is to rewrite several essential components of this platform and provide a semi-automatic version, in which the pilot does not have to interact much with the platform.

2. GENERAL SCENARIO
The initial goal of this project is to create a narrative environment, in which the children could interact with a virtual agent. Our idea was to automatize as much as possible the actions done in the previous experiments by a psychologist, using AgentSlang components [5]. We choose the same story, "The Lost Ball", which is about a couple of children playing in the courtyard. Our platform has to be able to integrate narration, short interactive phrases (various questions asked by the child or the narrator) and to synchronize all of these with a couple of images, scanned from the original story. In order to make the agent more empathic and improve the understanding of the story, we integrated an Embodied Virtual Agent [4].

Different kind of input pattern were identified, namely those which permit to move on a next step of the story (contiguous step or not), those which do not permit to change step and those which are completely out of context. A "no action" from the user can also be taken as a valid pattern. When that is not the case, a counter fix the action time required. Furthermore, even though the user executes an action that is not listed in the pattern list from a specific step, the system reacts and mentions that he misunderstood, waiting for a new answer.

The system is also able to handle groups of patterns that are linked with group of answers, in order to prevent repetitive answers. The patterns are defined into the Synthad language [5], and they deal only with text data recovered by voice transcription or keyboard input.

3. OUR COMPONENT-BASED ARCHITECTURE
Our architecture consists in a series of AgentSlang [5] components, linked together by communication channels (the links between the components). Figure 4 describes this
model, where each component is identified by a unique ID, equivalent to a TCP port for this configuration. Since AgentSlang is a generic platform for building Conversational Agents models, there are several specific components that had to be build in the context of our project:

1. The child performs an action, which will result into some textual input. This is recovered either from a keyboard input, managed by the Text Component, either from a transcription component: SpeechToText Component.
2. The Text Component publishes a string which is collected by the Senna Component, which annotates it with Part-of-Speech tags.
3. The annotated data is processed by the PatternMatching Component that first checks if the annotation is recognized from a list of patterns. The component uses an automata model including Syn!Bad patterns when the recognition process is launched. Two pattern lists previously initiated with Syn!Bad are checked iteratively, on the one hand those that are local and step specific, and on the other hand the ones that are global and fixing the out of context answers. In addition, a pattern group is linked with an answer group, a specific command, and the next step to play (that could be the current). Depending on cases, a command can be published, which will accomplish graphical or interactive tasks. But in any case, the user is boost by a string published.
4. CereProc Component transforms the text into an audio file, which is finally read by the MARC Component. MARC is an Embodied Conversational Agent, which used to animate certain facial and vocal expressions.

Data of each steps are stored and structured into XML files and can be maintained easily, including steps content, out of context content and commands content, so that the tool can evolve incrementally. Another script tool was also proposed in order to create scenario and generate rapidly these data.

### 4. CONCLUSION AND FUTURE WORK

In this paper, we presented our component-based architecture based on new and existing AgentSlang modules. The main result of our work is having a first working prototype of the platform and the development of a transition-based model for the narrative interactive agent.

There are several limitations of the current prototype. First of all, Syn!Bad and the AgentSlang platform now supports multi-language patterns, but at the time of the development only English was supported. Second, the current scenario and the interactive states are very limited that could be gradually enlarged. Last, our agent does not have any memory model, so we are studying the possibility of adding it.
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