ABSTRACT

In planning with partially observable Markov decision processes, pre-compiled policies are often represented as finite state controllers or sets of alpha-vectors, which provide a lower bound on the value of the optimal policy. Some algorithms (e.g., HSVI2, SARSOP, GapMin) also compute an upper bound to guide the search and to offer performance guarantees, but they do not derive a policy from this upper bound due to computational reasons. The execution of a policy derived from an upper bound requires a one step lookahead simulation to determine the next best action and the evaluation of the upper bound at the reachable beliefs is complicated and costly (i.e., linear programming or sawtooth approximation). The first aim of this paper is to show principled and computationally cheap ways of executing upper bound policies which can be even faster than executing lower bound policies based on alpha vectors. The second complementary contribution is a new method to find better upper bound policies that outperforms those obtained by existing algorithms, such as HSVI2, SARSOP, or GapMin, on a suite of benchmarks. Our approach is based on a novel synthesis of augmented and deterministic POMDPs and it facilitates efficient optimization of upper bound policies.
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1. INTRODUCTION

Research on efficient POMDP algorithms has advanced significantly in the past decade. The most widely known and esteemed approaches are based on point-based value iteration [13][19], refinement of lower and upper bounds on the optimal value function [18][9][15], and online planning [17] among others. Beyond scalability, there is growing interest in performance guarantees to estimate how far from optimal a policy may be. This has lead to some advances in the computation of upper bounds on the optimal value function since they provide an estimate of the gap between the value of a policy and the value of an optimal policy [16]. Upper bounds can also be used to guide the search in both offline point-based techniques [18][9][16] and online search techniques [17]. In addition, they may be used to directly derive a policy, which we will refer to as an upper bound policy, however this is not done in practice due to computational reasons.

In the current state of knowledge, the execution of upper bound policies is expensive (often prohibitive) because of the need to evaluate the upper bound value of new beliefs by linear programming or a sawtooth approximation [7], and because of the need to do a lookahead simulation in order to determine the next best action. Look-ahead requires the evaluation of the upper bound value at every belief reachable in one step. The first contribution of this paper is an efficient method to execute upper bound POMDP policies without the need to do any lookahead simulation. The second contribution is an analytical justification for improved/optimal methods to select belief points that refine the upper bound, which leads to a powerful algorithm that outperforms HSVI2, SARSOP and GapMin when compared on the most challenging POMDP benchmarks for this class of algorithms [16]. Surprisingly, and contrary to the current perception that the joint use of lower and upper bounds is the main factor for efficient search, our method does not require any lower bound. The entire planning is based on the computation of an upper bound that is tighter than existing upper bounds for the majority of the benchmarks. Our approach is justified by a novel synthesis of augmented [7][16] and deterministic POMDPs [10][2], which is introduced in this paper.

2. BACKGROUND

We first introduce key concepts and define the notation used throughout the paper.

2.1 Partly Observable Markov Decision Processes

A partially observable Markov decision process (POMDP) is formally defined by a tuple \((S, A, O, T, Z, R, b_0, \gamma)\) which includes a set \(S\) of states \(s\), a set \(A\) of actions \(a\), a set \(O\) of observations \(o\), a transition function \(T(s', s, a) = \Pr(s' | s, a)\), an observation function \(Z(o, a, s') = \Pr(o | s', a)\), a reward function \(R(s, a) \in \mathbb{R}\), an initial belief \(b_0(s) = \Pr(s)\), and a discount factor \(0 \leq \gamma \leq 1\). We allow the planning horizon to be either finite or infinite. The goal is to find an optimal policy that maximizes the (discounted) sum of rewards. A policy \(\pi: H_t \rightarrow A_t\) can be defined as a mapping from histories \(H_t \equiv A_0 \times O_1 \times \ldots \times A_{t-1} \times O_t\) of past actions and observations to actions \(A_t\), however this definition is problematic for an infinite horizon since histories may be arbitrarily long. The most common approach used to circumvent this issue is to replace histories by finite length sufficient statistics such as beliefs. A belief \(b\) is a conditional probability distribution over states, i.e.,
\[ b(s) = \Pr(s|a_0, a_1, \ldots, a_{t-1}, o_t) \forall s \in S. \]

Since states correspond to corners of the belief simplex, we will sometimes call them corner beliefs, and all the other beliefs will be called interior beliefs, while the word belief alone will refer to both corner and interior beliefs. Therefore, a policy becomes a mapping from beliefs to actions: \( \pi : b_t \rightarrow A_t. \)

The transition and observation functions \( T, Z \) are often combined into \( TZ(s', s, o, a) = T(s', s, a)Z(o, s', a) = \Pr(s', o|s, a) \).

We will often denote this combined function by \( T_{a,o}(s', s) \) to emphasize the fact that it defines the state transition induced by an action-observation pair. We will also represent \( T_{a,o} \) by a square matrix of size \( |S|^2 \) for each \( a, o \) pair.

When beliefs are used as sufficient statistics, a belief update is required in order to compute a new belief \( b_{a,o} \) after executing action \( a \) in the current belief and observing \( o \). The Bayesian belief update can be computed based on \( T_{a,o} \) as follows:

\[ b_{a,o}(s') \leftarrow \sum_s \left\{ b(s)T_{a,o}(s, s') / \sum_{s''} b(s)T_{a,o}(s, s'') \right\}. \tag{1} \]

Algorithms that use belief mappings often exploit the fact that the value \( V^* \) of an optimal policy satisfies Bellman’s equation:

\[ V^*(b) = \max_{a \in A} \left\{ R(b, a) + \gamma \sum_o P(o|b, a)V^*(b_{a,o}) \right\} \tag{2} \]

where

\[ R(b, a) = \sum_{s \in S} b(s)R(s, a) \quad \text{and} \quad \Pr_o(a|b, a) = \sum_{s, s' \in S} b(s)T_{a,o}(s, s'). \]

However, the continuous nature of the belief space prevents us from performing value iteration at all beliefs and therefore the important class of point-based techniques performs point-based Bellman backups only at a finite set of beliefs \([13]\). An approximation of the value function at all beliefs is obtained by computing the gradient in addition to the value at each belief. This allows the formation of a set of linear value functions that are often represented by \( \alpha \) vectors. The policy \( \pi \) induced by the set of alpha vectors is obtained by computing

\[ \pi(b) = a_{\text{best}} \quad \text{where} \quad \text{best} = \arg \max_i \alpha_i \cdot b. \tag{3} \]

An important fact is that such a policy is a lower bound policy and better policies may exist. Upper bounds can confirm whether a policy is near optimal or not, and provides information about areas of the belief space that should be explored further because they may yield higher rewards \([18][9][16]\).

### 2.2 Upper Bounds

The easiest way to compute an upper bound on a POMDP’s optimal policy is to use an MDP value function or a value function of a relaxation of the original POMDP that assumes that more information is available, i.e., that the process under consideration is less partially observable.

With more information, better decision can be made and values computed for such relaxations are, therefore, upper bounds. The simplest relaxation is the QMDP update rule:

\[ Q(s, a) = R_a(s) + \gamma \sum_{s'} T_{a,o}(s, s') \max_{a'} Q(s', a') \forall s, a \tag{4} \]

which computes Q-values of the underlying MDP, assuming that states are completely observable. We can select actions based on such Q-values and determine an upper bound \( \bar{V} \) as follows:

\[ \bar{V}(b) = \max_a \sum_s b(s)Q(s, a). \tag{5} \]

A tighter upper bound called the fast informed bound (FIB) \([7]\) can be obtained with the following recursion:

\[ Q(s, a) = R(s, a) + \gamma \sum_o \max_{a'} \sum_{s'} T_{a,o}(s, s')Q(s', a') \forall s, a \tag{6} \]

Unlike QMDP, which assumes that the current state is observable, FIB only assumes that the previous state is observable. It uses less information than QMDP but more information than the original POMDP which is why it yields a tighter upper bound on the optimal value of the POMDP. Overall, QMDP and FIB maintain explicit upper bounds on the values of the states (corner beliefs) and values of interior beliefs can be approximated with Eq.\([5]\).

Further improvement to the quality of upper bounds can be gained by explicitly storing better values at some interior beliefs (better values can be obtained by lookahead). We will call anchor beliefs the corner and interior beliefs for which we store explicit values since they “anchor” the upper bound and allow us to bound the value at other beliefs. Let \( G = \{ (b_i, v(b_i)) \ldots, (b_n, v(b_n)) \} \) be the set of all anchor beliefs, \( b_i \), and their upper bound, \( v_i \). We can compute an upper bound \( V^G(b) \) at any belief \( b \) outside of the anchor set by linear programming \([7]\). The linear program interpolates \( V^G(b) \) by finding a convex combination \( c \) of the anchor beliefs (i.e., distribution \( c(b_i) = Pr(b_i) \) over the anchor beliefs) such that \( \sum c(b_i)b_i(s) = b(s) \forall s \) and \( \sum c(b_i)v(b_i) = V^G(b) \) is minimal. Alternatively, one can approximate the linear program with the so-called sawtooth approximation \([7]\) by computing convex combination of the corner belief and a single interior anchor belief. An upper bound policy \( \pi^* \) can be derived from \( V^G \) by performing a one step lookahead and evaluating \( V^G \) at \( |A|/|O| \) reachable beliefs:

\[ \pi^*(b) = \arg \max_a \left\{ \sum_s b(s)R(s, a) + \gamma \sum_{o \in O} P(o|b, a) \bar{V}^G(b_{a,o}) \right\} \tag{7} \]

Past research \([7]\) has shown that the quality of upper bounds can be improved when value iteration is applied to the entire set of anchor beliefs in \( G \). Such an iterative process would require recomputing—in every iteration—convex combinations of all beliefs reachable in one step from any anchor belief in \( G \). One idea mentioned in \([7]\) is that those convex combinations can be cached and applied in several or even all iterations. Caching of convex combinations leads to the formulation of augmented POMDPs.

### 2.3 Augmented POMDPs

When value iteration is applied to the set \( G \) and caching is used, this process can be viewed as computing the QMDP or FIB bounds for an equivalent POMDP called the augmented POMDP. The states of the augmented POMDP are the anchor beliefs, which consist of the original states (corner beliefs) augmented with some interior beliefs. An explicit formulation \( (A', A', O', T', R', \Pi_{\text{FIB}}(b), \gamma') \) of augmented POMDPs was considered in \([16]\) where \( S' = \{ (b, b, e) \in G \} \), \( A' = A, O' = O, \gamma' = \gamma \) and \( R'(b, a) = \sum b(s)R(s, a) \). The initial distribution \( \Pi_{\text{FIB}}(b) = c(b) \) corresponds to the interpolation of \( b_0 \) obtained by the convex combination \( c \) of anchor beliefs that corresponds to \( b_0 \). Similarly, \( TZ'(b, b', o, a) = c(b') \Pi(b, a) \) corresponds to the interpolation of \( b_{a,o} \) obtained by a convex combination \( c \) of the anchor beliefs times the probability of the observation \( a \).

While the augmented POMDP has more states \((|G|)\) of them), the states become more observable, which allows QMDP and FIB to produce tighter bounds. In the limit, when all reachable beliefs are treated as anchor beliefs and therefore added to the state space of the augmented POMDP, the augmented POMDP becomes a fully observable belief MDP for which QMDP and FIB compute the exact optimal value function.
In existing algorithms such as HSVI2, SARSOP and GapMin, the belief are considered, and the Q-function is available, the bound on the value of a non-anchor belief can be computed using Eq. 5 where it corresponds to $V^{G_2}$ for a set of anchor beliefs. In order to select actions based on this sort of upper bound, Eq. 7 is used to perform a one-step lookahead simulation.

In what follows, we show how to obtain Q-values using G, which will allow us to execute upper bound policies without lookahead. We illustrate the approach with the sawtooth approximation of the linear program normally used to interpolate upper bound values at non-anchor beliefs. Note that the approach applies to the linear algebraic, does not require any interpolation.

The classic sawtooth upper bound interpolation is illustrated in Fig. 1 and shows how the value of an arbitrary belief $b \notin G$ can be interpolated by using values of beliefs in $G$. In our example, the upper bound $V^{G_2}(b) = V^1(b)$ where $V^1(b)$ is the value of $b$ on the hyperplane defined by $V(s_0)$ and $V(b_1)$. $V^1(b)$ is preferred to $V^2(b)$ because it yields a tighter, i.e., lower, upper bound. Since the upper bound values at anchor beliefs are not with respect to actions like in Q-functions, there is no information about the quality of actions in $b$.

Our example in Fig. 1 shows an extended version of Fig. 1 where Q-values instead of V-values are shown for points $s_0$ and $b_1$. This is possible, because Q-values for every anchor belief point are computed using QMDP or FIB. This suggests that we can potentially tighten upper bounds by using Q-values of beliefs in $G$, but more importantly, to produce upper bounds that depend on $a$. Specifically, when V-values are used, the value of $b$ is upper bounded by $V^1(b)$ which is higher than $Q(a_1, b)$. Furthermore, $Q(a_1, b)$ is based on one particular action, hence ranking of actions in $b$ is provided. The improvement is facilitated by the fact that bounds based on Q-values require the same actions for all states that define the bounding hyperplane whereas standard sawtooth always selects V-values which may be obtained by different actions for different states. Overall, this is a graphical justification of the idea for the execution of upper bound policies without lookahead at the cost of $|A|$ interpolations (one for each action).

The number of interpolations can be reduced to one by observing that it is sufficient to compute a single convex combination $c$ of the current belief, $b$, with respect to the anchor beliefs. This convex combination corresponds to the embedding of the current belief into the belief space of the augmented POMDP. Once our current belief is with respect to the augmented state space, we can perform all necessary computations in the augmented space and the upper bound policy can be computed as follows:

$$\pi^G(c) = \arg\max_a \sum_{(b_g, (b_g, v)) \in G} c(b_g) Q(b_g, a).$$

In this section, we showed how the upper bound policy can be executed without lookahead where only one interpolation of the current belief is computed. In the next section, we introduce another approach, which in addition to being elegant and well-motivated algebraically, does not require any interpolation.

4. POLICY EXECUTION IN AUGMENTED SPACE

In the previous section, we developed an approach that embeds the current belief into the augmented space. Once we are in the augmented space, the selection of an action can be done cheaply by avoiding any lookahead, but at every time step we must compute a convex combination by interpolation to embed the current belief. This embedding is expensive because the interpolation must be done by linear programming (or the sawtooth approximation) in order to obtain a convex combination of anchor beliefs that is equivalent to the current belief. In this section, we go one step further, and we observe that the augmented POMDP can be simulated directly and the entire execution of a policy can be transferred to the augmented space.

Before we explain the validity of the above approach, we show the algebraic relationship between the original and augmented belief spaces. Beliefs, $c$, in the augmented space are essentially convex combinations of anchor beliefs that constitute corner beliefs in the augmented space. Hence, having any vector $c$, the corresponding belief, $b$, in the original space can be computed using the matrix $D = [b_1, \ldots, b_n]$, of size $|S||G|$, in which anchor beliefs, $b_i$, are arranged column-wise. The following equation $b = Dc$ would project the augmented belief, $c$, onto the original space. The inverse of this operation consists of embedding an original belief in the augmented space by linear programming as described in [7].

**Theorem 1.** Given the same sequence of observations, the simulation of original and augmented POMDPs under the same upper bound policy, and the same initial beliefs generates the same sequence of convex combinations (beliefs in the augmented space) whether inference is performed in the original space and each belief is embedded in the augmented space, or we directly perform inference in the augmented space.

**Proof.** This follows from the fact that the original and augmented POMDPs are equivalent and therefore inference in either space will yield the same results.

When a policy is executed in the augmented space, the augmented belief $c$ is updated at every time step and an optimal action can be computed directly by maximizing over $|A|$ dot products, $c \cdot Q_{a_1}$, because Q-values are available for every action and every anchor belief.

The complexity of executing various types of POMDP policies is in Tab. 1. The augmented space has a more expensive belief update, however the next two sections will show that matrices, $T_{s\alpha}$, become sparser when the set $G$ grows, which mitigates the dependence on $|G|$. The cost of querying a lower bound policy depends on the number of $\alpha$ vectors which is often large ($|\alpha| \gg |A|$). The
Deterministic POMDPs were first considered in Littman’s thesis \([10]\) who defined deterministic POMDPs as those that have deterministic transitions and deterministic observations, i.e., all entries in \(T\) and \(Z\) matrices are either zero or one. Littman showed that deterministic POMDPs can be mapped to MDPs with an exponential number of states. Bonet indicated recently in \([2]\) that the LAO* \([6]\) algorithm can be used to reduce the reachable state space when the initial belief state is provided. An important property of deterministic POMDPs that was exploited in these approaches is that the MDP solution of the original POMDP provides an optimal POMDP solution whenever the initial belief state is a corner belief in the POMDP. When this is not the case, then additional planning is required in order to optimize the actions for interior beliefs that are reachable from the initial belief. Quasi-deterministic POMDPs were also considered in \([1]\) where a POMDP is quasi-deterministic when its actions are deterministic, but its observations can be stochastic. In this paper we introduce a more general notion of deterministic POMDPs called AO-deterministic POMDPs.

**DEFINITION 1.** A POMDP is AO-deterministic when all \(T_{a,o}\) matrices have at most one non-zero entry in every row.

Deterministic POMDPs are necessarily AO-deterministic because the product of deterministic transition and observation distributions yields deterministic \(T_{a,o}\) matrices with at most one non-zero entry per row. Similarly, quasi-deterministic POMDPs are necessarily AO-deterministic since a deterministic transition distribution guarantees that there will be at most one non-zero entry per row in each \(T_{a,o}\). In contrast, there exist some AO-deterministic POMDPs that are not deterministic or quasi-deterministic. Consider a POMDP with a stochastic transition distribution. As a result, it is not deterministic nor quasi-deterministic. If the observation distribution assigns a non-zero probability to a single distinct observation for each state, then each \(T_{a,o}\) will have at most one non-zero entry per row. It is also possible to construct transition and observation distributions that are both stochastic, but the resulting \(T_{a,o}\) matrices have a single non-zero entry per row. Hence, the class of AO-deterministic POMDPs is a superset of the deterministic and quasi-deterministic POMDPs. The baseball problem \([1]\) is an example of a common POMDP benchmark that is AO-deterministic, but not deterministic nor quasi-deterministic.

Similar to previous definitions, AO-deterministic POMDPs can be shown to have the property that policies that are optimal for their underlying MDPs are also optimal at the corner beliefs. This means that policies derived from QMDP and FIB upper bounds are optimal at the corner beliefs and in fact all reachable beliefs when the initial belief is a corner belief. This will become important in the next section when we show how to gradually augment a POMDP with anchor beliefs until it becomes AO-deterministic.

**THEOREM 2.** Policies that are optimal for the underlying MDP of an AO-deterministic POMDP are also optimal at the corner beliefs of this POMDP.

**PROOF.** When each row in every \(T_{a,o}\) matrix has at most one non-zero entry, corner beliefs always transition in a deterministic way to a corner belief, which means that once the underlying state is known, we can always determine the resulting state after each \(a, o\)-pair. This is equivalent to working with a fully observable process. Hence a policy that is optimal for the underlying MDP has access to the same information (identity of the state) even when the original POMDP is considered and therefore it is optimal at the corner beliefs.

**COROLLARY 1.** Policies derived from QMDP or FIB upper bounds are optimal at the corner beliefs when the POMDP is AO-deterministic.

**PROOF.** QMDP policies are optimal for the underlying MDP and therefore are optimal at the corner beliefs by Thm. \([2]\) We can also show that the FIB and QMDP upper bounds are identical for AO-deterministic POMDPs, which means that FIB policies are also optimal at the corner beliefs. FIB applies the update rule shown in Eq. \([8]\) If for all \(s\) only one \(s'\) is possible after any \(a, o\)-pair, the FIB equation can be simplified to

\[
Q(s, a) = R(s, a) + \gamma \sum_{o} \max_{a'} T_{a,o}(s, s'(s))Q(s', a') \tag{10}
\]

which further reduces to

\[
Q(s, a) = R(s, a) + \gamma \sum_{o} T_{a,o}(s, s'(s))V(s') \tag{11}
\]

because there is only one \(s'\) inside \(\max_{a'}\). Hence, \(V(s')\) can be used to remove the dependence on \(o\) and \(\max_{a'}\). The resulting update rule is a QMDP update rule as in Eq. \([8]\)

**6. A SYNTHESIS OF DETERMINISTIC AND AUGMENTED POMDPS**

Our formulation of AO-deterministic POMDPs that were introduced in Sec. \([5]\) has important implications for augmented POMDPs.

\[\text{http://pomdp.org/examples/index.shtml} \]
and how one may design an algorithm to gradually augment the set of anchor beliefs and obtain tighter upper bounds. In particular, the current perception is that only the beliefs reachable from the initial POMDP belief are important to consider as anchor beliefs. We show that beliefs reachable from corner beliefs can also be good anchor belief candidates.

The process of improving an upper bound can be seen as a loop over three steps: (1) selection of new anchor beliefs, (2) reconstruction of the augmented POMDP with new anchor beliefs, (3) computation of FIB on the augmented POMDP. This is exactly how GapMin is implemented; though, it selects beliefs according to a forward search from the initial belief only. An interesting question is when should we stop adding new anchor beliefs and is it possible to make this decision without consulting any lower bound? The answer is in our definition of AO-deterministic POMDPs. An important feature of augmented POMDPs is that whenever—for an anchor belief b—the reachable belief b_{a,o} is added to G, the transition from b to b_{a,o} becomes deterministic in the corresponding T_{a,o} matrix, i.e., in T_{a,o}, the row that corresponds to b, will have only one non-zero entry equal to Pr(o|b, a) at b_{a,o}. Therefore, the process of refining upper bounds through the addition of new anchor beliefs, can be seen as a gradual determination of the corresponding augmented POMDP. The determination is important, because after adding b_{a,o} to the augmented POMDP, the upper bound at b becomes closer to V^*.

An exact Bellman backup is used to propagate the upper bound at b_{a,o} back to b. In general, anchor beliefs do not necessarily need to be those that are reachable from the initial belief (as it is done in SARSOP, HSVI2, or GapMin). Beliefs reachable from the corner beliefs are also good candidates since they help to determinise augmented POMDPs.

Overall, considering the properties of AO-deterministic POMDPs, tightening an upper bound can be seen as a dual process. The first process tries to make the augmented POMDP deterministic for corner beliefs and this way the QMDP solution of such a POMDP would be optimal for any initial belief that belongs to G, whereas for any belief not in G the second process with forward search would be required (as introduced in [10,2]). When V^G(b_0) is considered, sometimes better improvements can be achieved through the addition of anchor beliefs found using forward search from the initial belief, whereas in other cases determination of the augmented POMDP by a search from the corner beliefs may lead to tighter bounds. The process that reduces V^G(b_0) the fastest is domain dependent. In particular, in domains that are AO-deterministic, only forward search is important because there is no need to add beliefs reachable from the corners since that part of the POMDP is already deterministic. Based on this discussion, we propose an algorithm (shown in Alg. 1) to refine upper bounds. When the POMDP is deterministic and b_0 \in G then we know that the upper bound solution is optimal. In contrast, when b_0 \notin G, then the only thing that makes sense is a forward search from b_0. When the POMDP is not AO-deterministic, we sample the set H of N corner belief states from G where we sample only among corners that have at least one b_{a,o} \notin G. Here, the sampling is based on the occupancy frequency (OCF) [15]. Intuitively, the more often the corner belief is visited (when the policy starts in b_0), the more critical it will be to improve its upper bound estimate. Hence, corners whose occupancy frequency with respect to b_0 is higher are ranked higher and are more likely to be sampled. After that, for every belief in H, we sample one trajectory and add to G the first belief that was not in G. When the execution of the above algorithm terminates, we update the augmented POMDP with new anchor beliefs. Next, FIB is computed on a new, larger augmented POMDP and the above procedure is executed again.

Interestingly, almost 15 years ago Hauskrecht [7] investigated a very similar direction, however his motivation was different; at least, it did not make connections with deterministic POMDPs. In the algorithm for adaptive selection of anchor beliefs, Hauskrecht sampled beliefs reachable from corners and added reachable beliefs to G. This process also leads to determination of the augmented POMDP according to our definition. His motivation for this procedure (shown in detail in Alg. 2) was that when the successors of current anchor beliefs are added to G, the values of corner beliefs may be reduced and this may subsequently reduce the values of beliefs that interpolate the corner beliefs. In every iteration, Alg. 2 samples one trajectory starting from every original corner b \in S (S is the set of corners of the original POMDP). Note, that this algorithm will not find any useful anchor beliefs when the original POMDP is deterministic.

Properties of augmented POMDPs and the fact that they converge to deterministic augmented POMDPs, when more beliefs are added, could be used as another way of illustrating that planning in infinite horizon POMDPs is undecidable [11] since infinitely many anchor beliefs may be required.

7. EXPERIMENTS

Even though POMDP planning with infinite horizon is undecidable [11], Poupart et al. [16] reduced the gap between lower and

### Algorithm 1: Anchor Beliefs: Our Method (N = 50 in all experiments)

**Data:** S, G, V^G, OCF, N, Q— in augmented space

1. G_{new} ← ∅
2. if POMDP is AO-deterministic then
   3. for i = 1 to N do
      4. if b_0 ∈ G then
         5. return G_{new}; /* nothing to improve */
      6. else
         7. b ← FORWARDSEARCH or LAO*
         8. add b into G_{new}
   9. else
      10. H ← SAMPLECORNERS(G, OCF, N); /* sample among corners with non-deterministic transitions only */
      11. for all corner beliefs b ∈ H do
         12. repeat
            13. c ← embed b into augmented space
            14. a∗ ← action for c using augmented Q-values
            15. sample observation o according to P(o|b, a∗)
            16. b ← b_{a,o}
            17. until b ∉ G ∪ G_{new}
         18. add b into G_{new}
      19. return G_{new}

### Algorithm 2: Anchor Beliefs: Hauskrecht’s method

**Data:** S, G, V^G

1. G_{new} ← ∅
2. for all corner beliefs b ∈ S do
   3. repeat
      4. a∗ ← LOOK-AHEAD(b, V^G)
      5. sample observation o according to P(o|b, a∗)
      6. b ← b_{a,o}
      7. until b ∉ G ∪ G_{new}
   8. add b into G_{new}
9. return G_{new}
upper bounds to one unit at the third significant digit for many standard POMDP benchmarks. We report experiments for the POMDPs that were challenging for all algorithms tested in [10], i.e., problems where existing algorithms cannot close the gap to one unit at the third significant digit. Note that even POMDPs with a small number of states may be difficult to solve as suggested by the size of the remaining gap.

7.1 Policy Execution Times

When bounding algorithms (i.e., SARSOP, HSVI2, GapMin) perform planning, they need to execute lower and/or upper bound policies. Hence, fast execution of upper bound policies can lead to faster planning. Before we evaluate the quality of upper bounds, we compare the execution time of several upper bound policies; we also include a lower bound policy from SARSOP for reference.

The experiment compares the execution time of 1000 episodes of some policies optimized for 1000 seconds. This includes SARSOP’s lower bound policy and three upper bound policies obtained by running Alg. 1 with the sawtooth approximation: a standard lookahead policy in the original space (UB-Orig-lookahead), embedding of beliefs in the augmented space (UB-C), and upper bound policy in the augmented space (UB-Augmented). Fig. 2 shows the running times as multiples (in logarithmic scale) of the time taken by a cheap default QMDP policy. The results confirm that the execution of upper bound policies in the original space with lookahead is time consuming. The time to execute lower bound policies (SARSOP) is also considerably large. While the execution of lower bound policies involves only the computation of dot products between beliefs and \( \alpha \)-vectors, the process becomes time consuming when the number of \( \alpha \)-vectors is large. UB-C turned out to be the fastest in most cases; though, execution in the augmented space was faster in two cases. Overall the time to execute upper bound policies can be reduced significantly with the techniques described in this paper. Even though the policy in the augmented space was not faster than the UB-C policy in general, it was still faster than other policies in many cases. This is a useful insight because augmented POMDPs provide an elegant way of using anchor beliefs, which are important whenever upper bounds are required for branch-and-bound [12] or bounding planners [15]. Since UB-C was the fastest in this experiment, we used it in Alg. 1 as part of the most competitive solution in the next experiment.

The simulated quality (averaged over 1000 trials) of the policies compared in Fig. 2 is shown in Fig. 3. QMDP was surprisingly good on more than half of the benchmarks. Even if bounding POMDP planners have difficulties to tighten the gap, upper bound policies—QMDP in particular—can be competitive in a practice. In some situations, the upper bound policy in the augmented space (UB-Augmented) showed superior performance, which is nice given that it is the second fastest policy. Policies derived from upper bounds can be poor since they do not directly optimize a lower bound. This happened on a few domains in Fig. 3 e.g., on learning.c2-c4. In such situations, one cannot rely on upper bound policies. Nevertheless, better upper bounds are advantageous for both branch-and-bound and bounding point-based planners.

7.2 Upper Bounds

Upper bounds are useful to evaluate how far from optimal a policy may be and to guide the search for good controllers in branch and bound [12]. Hence, there is a need to tighten upper bounds. We compare the upper bounds from Sec. 6 to the state-of-the-art.

We used the source code of SARSOP, HSVI2, and GapMin available at their authors’ websites and all algorithms were executed on the same machine. Our method is named Aug-OCF and corresponds to Alg. 1 whereas Aug-H represents Alg. 2. Out of 24 problems (selection criterion explained at the beginning of Sec. 7), 21 of them were not AO-deterministic according to Def. 1. Hence, for those problems, our algorithm selects anchor beliefs based on the occupancy frequency and ranks corners as shown in Alg. 1. Table 3 shows the results. The column UB shows the upper bound computed by each method. Our algorithm Aug-OCF computed the best upper bounds on the majority of benchmarks. Interestingly, an old idea suggested by Hauskrecht [7] and implemented in Aug-H turned out to be very competitive.

The three remaining POMDPs were AO-deterministic. Two of them, underwaterNav and rockSample_7-8 have both deterministic actions and deterministic observations whereas baseball has only AO-deterministic observations. Aug-H did not compute any interior anchor belief for those AO-deterministic domains because it starts its sampling process from corner beliefs and in the case of AO-deterministic POMDPs interior beliefs are never reached. For this reason, Aug-H does not appear in the results in Table 2. Aug-OCF performed only forward search from \( b_0 \) according to Alg. 1 (the algorithm determines beforehand that expanding initial corners will not find any additional anchor beliefs). Our forward search is a variation of LAO*. The results show that HSVI2 was the best within 1000 seconds time limit. This fact is not surprising because LAO* requires an efficient implementation that does not always adhere to its original motivation; the original paper [6] introduces one such variation called efficient LAO*. Since current research on bounding algorithms for POMDPs has focused on forward search from \( b_0 \), HSVI2, SARSOP and GapMin can be seen as fast, efficient implementations of LAO*-type of algorithms, and there is no surprise that HSVI2 was the best in Table 2. This work shows how to tighten the upper bounds for non AO-deterministic POMDPs as reported in Table 3. To further highlight the quality of our results, Table 3 contains additional upper bounds computed by HSVI2, SARSOP, and GapMin, when these algorithms are given an order of magnitude more time. It can be seen that in most cases after 10^3 seconds the upper bound found by these methods is still not as good as what our proposed algorithms find in 10^3 seconds.

8. CONCLUSION AND FUTURE WORK

Tightening upper bounds on the optimal value function remains an important challenge [8]. In this paper, we introduced the notion of AO-deterministic POMDPs, which generalizes previous notions of deterministic POMDPs, and combined it with the notion of augmented POMDPs that are used in bounding planners. We showed that the process of improving upper bounds makes the augmented POMDP deterministic, i.e., by improving the upper bound, one makes the augmented POMDP more deterministic. This explanation allowed us to design a straightforward solution that yields...
<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>Gap</th>
<th>LR</th>
<th>UB</th>
<th></th>
<th></th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>aloha.10</td>
<td>svrmp</td>
<td>9.10</td>
<td>1055.44</td>
<td>244</td>
<td>5499</td>
<td>228</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>135.00</td>
<td>2</td>
<td>18.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>aloha.30</td>
<td>svrmp</td>
<td>36.93</td>
<td>1075.33</td>
<td>61</td>
<td>1529</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.099</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>142.00</td>
<td>2</td>
<td>17.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>svrmp</td>
<td>0.39</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.67</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>sarsop</td>
<td>0.48</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.71</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>sarsop</td>
<td>0.48</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.71</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>sarsop</td>
<td>0.48</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.71</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>sarsop</td>
<td>0.48</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.71</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>sarsop</td>
<td>0.48</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.71</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>sarsop</td>
<td>0.48</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.71</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sarsop</td>
<td>sarsop</td>
<td>0.48</td>
<td>287.73</td>
<td>35</td>
<td>1689</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>γ = 0.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug-OCF</td>
<td>0.71</td>
<td>3</td>
<td>1.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
tighter bounds than state-of-the-art bounding planners on the majority of hard benchmarks from [16]. The key to design our algorithms was our synthesis of AO-deterministic and augmented POMDPs. Furthermore, our results were obtained without using any lower bounds to guide the search. In future work, it would be interesting to see how our ideas could be combined with existing planners that optimize both bounds at the same time. We believe that this could lead to further improvements.

Until now, the execution of upper bound policies was not practical due to prohibitive computational costs although upper bounds are computed during planning [8,16]. We showed two new methods that avoid traditional lookahead and embed beliefs in the augmented space. As a result, the time to execute upper bound policies is now on par and sometimes lower than that of lower bound policies. In the future we would like to explore the use of our methods in the context of branch and bound search techniques [12,17,4] since upper bounds are critical for pruning.
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