It’s Only a Computer: The Impact of Human-agent Interaction in Clinical Interviews
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ABSTRACT
Research has begun to explore the use of virtual humans (VHs) in medical interviews [1]. When designed as supportive and “safe” interaction partners, VHs may improve such screenings by encouraging patients to disclose more personal information [2-3]. In medical contexts, patients often feel resistance to self-disclosure and engage in impression management to be viewed more positively by healthcare providers. This paper provides the first empirical evidence that VHs can reduce such resistance and impression management. In the context of health-screening interviews, we report a study in which participants interacted with a VH that was either teleo-operated by humans (Wizard-of-Oz) or fully-automated (AI). Independently, we manipulated whether participants believed the VH was controlled by humans or automation. As predicted, participants who believed they were interacting with a computer reported lower resistance to self-disclosure, lower impression management and higher system usability than those who believed they were interacting with a human operator. Whether the virtual human was actually operated by a human or AI only affected ratings of the system’s usability. These results suggest that automated VHs can help overcome a significant barrier to obtaining truthful patient information in medical domains.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Human-agent Interaction – virtual humans
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1. INTRODUCTION
Virtual humans are becoming an important tool for training across a number of contexts from military and business to medical and counseling. Users can learn a number of skills sets, from interpersonal skills to specific tasks, by interacting with virtual humans. As tools, virtual humans (VHs) could have some advantages over their “live” human counterparts. For example, using VHs in place of real people is usually less labor-intensive. Users’ experiences can be better standardized with VHs than with human beings. VHs can also provide a “safe” environment to explore social interactions. This sense of safety can encourage learning or honest disclosure of important information.

The healthcare field, in particular, may benefit from the latter potential advantage of virtual humans: honest disclosure of personal information. Failure to provide fully honest responses in medical interviews can result in serious consequences for patient health. Therefore, much research has considered how to gain more detailed and honest medical histories, especially sensitive information, from patients [4-5]. For example, physicians have been encouraged to establish rapport, or the experience of harmony, fluidity, synchrony, and flow felt during a conversation, with their patients [2]. Indeed, rapport fosters honesty [4-6].

Although a number of factors may contribute to patients providing more honest, detailed information to healthcare providers [6], psychological barriers to honest responding are primary factors that can be modified. At least two psychological factors can hinder honest responding in medical contexts: 1) fear of self-disclosure, and 2) impression management.

First, patients might not reveal personal information out of a fear of self-disclosure. They often hold back information because they feel afraid that they are being viewed negatively by the healthcare professional [7]. Patients may be particularly afraid to disclose personal, sensitive or stigmatizing information. Unfortunately, such information can be the most important for them to disclose to healthcare professionals.

Second, patients engage in impression management [8], only disclosing information that will lead healthcare providers to view them positively. They try to selectively represent themselves and their behaviors in ways that they believe will make healthcare professionals view them positively.

Through fear of self-disclosure and impression management, healthcare professionals may get a very inaccurate picture of the patient and his or her medical history, which can have serious health consequences. We argue that VHs could be used to reduce these psychological barriers to honest responding. Specifically, we contend that interacting with a VH will result in lower fear of self-disclosure and reduced impression management.

“The possibility that people would tell an impartial machine personal or embarrassing things about themselves, without fear of negative evaluation, has been raised since the first uses of computers for communication” [9]. Since these initial uses of
computers for assessment, researchers have established a robust literature investigating the benefits of using computer-administered assessment methods to solicit more honest, detailed responding. A meta-analysis of this literature found that computer-administered assessment methods lead to greater disclosure of personal information than traditional non-computerized methods [9].

The effect of computer-administered assessment on honest responding is particularly strong in medical and mental health contexts due to the intimate nature of the information required. Consider, for example, the task that healthcare professionals have when assessing suicide risk. As suicide is highly stigmatized in most cultures, patients are often afraid to admit to such thoughts in face-to-face interviews. However, when asked to disclose information about suicidal thoughts by computer-administered assessment methods, participants not only felt more positively about the assessment than with traditional assessment methods, but, more importantly, they gave more honest answers [10].

Although computer-administered assessments can improve honest responding for even mundane private information [11-12], these effects are especially strong when the information is illegal, unethical, or culturally stigmatized [9]. As many behaviors that harm mental and physical health fall into this category (e.g., drug use or unsafe sex), computer-administered assessments can be especially important in health domains.

Accompanying their meta-analysis [9], Weisband and Kiesler offer an explanation for why people give more honest responses to a computer: when compared to traditional methods, computer-administered assessment formats allow for a “sense of invulnerability to criticism, an illusion of privacy, the impression that responses ‘disappear’ into the computer”. Several studies have confirmed that respondents perceive computer-administered assessments to be more anonymous than traditional paper-and-pencil assessments, and computer-mediated interviews to be more anonymous than face-to-face interviews [11-15].

Computer-administered assessments can make participants feel more anonymous in a number of ways, and any of these aspects may increase honest responding. Specifically, computer-administered assessments remove two factors that have been shown to undermine anonymity and honest responding: 1) the “mere presence” of another person, and 2) the “mere belief” that responses are being observed and judged.

First, merely being present in the same room with another person (“mere presence”) can reduce anonymity and thereby decrease honest responding. For example, when participants interacted with each other via a computer-mediated system (i.e., in different rooms), they felt more anonymous and disclosed more, compared to when participants interacted with each other face-to-face [12]. In other words, simply sitting across from another human being can make people respond less honestly.

Second, the “mere belief” that another is – in the moment – evaluating their responses can discourage people from responding honestly. For example, people respond more honestly in face-to-face interviews if the interviewer remains unaware of their answers. Turner and colleagues employed a survey technique where, after the interviewer asks a question, the respondent answers on a separate sheet of paper that is then sealed in an envelope [16] (the approach is especially useful when respondents have poor reading skills). Even though the person knows their answers will eventually be seen and judged, removing the “mere belief” that their responses are judged in the moment can encourage people to respond more honestly.

Whereas Turner et al.’s survey technique [16] removed only “mere belief”, other survey formats allow for removal of both “mere presence” and “mere belief”. Indeed, self-administered questionnaires, for example, are completed without an interviewer (hence they are “self-administered), and participants’ responses are not observed while they complete the assessment. Accordingly, compared to face-to-face interviews, self-administered questionnaires increase honest responding across a wide range of domains [17-19]. Although it is unclear which aspect of anonymity (removal of “mere presence” or “mere belief”) is driving this effect of self-administered questionnaires, the effect does seem to be broad. Indeed, self-administered questionnaires can reduce each of the aforementioned barriers to honest responding: fear of self-disclosure and impression management. First, self-administered assessments can help patients overcome their fear of disclosing stigmatized personal information, which they could have hidden, such as reporting that they had an abortion [17]. Second, during such assessments, participants do not flatter their reports of health-related habits as much, reporting greater alcohol and drug use as well as a higher number of sexual partners [18-19].

Across self-administered, computer-administered, and even face-to-face assessments, it seems that the “mere belief” that another human will observe patients’ responses makes them less willing to be honest in what they report. Moreover, removing this “mere belief,” along with the “mere presence” of another human, helps to make both computer- and self-administered assessments seem “safe” and anonymous. Accordingly, participants are more likely to respond honestly, overcoming fear of negative evaluation and desire to engage in impression management.

2. THE PRESENT RESEARCH

Even though computer- and self-administered assessments increase honest responding, it is possible that other formats could result in even more forthcoming disclosures. Computer- and self-administered assessments allow for removal of the “mere presence” of another human, but – in these formats – the experience of rapport is removed right along with “mere presence”. Because they lack any human element, traditional computer- and self-administered assessments do not evoke any feelings of social connection. This lack of rapport cuts against the aforementioned benefits of anonymity in healthcare contexts. While the anonymity of computer-administered assessments increases honest responding of sensitive health information, decrements in felt connection decrease self-disclosure [4-6]. Therefore, computer-administered assessments may not evoke as much honest responding as would be possible if these assessments encouraged feelings of rapport.

However, with the advent of virtual humans (VHs), computer-administered assessments can now evoke feelings of rapport without the “mere presence” of another human being. Indeed, when VHs have been designed to be human-like in their relational behaviors, they evoke feelings of rapport. Compared to agents without relational behaviors, relational agents have been found to increase such feelings, and in turn, liking of the agent [1-3]. Moreover, because patients can interact with VHs without another human present, VHs could evoke a feeling of rapport without “mere presence” of another human. Without “mere presence,” patients could also feel more anonymous than they do during
face-to-face interviews. Therefore, when relational VHs are used to give computer-administered assessments, respondents could experience a sense of rapport without sacrificing the sense of anonymity that comes with computer-administered assessments.

Specifically, as a form of computer-administered assessment, interviewing with a VH should be experienced as anonymous in both senses: removal of “mere presence” and “mere belief”. When interacting with a VH, participants usually believe (or can be led to believe) that their responses are not currently being observed by another human being. Additionally, participants who are interacting with a VH are not placed face-to-face with a real person. Yet, like interacting with a real human, interacting with a relational VH would also create feelings of social connection. Experiencing rapport in the absence of “mere presence” and “mere belief” could be optimal for eliciting honesty. Therefore, in efforts towards more open responding in medical contexts, VHs could provide the best of computer-assisted and face-to-face assessment.

Given that VHs could evoke a sense of anonymity (absence of “mere presence” and “mere belief”) like other computer-administered assessments while at the same time preserving feelings of rapport that occur in human-human interactions, interviews with VHs should lower fear of self-disclosure compared to interacting with a human. If participants believe that no other human is observing their responses, they also feel that it is “safe” to express themselves without engaging in impression management. Likewise, because there is no one present to impress, absence of “mere presence” should also result in less impression management. Therefore, overall, interviews with VHs should result in decreased fear of self-disclosure and impression management compared to interviews with a human.

However, it is possible that any one of these three factors – rapport, “mere presence” or “mere belief” – could affect honesty in responding. For example, removal of “mere belief” alone could reduce fear of self-disclosure and impression management. If this is the case, interviews with VHs should reduce such fear and impression management not only compared to interviews with humans, as we argue above, but also compared to interviews with a VH that participants believe is teleo-operated by a human. That is, if removal of “mere belief” is sufficient to elicit greater honesty, interacting with a VH should result in more honest responding when participants believe the VH is automated than when they believe it is controlled by a human being.

We argue that removal of “mere belief” is sufficient. Even if human were – in fact – to observe participants’ responses during interviews with a VH, if participants believe that there is no human present, they should respond more honestly. For instance, if a VH interviewer were to be teleo-operating (like a puppet – or like the Wizard-of-Oz), but the participants believed it was operated by a computer system, the assumed anonymity afforded by this belief should be sufficient to lower fear of self-disclosure and impression management. In this paper, we use such a paradigm to establish that believing that one is interacting with an automated VH can result in more honest responding. Therefore, this paper provides the first empirical test of the possibility that, because they remove the “mere belief” that responses are being judged, VHs can reduce fear of self-disclosure and impression management.

Specifically, to isolate the impact of “mere belief” on such honest responding, other factors that could affect honesty – rapport and “mere presence” – need to be held constant. Therefore, we employed a VH interviewer that was designed to be relational and lack “mere presence” (no real human was present during the interview), and for which “mere belief” could be manipulated. Participants were told that the VH was either operated by a computer or a human. Through this manipulation of frame, we were able to test whether believing that responses are not currently being observed by another human being (computer frame) helps reduce fear of self-disclosure and impression management compared to believing that responses were being observed (human frame).

Given that belief is assumed to be essential to “mere belief”, only beliefs about whether the VH is operated by computer or human should matter. Whether the VH is actually operated by the computer or teleo-operated by a human should be irrelevant for fear of self-disclosure and impression management. Therefore, in addition to frame, we also manipulated whether participants actually interacted with a VH that was teleo-operated by human (Wizard-of-Oz) or fully-automated (AI). We hypothesized that people who believed they were interacting with a computer during an interview with a VH (computer frame) would exhibit less fear of self-disclosure and impression management than those who believed that they were interacting with a human during the interview with the VH (human frame). In contrast to this expected effect of “mere belief”, we predict that whether participants interact with a VH that is either actually teleo-operated by humans (Wizard-of-Oz) or, in fact, fully-automated (AI) would have no effect on fear of self-disclosure and impression management.

To test these hypotheses, we conducted a study in which participants interacted with a VH during a semi-structured interview. The VH was either teleo-operated by humans (Wizard of Oz) or fully-automated (AI). Independently, we manipulated whether participants believed the VH was controlled by humans (human frame) or a computer program (computer frame). After the interview, participants completed measures of fear of self-disclosure [20] and impression management [21]. Additionally, we investigated whether participants would also rate the system itself more highly when it was framed as controlled by a computer; accordingly, participants were finally asked to complete the System Usability Scale [22].

3. METHOD

3.1 Design

Two hundred and thirty nine participants (149 males, 90 females) were recruited via Craigslist. All participants who met requirements (i.e. age between 18 and 65, and adequate eyesight) were accepted.

In this study, all participants interacted with a VH. Participants were randomly assigned to a computer frame or a human frame: some participants were told that they would be interacting with an automated system, and others were told that they would be interacting with a human-controlled system. The experimenter introduced participants to the system using graphic representations as well as verbal descriptions that manipulated frame. Participants in both frames were told that there would not be any real human in the room with them, and thus their responses would be “anonymous” (in that “mere presence” was removed). Although anonymity in terms of “mere presence” was held constant across conditions, our frame manipulation varied in terms of “mere belief”. In the computer frame, participants were led to believe that their responses were not being observed. They were told:

…Our virtual human uses artificial intelligence to have a conversation with you, yet preserves your anonymity. The system gets audio and visual input from you. It uses a Speech Recognition tool to understand what you’re
saying, then uses a complex series of equations to choose the best way to respond...

In the human frame condition, participants were led to believe that their responses were being observed. They were told:

… Our virtual human is like a puppet. It allows a person in another room have a conversation with you, yet preserves your anonymity… My colleague will be sitting in the other room, and be able to see and hear you on this screen. She has access to a set of pre-recorded questions and responses that will be used to have a conversation with you....

In reality, some participants interacted with our VH when it was controlled by a human (Wizard-of-Oz method), whereas other participants interacted with our VH when her responses were fully automated (AI method). All participants were randomly assigned to either the computer or human frame, regardless of whether they experienced the WoZ or AI method. Accordingly, the experiment consisted of a 2 (frame: computer vs. human) × 2 (method: WoZ vs. AI) design. In all interactions, the VH interacts verbally and nonverbally in a semi-structured manner with a participant.

In WoZ, Wizards were blind to framing condition. However, in 21 WoZ sessions, Wizards learned the condition; these were excluded. Additionally, after interacting with our VH, participants completed a manipulation check: they selected whether the VH was “controlled by a computer” or “controlled by a human”. Those who failed the manipulation check were also excluded. Together, these exclusions left 154 subjects, 77 in each condition. This includes 57 Wizard of Oz interactions and 97 Artificial Intelligence interactions. In 9 interactions with the Artificial Intelligence, the system failed; these sessions were also excluded.

3.2 The Virtual Interviewer: SimSensei

Across all conditions of the experiment, participants engaged in a spoken interaction with the SimSensei relational VH (Figure 1). System details are described elsewhere (see [23]). Human interviewers employ a variety of skills to reduce patient fear of self-disclosure, and several research efforts have examined how to automate and incorporate these skills into VH systems. For example, the rapport agent by Gratch and colleagues [2] uses vision and prosodic analysis to provide active listening behaviors (e.g., smiles, head nods and postural mimicry). The Relational Agents work of Bickmore and colleagues combines these nonverbal skills with verbal techniques including expressions of empathy, social dialogue and reciprocal self-disclosure [1].

Empirically, these techniques have been shown to increase self-disclosure, as well as feelings of rapport, self-efficacy and trust [1-3]. SimSensei builds on this existing technological base and is part of a larger research effort to examine the feasibility of virtual health agents for mental health screening. This kiosk-based system is aimed at clients resistant to seeking traditional care and combines the advantages of traditional web-based self-administered screening, which allows for anonymity, with a VH interface, which fosters the rapport-building techniques employed by the Rapport- and Relational-agent work.

The virtual human conducts a semi-structured screening interview with a user via spoken language. The interview is structured around a series of agent-initiated questions organized into phases: initially there is a rapport-building phase where the agent asks general introductory questions (e.g., “Where are you from originally?”); this is followed by a clinical phase where the agent asks a series of questions about symptoms (e.g., “How easy is it for you to get a good night’s sleep?”); finally, the agent ends with a series of more positive questions designed to return the patient to a more positive mood (e.g., “What are you most proud of?”). At each phase, the agent can ask follow-up questions (e.g., “Can you tell me about that?”), provide verbal empathetic feedback (e.g., “I’m sorry to hear that”), and produce nonverbal behaviors (e.g., nods, expressions) for active and empathetic listening.

The system itself was developed in an iterative fashion: an analysis of face-to-face interviews informed the design of a semi-automated system, which in turn, informed the creation of a fully-automated AI prototype. Analysis of the face-to-face interviews produced a library of questions, follow-up questions and verbal and nonverbal feedback behaviors that could be used by the agent. The semi-automated system used human operators (Wizard-of-Oz method), operating the system from another room, drive the selection and timing of these library-elements during a series of interviews. While the basic order of questions was structured into phases, wizards had to decide 1) when to take the turn from the user, 2) if to ask a follow-up question, 3) if to provide verbal empathetic feedback and 4) when to provide nonverbal behaviors such as nods and smiles. The low-level realization of these behaviors was determined by automation. These wizard choices serve as a corpus of training data from which a fully-automated system was created. Both the semi-automated (Wizard-of-Oz) and fully-automated (AI) versions of the interviewer are used in this study. As mentioned, Wizards were blind to frame condition. For additional information about development and implementation of this system, see DeVault et al. [23].

3.3 Measures and Procedure

After giving consent and receiving an explanation of the system, which served as a manipulation of frame, participants completed demographic questionnaires. Then participants engaged in an interview with the virtual human. After the dialogue concluded, participants completed a number of questionnaires. First, to measure fear of self-disclosure, participants completed a modified version of the Brief Fear of Negative Evaluation Scale – Straightforward Items [20]. Specifically, items were modified to refer to their fear that participants felt during the interaction with our VH. For example, on a scale from 1 (strongly disagree) to 5 (strongly agree), participants responded to items like “I was afraid the interviewer noticing my shortcomings.” Participants then completed the Balanced Inventory of Desirable Responding

Figure 1. SimSensei, the Virtual Human Interviewer
(BIDR), measuring impression management and self-deception [21]. On a scale from 1 (strongly disagree) to 5 (strongly agree), participants responded to items like “I never regret my decisions” and “I am a completely rational person,” respectively. Although we were only interested in the effect on impression management, for completeness, we also report analyses for self-deception. Finally, participants completed the System Usability Scale [22] with respect to our virtual human dialogue system. Participants rated the system on a scale from 1 (strongly disagree) to 5 (strongly agree) with items such as, “I thought the system was easy to use,” for example. Upon completion of the questionnaires, participants were debriefed, thanked and paid.

4. RESULTS

We used Fear of Negative Evaluation (FNE) to measure fear of self-disclosure, Impression Management (IM) subscale to index impression management, and System Usability (SU) scale to system usability. For completeness, Self-deception (SD) subscale was also analyzed. For each of these scales, participants' total scores were calculated for analysis. Table 1 displays group means for total scores and associated standard errors for each measure.

<table>
<thead>
<tr>
<th>Frame Method</th>
<th>Computer</th>
<th>Human</th>
<th>WoZ</th>
<th>AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNE</td>
<td>16.54 (.69)</td>
<td>18.61 (.63)</td>
<td>17.19 (.76)</td>
<td>17.95 (.53)</td>
</tr>
<tr>
<td>IM</td>
<td>56.29 (1.33)</td>
<td>59.76 (1.16)</td>
<td>57.68 (1.39)</td>
<td>58.38 (1.08)</td>
</tr>
<tr>
<td>SD</td>
<td>66.72 (1.24)</td>
<td>68.59 (1.08)</td>
<td>69.03 (1.30)</td>
<td>66.29 (1.01)</td>
</tr>
<tr>
<td>SU</td>
<td>72.46 (1.64)</td>
<td>68.54 (1.44)</td>
<td>73.85 (1.72)</td>
<td>67.16 (1.34)</td>
</tr>
</tbody>
</table>

Note. \( ^\text{1} p \leq .075. \, ^\text{*} p \leq .05. \)

First, we conducted a 2 (frame: computer vs. human) × 2 (method: WoZ vs. AI) ANOVA on participants' total fear of negative evaluation (FNE) scores. There was only a significant main effect of frame, \( F(1, 130) = 4.90, p = .03, d = 0.75 \), such that those who received the computer frame reported lower fear of self-disclosure than those with the human frame (see Figure 2).2

Results of an ANOVA on participants’ total impression management (IM) scores revealed a main effect of frame, \( F(1, 141) = 3.88, p = .05, d = 0.37 \), such that participants who received the computer frame reported lower impression management after the interaction than those who received the human frame (see Figure 3). No other effects approached significance, and a compulsory parallel ANOVA on total self-deception (SD) scores yielded no significant effects, \( F_s < 2.77, p_s > .10. \)

![Figure 2. Fear of negative evaluation scores by frame.](image2)

![Figure 3. Impression management scores by frame.](image3)

Finally, analysis of system usability (SU) scores yielded a marginal main effect of frame, \( F(1, 141) = 3.23, p = .075, d = 0.30 \), such that participants who received the computer frame rated the virtual human dialogue system as higher in usability than those who received the human frame (see Figure 4).

![Figure 4. System Usability scores by frame.](image4)

This analysis also yielded a main effect of method, \( F(1, 141) = 9.42, p = .003, d = 0.52 \), those who experienced WoZ rated the system as more usable than those in the AI group (see Figure 5).3

![Figure 5. System Usability scores by method.](image5)
5. DISCUSSION

Results confirmed our hypotheses and showed that automated virtual humans (VHs) are able to reduce fear of self-disclosure and impression management. Participants who were told that the VH interviewer was fully automated (computer frame) reported significantly lower fear of negative evaluation and impression management than participants who were told that the VH interviewer was teleo-operated by humans (human frame). This provides clear evidence that VHs can retain the benefits of computer-administered assessments (i.e., removal of both the “mere presence” of an interviewer and the “mere belief” that one is being judged) while simultaneously incorporating the benefits of relational skills (e.g., rapport and social dialog).

In addition to manipulating frame, the present study also manipulated whether participants actually interacted with a VH that was teleo-operated by human (Wizard-of-Oz) or fully-automated (AI). We assumed that only the belief that responses will not be observed would affect honest responding, not whether the responses would actually be observed or not. As expected, there was no effect of or interaction with method (Wizard-of-Oz versus AI) on fear of self-disclosure or impression management.

While frame condition did have an effect on impression management, the effect on self-deception did not approach significance. As we merely analyzed this subscale of BIDR for completeness, we did not expect an effect of “mere belief” on self-deception. Indeed, feeling anonymous should encourage honest reporting to others, not necessarily honesty with oneself. This divergence between the impression management and self-deception subscales of the Balanced Inventory of Desirable Responding does, however, add further validity to the distinction made between these two sub-factors of desirable responding [21].

We also explored the effect of believing that the VH interviewer was fully automated versus teleo-operated by humans on ratings of the VH system itself. Participants rated the system marginally more positively when they believed it was fully automated than when they believed it was tele-operated. This marginally significant effect may have been due to a halo effect, such that participants extended (or misattributed) their positive feelings of “safety” and anonymity to the system itself. Alternatively, it may simply be that the system seems more impressive when one believes that it is automated due to the novelty of such automation.

In contrast to the effect of “mere belief” on system usability, the actual method (Wizard-of-Oz versus AI) employed to operate the VH had an opposite effect on these ratings of the system. Regardless of frame, Participants who interacted with a VH interviewer that was fully automated rated the system as lower in usability than those who interacted with the VH when it was teleo-operated by humans. As the automated system is still in development, the automated VH made more errors compared to when the VH was teleo-operated by humans. It is likely that this higher prevalence of errors is sufficient to explain the lower ratings of system usability. Importantly, however, this greater incidence of errors committed by the automated VH did not result in any greater fear of self-disclosure or impression management. This bodes well for use of VHs -even those still in development-for eliciting personal information.

Indeed, this paper provides the first empirical evidence that VHs can reduce fear of self-disclosure and impression management in a clinical interview context. Additionally, we show that VHs are able to have this impact because they allow patients to feel as though their responses are not currently being judged. This belief that responses were not being judged allowed participants to feel less fearful of disclosing information and reduced desire to make a good impression. Participants unsolicited anecdotal remarks echo the importance of “mere belief” that this study establishes:

“I wish you hadn't told me that other people were in the other room listening in. It was weird, like, I don't even know these people. I would have said a lot more stuff if they weren't there.”

“[I] would have felt more comfortable if nobody was watching.”

More specifically, the present results demonstrate that “mere belief” must be removed in order to elicit the fullest level of disclosure. That is, even when “mere presence” is removed and rapport is felt, removing the “mere belief” that responses are being judged evokes more honest responses. We were able to establish this by manipulating “mere belief” while holding “mere presence” and rapport constant. We held “mere presence” constant by not allowing other humans in the room during the interview in either frame condition. Likewise, the same relational VH was used to elicit equivalent feelings of rapport across both frame conditions. Therefore, the only difference between frames was the “mere belief” that another human was observing responses during the interview session.

Although this work establishes the importance of “mere belief” for honest responding, it only compares “mere belief” to no “mere belief” in the case that “mere presence” has been removed and rapport has been established. It does not test “mere belief” with any other combination of “mere presence” and rapport, nor does it test any other combinations of these three factors. For example, to test “mere presence”, participants could interview with a VH while someone else was in the room or not. However, participants in both conditions of such study would have to be told the VH interviewer was teleo-operated by a human. Otherwise, the factor of “mere belief” would be manipulated along with – and thus confounded with – this manipulation of “mere presence”. Overall, research should consider different combinations of these three factors that can break down psychological barriers to honest responding.

Additionally, considering these factors of “mere presence”, “mere belief” and rapport can also help to illuminate differences between assessment formats: 1) face-to-face interviews, 2) computer-mediated interviews, 3) self-administered assessments, 4) computer-administered self-assessments, and 5) VH-administered interviews. Indeed, each of these formats seem to have different benefits and drawbacks. First, the primary advantage that face-to-face interviews have is rapport. Although participants would feel greater rapport in face-to-face interviews than during computer-administered self-assessments and traditional self-assessments, face-to-face interviews trade-off anonymity for this rapport [11-15]. Another key advantage of face-to-face interviews is when respondents have poor literacy, and thus unable to properly understand self-assessments [16], although they similarly trade-off anonymity for this benefit. Conversely, although such self-administered assessments provide anonymity, they would not evoke feelings of rapport like face-to-face or VH-administered interviews.
Traditional self-administered questionnaires also have another serious drawback: only relatively simple questionnaires can be given in this format. Computer-assisted self-assessments overcome this problem, making it possible to use very complex questionnaires without the aid of an interviewer. Additionally, although computer-mediated interviews (i.e., in different rooms) would allow for such complex questionnaires, these interviews remove only “mere presence” but not “mere belief”. Face-to-face interviews also allow for such complex questionnaires, but remove neither “mere presence” or “mere belief”.

However, VH-administered interviews could possibly allow for all of these benefits. VH interviewers allow for rapport and administration of more complex questionnaires without “mere presence” or “mere belief”. Therefore, additional research should consider how VH-administered interviews stack up against these more-established methods. Although research has found that rapport helps to elicit self-disclosure by comparing relational VH agents to non-relational agents [1-3], these types of VH have not been directly compared to traditional computer- and self-administered assessments. Such comparisons would investigate the role the degree of experienced rapport plays in how these assessments encourage honest responding.

VH-administered assessments may have their own drawbacks as well. Although, in our research, VHs who were framed as automated lowered impression management, VHs in general may evoke more impression management than self-administered assessments. Because computers can be viewed as if they are human, they can make people behave as though they are interacting with a real person [24]. Therefore, people may engage in impression management when a VH is present [25-26]. Future research should address this and investigate the circumstances that make VH interviewers more or less likely to evoke impression management.

We begin this effort here by demonstrating that framing the VH as a computer rather than a human can reduce impression management.

Indeed, the power of VH interviewers to elicit more honest responding comes from the sense that no one is observing or judging. Not only does our effect of “mere belief” demonstrate this, but participants evidenced this with additional unsolicited anecdotal remarks. Specifically, those who believed the VH was automated stated:

"This is way better than talking to a person. I don't really feel comfortable talking about personal stuff to other people."

"A human being would be judgmental. I shared a lot of personal things, and it was because of that."

"It was helpful to have someone listen to me non-judgmentally."

The present work highlights the value of VH for clinical interviews. However, we have only participants’ reports of their inclination to disclose rather than more objective measures of self-disclosure. While it is valuable to demonstrate that people feel more comfortable disclosing, it would be useful to have objective indicators of disclosure as well. Additionally, given we relied solely on self-report measures, one might argue that differential self-report biases across conditions could account for our effects. However, given that BIDR’s measure of impression management is a “covert measure,” measuring the construct indirectly, such biases cannot account for the effect on impression management.

Another limitation of this work is that the scope of the experiment was restricted by practical constraints. For logistical reasons, participants fear of self-disclosure and impression management was only measured immediately after their interaction with our VH. However, some recent work suggests that the beneficial impact of interacting with a VH may not last over time. Vardoulakis found that social desirability biases (e.g., impression management) increased over time when patients interacting with a VH over time; in contrast, those interacting with a text-based system showed decreased social desirability over time [27]. Likewise, we limited our research to consider fear of self-disclosure and impression management. Constructs like trust and privacy would also be important to encourage honest responding; however, we did not collect data on these issues.

In this paper, we consider the effect of using VHs during a clinical interview that is psychological in nature. It is important to investigate the impact of using VHs in medical interviews that focus on physical health phenomena. VHs could be useful in a number of medical assessment domains. For example, VH interviewers may elicit more honest responses from cancer patients. Cancer patients’ honesty is required to properly adjust their treatment; however, these patients could also have especially heightened fears of disclosing this information to healthcare providers. A patient, for instance, might be afraid to disclose her concerns about her side effects because she is worried the cancer might progress if her oncologist, in turn, decides to lower her dose of radiation. However, information about the side effects she is experiencing could be important for her healthcare provider to know. Interviewing with a VH, instead, could ease patients’ fears of self-disclosure.

Successful VH-administered assessments could spawn additional uses of VHs in medicine. For example, VH patients could be used to role-play with healthcare professionals to improve their interviewing skills. Perhaps a specially-designed VH patient could even help to train medical interviewers to elicit greater honesty from patients. Just as VH-administered assessments can reduce patients’ fear of negative evaluation when providing personal information, using VH for this kind of role-playing during training exercises could also reduce healthcare professionals’ fear of being evaluated negatively by their peers [28].

The “possibility that people would tell an impartial machine personal or embarrassing things about themselves, without fear of negative evaluation” has been born out. Here we demonstrate that VHs can help overcome psychological barriers to honesty in clinical interviews. Providing more honest responses in medical interviews can help patients to receive better care and avoid serious health consequences. Therefore, the benefits to patients of VH-administrated clinical interviews could be quite substantial.
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1. In accordance with Brooke’s scoring scheme [22], participants’ totals for the System Usability Scale were converted to a scale that ranges from 0 to 100.

2. All other effects failed to approach significance, $F(1, 141) = 0.004, p = .95, d = 0.01$. Eleven participants failed to complete the FNE, and thus were not included in this ANOVA analysis.

3. The interaction effect was also not significant for system usability (SU) scores, $F(1, 141) = 0.004, p = .95, d = 0.01$.
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