Creating Socially Adaptive Electronic Partners
Interaction, Reasoning and Ethical Challenges

ABSTRACT

Technology for supporting people in their daily lives such as personal assistant agents and smart homes carry great potential for making our lives more connected, healthy, efficient and safe by executing tasks on our behalf and guiding our actions. We make two key observations: 1) supportive technology is inherently social in the sense that its support to a user is subject to norms from people in the user’s social context (e.g., family members and caregivers), and 2) existing supportive technology is rigid in its realization of this social nature by hardwiring norms into the technology. This rigidity leads to violation of unsupported norms and inflexibility in dealing with violation of supported norms. In this paper we argue that supportive technology should be able to adapt to diverse and evolving norms of people in unforeseen circumstances, in order to better support people in their daily lives. We conceptualize this vision by proposing the novel concept of a Socially Adaptive Electronic Partner (SAEP), and outlining interaction, reasoning, and ethical challenges that need to be addressed to realize the creation of SAEPs. This requires techniques that span the areas of normative agents, human-agent teamwork, and ethics of AI, putting the multi-agent systems field in a unique position to do this.
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1. INTRODUCTION

Technology for supporting people in their daily lives such as personal assistant agents, virtual coaches, location sharing systems, human support robots and smart homes carry great potential for making our lives more connected, healthy, efficient and safe by executing tasks on our behalf and guiding our actions. For example, geofencing is a technology that uses GPS tracking to put a virtual fence around an area that a person (e.g., a child or dementia patient) should not leave. To support safety of the person being monitored, parents or caregivers should be notified immediately if the person does leave the area. Smart homes are equipped with technology for remote monitoring of elderly to encourage independent living. To improve safety, an alarm should be sent to family or caregivers if the system detects irregularities. Virtual coaches are used in healthcare to complement a therapist’s guidance. They should motivate and assist the patient to improve the outcome of the therapy.

We make two key observations. Firstly, supportive technology is inherently social in the sense that its support to a user is subject to norms from people in the user’s social context. The purpose of the technology is to enhance the way in which a person’s social network can provide support, and the way in which support is provided needs to take into account the user’s role in the social networks that the user is a member of. For example, geofencing systems may be viewed as implementing two types of norms:

N1: According to person P1, person P0 should not leave area A.
N2: If P0 leaves A (i.e., violates N1) then notify P1 immediately.

Geofencing enhances the way in which P1 can provide support to P0, and because of P1’s role in the life of P0 (e.g., parent or caregiver), P1 is the person to be notified if P0 leaves area A. Comparable norms are implemented by smart homes to support elderly. The support that virtual coaches provide should similarly take into account the social relation between therapist and patient.

Our second observation is that existing supportive technology is rigid in its realization of its social nature by hardwiring norms into the technology as built-in stimulus-response rules. This makes the software inflexible, which leads to 1) violation of unsupported norms and 2) inflexibility in dealing with (potential) violation of supported norms. Consequently, this inflexibility limits the support that the technology can provide and it comes with the risk of violating important values such as privacy and freedom. For example, the geofencing system only implements norms from P1, and does not support norms from others in the social context of P0 that may conflict with P1’s norms. For example, a third person P2 may not want the system to share P0’s location with P1 in certain circumstances (e.g., when preparing a birthday surprise for P1). Moreover, the system would provide better support if - instead of implementing N2 as a rigid stimulus-response rule - it could decide to violate N2 in certain situations, for example if the child P0 leaves area A because parent P2, who unexpectedly comes home early, decides to take P0 along with them to shop for groceries. Notifying the other parent P1 is not beneficial for the child’s safety in this case and would cause unnecessary anxiety for P1.
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One may argue that these problems can easily be solved by hardwiring additional norms as stimulus-response rules into the geofencing system. However, such an ad hoc approach does not address the underlying problem, which stems from the dynamic nature of social networks and norms: which specific norms are needed to allow a person’s social network to provide support is highly context-dependent. It depends on people’s capabilities (which may change over time as with dementia), on the values of people in the relevant social networks (which people may join and leave), and on how these values play out in different situations (what constitutes an unsafe situation may, e.g., depend on the neighbourhood, the activity and the people who are present). As argued by Kaminka in the context of social robots [31], deciding at design time which rules to implement and letting the system follow them blindly will narrow the scope of the interactions, will inhibit the system’s ability to deal with unexpected situations, and will entail significant and expensive programming efforts to realize supportive behavior that is good enough for the task at hand.

In contrast to a design time solution, we argue for a fundamentally different approach to development of supportive technology: an approach in which norms are represented explicitly in the software, which enables them to be modified by people and through experiences of the system, as well as reasoned about at run-time. We conceptualize our vision by proposing the novel concept of a Socially Adaptive Electronic Partner (SAEP) that supports the daily activities of its owner. The key idea is that the set of norms that the SAEP has can be dynamically modified and extended by other people in the owner’s social context who have appropriate rights. This open norm concept, in combination with a rich language for expressing norms and a generic computational framework for reasoning about how to act in the face of norms, will enable fundamentally more flexible behavior and therefore improved support to people.

We posit that creating SAEPs centers around answering three main questions:

- **Interaction**: how to shape a SAEP’s interaction with people about norms?
- **Reasoning**: how can a SAEP reason about and learn how to act in the face of norms and their (potential) violation?
- **Ethical**: to what extent can SAEPs alleviate ethical concerns about the use of supportive technology?

The challenge that we pose to the autonomous agents and multi-agent systems community is development of generic theories, computational models and their empirical validation to answer these questions. The open system [22] in which a SAEP has to function pushes the need for more adaptability and the ability of the SAEP to modify its knowledge base and corresponding behavior than what has been done before in existing limited applications. In this paper we highlight a number of challenges that we feel need to be addressed to answer these questions, and hope that it will inspire others to add their own. We show how existing research from the areas of human-agent teamwork, normative agents, and ethics forms a solid foundation from which we can begin to address these challenges. With this paper we invite the community to join our mission of changing the way we think about supportive technology, and develop the techniques required to make this vision a reality.

2. INTERACTION CHALLENGES

Electronic partners (ePartners) and personal assistant agents to support users in various tasks have already been proposed in the literature (e.g., [38, 39, 46]). Such research focuses on the relation and interactions between one ePartner or personal assistant agent and its user. Interaction challenges that are addressed are for example determining when the ePartner should take an autonomous decision and when it should ask the user (adaptive automation, e.g., [20]), persuading the user to exhibit a particular behavior [26, 30], and user modelling and personalization [38]. In [4] Amir et al. present a vision of Care Augmenting Software PartnERs (CASPERs), in particular for health care, that support care coordination and aid in the communication of medical information to patients and their family. The coordination support of diverse and ever changing teams of caregivers portrays CASPER as the spider in the web. The concept of a SAEP as an ePartner that belongs to a specific owner while accounting for norms from the social context, complements these visions.

The authors of [39] already emphasize the importance in future work of adding values and norms from the social context to the relationship. Also Tambe et al. note as an important lesson they learned from deploying personal assistant agents in office environments that they “must follow the social norms of the human society within which the agents function” [46]. Interaction-Oriented Software Engineering emphasizes the use of norms and social commitments in the design phase of socio-technical systems [15].

While these studies point to the importance of accounting for norms when developing personal assistant agents, how to shape interaction about norms is an open question. At the heart of the concept of a SAEP is the idea that some people in the social context of the SAEP’s owner can dynamically modify its norms. To realize this, interaction challenges need to be addressed:

- **Normative language design**: We need to understand what kind of norms the SAEP should support, i.e., we need to know which normative language to use. Although a plethora of normative models and languages has been developed in the multi-agent systems community [7], determining a suitable combination of normative features for a specific application domain and developing an appropriate domain ontology to instantiate the abstract normative language, is not a trivial matter. This requires understanding who the kind of people that the SAEP should support are, what their lives are like, and what kind of support they need. Moreover, to facilitate reuse across similar domains, we need to understand what ‘similar’ means in this context, i.e., how to characterize domains with respect to the use of SAEPs.

- **Interaction about norm violation and modification**: Handling norm violations may involve interaction with the SAEP’s owner and others in the social context so that they can easily modify the SAEP’s norms to conform to their values rather than the developers’. Explicit representation of norms in the SAEP enables such interaction in a principled way rather than through ad hoc mechanisms. Also, by observation and interaction with people, a SAEP can learn and suggest new or modified norms to reflect the actual or intended user behavior. This open norm concept is key to making the SAEP a true partner.

Methods and techniques for addressing these challenges will need to ensure that interaction about norms and the SAEP’s behavior is understandable for the target group of users. This involves finding a suitable balance between understandability and expressivity of the normative language as well as sophistication of the reasoning techniques. As noted in [46] in the context of office personal assistant agents, even if the learning was effective and lead to “better” behavior, the fact that the assistant “did not necessarily behave
the same way each day could be disconcerting to the users”. The interaction design should make it easy for a user to add or modify the collection of norms, understand when violation has occurred or will occur and why the SAEP feels that this is the case. People should be able to easily provide guidance to the SAEP about how to handle the violation, or decide how to handle it themselves by choosing from a list of options provided by the SAEP.

Research on human-computer interaction and human-agent team-work can provide a starting point for addressing these challenges. For example, Kayal et al. [32] propose a grounded model to describe the social context of family life for the purpose of developing a normative framework to govern the behavior of ePartners for children. Techniques from explainable AI that allow agents to explain their decision making to people [28] may be used as a basis for interaction about normative decisions. User feedback may be used in learning how to respond to norm violation, similar to [3] in which an approach to social adaptation is proposed that allows users to provide feedback to system functioning. Research on preference elicitation [42] can provide a starting point for developing norm elicitation techniques.

The challenge that we pose to the multi-agent systems community is to investigate the fundaments underlying interaction about norms and to build theories and methods that provide guidance to developers on how to shape this interaction. We feel that addressing this challenge is a crucial part of realizing the vision of SAEPs that we put forward, complementing research on formal models for normative multi-agent systems.

3. REASONING CHALLENGES

Research on normative multi-agent systems has yielded a wide variety of normative models [7, 6]. That work focuses on the specification of a normative system from the perspective of the society or institution that imposes the norms with the aim of regulating a collection of autonomous agents. It provides languages for specification of norms, semantics that define when norms are fulfilled and violated with techniques for monitoring this, and notions of normative consequence and normative conflict. Realizing SAEPs also requires computational reasoning techniques that allow the SAEP to decide on what to do when norms are imposed from the social context.

Research on normative agents provides techniques for agents to reason about norms [35]. They have largely been developed for rational self-interested agents that want to comply with norms if benefits from complying outweigh expected costs of violation (e.g., induced by sanctions) or if complying is instrumental in achieving the agent’s goals [16, 11, 24, 33, 34, 41, 1, 17]. Internalized emotions for reasoning about whether to comply with norms have also been incorporated in the framework of [17]. Normative agents for simulating human societies [10] have been developed to capture aspects of human normative decision making such as the effect of imitation and norm recognition on norm emergence [5]. Frameworks for generating goals from conflicting adopted norms have been proposed in [14, 12, 18]. Social choice theory [23] and automated negotiation [29] may be used to support people in forming a social agreement about norms that can be adopted by SAEPs.

We highlight two additional challenges that have received comparatively little attention, and that are particularly relevant in the context of SAEPs:

- **Reasoning about norm compliance:** For a SAEP it is especially important not only to determine whether it wants to comply, but also to determine, before it adopts a norm, whether it can comply with it. This is important from the perspective of transparency. Since a SAEP may not always be able to guarantee norm compliance, for example if this depends on its owner’s behavior, it should also be able to reason about how to handle norm violations.

If a new norm is specified by someone in the social context and the SAEP cannot satisfy it while continuing to satisfy existing norms, it cannot perform its supportive function appropriately. Depending on the purpose of the norm, this may at best be inconvenient and at worst put its owner at serious risk. In either case, the SAEP should be transparent about the extent to which it can guarantee compliance, so that users are aware of potential risks. Determining whether the SAEP can comply with a new norm depends on the SAEP’s execution mechanism for integrating norms and agent deliberation, on whether the new norm conflicts with existing norms, and on the capabilities of the SAEP in the current context [48, 49]. The required reasoning and execution mechanisms furthermore depend on the supported normative language, and they should be computationally efficient so that they can be performed at run-time. If the SAEP determines that it currently has no means to satisfy the new norm, it can ask the creator of the norm for a solution. Developing a generic framework for reasoning and interacting about norm compliance requires a formal analysis of these aspects and their interplay.

The SAEP should also be able to reason about norm violation. It should take action as soon as possible (anticipating future norm violations) rather than waiting for the violation to actually occur. The ability to anticipate norm violation allows the SAEP more action options and time either to avoid the violation or to resolve the violation in a more satisfying manner, and allows people to have more time and options to take remedial actions outside the scope of actions available to the SAEP to resolve the violation. To enable a flexible and principled way of handling norm violation, we envision the specification of norms about how to handle violation similar to norms about how to act. The SAEP may take into account the underlying values for which norms were created, for example to ensure safety, in deciding how to handle them. Considering the example from Section 1 where parent P2 unexpectedly comes home early and takes the child to fetch groceries, the SAEP can reason that while a norm is violated (the child leaves area A), safety is not compromised because another trusted person is with the child. This may influence how the SAEP handles the norm to warn P1 if the child leaves area A. It allows the SAEP to act according to the core concerns underlying the norm, instead of to the letter of the norm. The SAEP’s ability to reason about norm compliance instead of blindly following norms, enables such flexible behavior.

- **Learning (about) norms:** Allowing people to explicitly specify norms for a SAEP provides them the ability to regulate how it provides support. We envisage that this can be enhanced by enabling the SAEP to learn norms and how to act on them, for example by observing how its owner and people in the social context behave. What type of norms can and should be learned is a topic of research.

For example, norms that increase usability of the SAEP may be learned, while norms that may impact safety might have to be explicitly specified by people. As noted in Section 2, effective interaction of the SAEP with people about newly learned norms has to be studied. The SAEP may also learn how to optimize its adaptation to norms if these permit multiple options, in order to, for example, improve user satisfaction or efficiency. Finally, to allow the SAEP to reason about its capabilities in the current context, it will have
to learn a capability model by acting in context. For example, intermittent network connection may compromise SAEP’s ability to warn trustees in case of problems.

Formal methods such as used in [48] are an important means for developing reasoning techniques that allow the SAEP to determine whether it can comply with norms. To allow the SAEP to reason about norms and take appropriate action in the current context, it needs to constantly monitor the environment to understand whether the context has changed and then assess in this new context whether there will be or already have been norm violations. Existing research on context-aware systems provides sensing and analysis techniques for recognizing physical and social context [44]. Monitoring may be imperfect which may require norm modification to ensure it can be monitored effectively [2]. Techniques for recognizing norms in agent societies [43] and plan recognition [45] research may be used as a basis for learning norms. Contrary-to-duty norms [27] and conflict resolution techniques [50] are relevant for reasoning about norm violation. We need to understand what type of learning technology would be most appropriate for SAEPs. Statistical learning technologies such as reinforcement learning that is based on a large corpus of examples generated through experimentation may not be appropriate for SAEPs. However, there is a corpus of work on learning from a few examples (e.g., [51, 37]) that may be used. A key question in applying these ideas would be how much domain knowledge (possibly provided by norms) would be required to use these small example learning approaches.

These examples of existing research on normative multi-agent systems and agent reasoning and learning illustrate that there is a solid foundation for developing normative reasoning techniques for SAEPs. At the same time, the specific properties of SAEPs as electronic partners that support people in their daily lives pose specific challenges for the type and level of social adaptivity that is required. To ensure that the level of trust that people place in a SAEP is in line with its capabilities, and to allow people to remain in control of how the SAEP performs its supportive function, we feel that reasoning techniques should allow the SAEP to be transparent about its adaptive capabilities and decision making. Moreover, the open and real-world context in which SAEPs have to function requires development of generic reasoning techniques that can be used in a computational framework and that are robust in handling unexpected situations. We challenge the multi-agent systems community to develop normative reasoning techniques to facilitate this.

4. ETHICAL CHALLENGES

Supportive technology can be viewed as a type of pervasive and context-aware system. The increasing pervasiveness of mobile devices and sensor technology has sparked a growth in research on such systems and companies developing context-aware applications. These applications are becoming very popular, exemplified by geofencing applications such as the ‘Find My Friends’ smartphone app and the Life360\(^1\) family locator app with 5-10 million installs. However, research on value-sensitive design and ethics of technology has shown that the use of such pervasive applications carries the risk of violating values such as freedom, responsibility, and privacy [13, 19, 21, 25, 36, 40]. We conjecture that the interaction and computational reasoning techniques that we envision SAEPs to be endowed with, will provide a step towards addressing this problem by enabling the creation of pervasive applications that can adapt their behavior to people’s norms (viewed as concretized values) at run time. We posit that the following ethical challenges have to be addressed:

- **Enabling ethical use:** The flexibility of SAEPs in adapting to norms should ensure norm adherence for norms that are relevant for a specific context, and at the same time SAEPs should be able to decide to violate norms if this contributes to a higher value. For example, in case of an accident the SAEP can decide to release medical data of its user to a potential helper, even if that helper has no medical certificate.

There is some evidence in recent ethics literature that such flexible systems may be able to alleviate ethical concerns. In particular, Nissenbaum proposes the framework of contextual integrity for analyzing the extent to which technology violates privacy [40], and states that “information ought to be distributed and protected according to norms governing distinct social contexts” and “the ideal is flexibility in how [systems] are adapted to particular [social] contexts so the flow of information may be tailored according to […] norms”. Arkin discusses challenges for ethical autonomy in the context of warfare [8, 9], which are in line with the challenges described in this article, in particular concerning the need of run-time overriding ethical control (i.e., norms).

- **Preventing unethical use:** Preventing unethical use means that SAEPs can assure that no-one can abuse the system. This can imply that the system prevents the user and people in the social circles of the user from deploying the system in a certain way if this would violate a higher-level moral norm. Unethical use of the geofencing system would be e.g., for school to find out if a child was skipping classes.

Preventing unethical use requires mechanisms to ensure that the system provides responses within rigorously defined ethical boundaries [8, 9]. As we discuss in this article, the challenge here is that ethical boundaries are highly contextual and thus difficult to define at design time. Allowing dynamic modification of norms by people may also yield more opportunities for abuse.

These ethical challenges will probably never be solved completely as the parallel to famous philosophical problems would testify: if we cannot solve a philosophical problem while relaxing on our couch, then how would we expect the system to solve it under pressure while in function? However, we can make progress by changing the attitudes of the people involved and bringing the discussion to a level where people might respect each other’s point of view better.

5. CONCLUSION

In this paper we have put forward a vision of SAEPs as socially adaptive partners of people. We have argued that an important component of this vision is that a SAEP needs to have an explicit representation of norms from people in its social context. The SAEP should be able to reason about these norms and their implications for how the SAEP should act in changing social contexts and to anticipate norm violations given current behavioral trajectories. Further, these norms should be able to be dynamically modified by users with appropriate authority and to represent metaknowledge about how to respond to potential norm violations, taking into account ethical considerations. We have argued that a key design criterion for SAEPs is that it is easy for an authorized user to modify norms to respond to new, unexpected social contexts, and that the SAEP’s interaction and reasoning techniques should allow it to be transparent to people about its capabilities and decisions. Finally, we have addressed the important ethical challenges in realizing this vision and argue that the explicit and dynamic reasoning about norms that we have suggested will help in addressing some of the important ethical considerations in building a SAEP.

\(^{1}\)https://www.life360.com
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