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ABSTRACT
This paper describes an architecture for robots interacting
with non-expert humans to incrementally acquire domain
knowledge. Candidate questions are generated using contex-
tual information and ranked using different measures, with
the objective of maximizing the potential utility of the re-
sponse. We report results of some preliminary experiments
evaluating the architecture in a simulated environment.

Categories and Subject Descriptors
I.2.6 [Learning]: Knowledge Acquisition

General Terms
Algorithms, Human Factors

Keywords
Human-robot collaboration, knowledge acquisition, contex-
tual query generation.

1. INTRODUCTION
Human-robot collaboration in complex domains frequently

requires considerable domain knowledge and a large number
of labeled samples of interesting objects and events. How-
ever, humans may not have the time or expertise to provide
elaborate and accurate information, and it may not be fea-
sible to provide labeled examples of all objects and events
of interest. Researchers have designed many active learning
algorithms to allow incremental labeling or acquisition of
data [4], but these algorithms tend to focus on choosing in-
stances to be labeled. Even when active learning is combined
with other approaches such as multiple instance learning to
minimize human supervision [5], there is not much focus on
the types of queries. Research indicates that the queries
that allow labeling of features and object instances signifi-
cantly improve knowledge acquisition [2]. Algorithms have
also been developed for agents to embed context to improve
the quality of the questions being posed to humans [3], but
such algorithms tend to focus on a human’s reaction and
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Figure 1: Proposed architecture.

ability to answer these questions. Posing query generation as
a planning task is also challenging because it requires prior
knowledge of the possible questions and answers, which may
vary for different scenes. More recent research has combined
active learning with learning from demonstration to explore
different types of questions [1], but has focused on how query
categories are perceived by humans. The architecture de-
scribed in this paper seeks to address these limitations by
posing questions that support faster learning based on lim-
ited interaction with humans who may not have domain ex-
pertise. We report results of preliminary experiments eval-
uating the architecture in a simulated environment.

2. PROPOSED ARCHITECTURE
Figure 1 shows the proposed architecture that generates

candidate queries using contextual cues. In this paper, we
consider the relative position of an object , e.g., above, be-
low, left of, right of ) with unknown object or features labels,
with respect to objects with known labels (local context),
and with respect to the entire image (global context). These
queries are ranked based on relative utility, i.e., the ability
to disambiguate between, and quickly acquire information
about, desired objects and events. We compute utility as
a combination of measures of information gain, ambiguity,
and human confusion. Top-ranked queries are used to so-
licit human feedback when it is available, and the revised
knowledge is used to generate subsequent questions. The
individual measures are summarized below.
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(a) Example scene.
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(b) Comparison with other algorithms.

Figure 2: (a) Example scene; (b) Proposed architecture requires a much smaller number of queries than
algorithms that select queries randomly, or use only the information gain measure.

Information Gain: The first measure (information gain)
seeks to maximize the information that can potentially be
gained by posing specific questions. It is based on the ob-
servation that acquiring the label of the feature or object
instance that is most frequently encountered would maxi-
mize the utility of soliciting help from a human annotator.
To compute the value of this measure for each candidate
query, the system keeps track of the frequency of occurrence
of each feature or object instance in the scene.

Unambiguity: The second measure (unambiguity) assigns
a high score to a query whose embedded context uniquely
identifies an object or event in the scene. This measure is
modeled as a modified Chi-square distribution whose value
for a specific query drops as the number of objects satisfying
the context embedded in the query increases.

Human Confusion: The third measure (human confusion)
captures the fact that humans can become confused as the
amount of contextual information included in a query in-
creases. This measure assigns a score to each query in-
versely proportional to the amount of context embedded in
the query. The net measure of utility is the product of the
information gain and unambiguity measures, with the mea-
sure of human confusion used to break ties.

3. RESULTS AND DISCUSSION
To thoroughly analyze and understand the contribution

made by the proposed algorithm and each measure, we ab-
stract away the non-determinism in object recognition and
speech understanding; objects are recognized once the indi-
vidual features are learned, and speech gets translated into
text and parsed to generate the labels. The trials below con-
sider simulated images of scenes with objects characterized
by one of 10 different colors and 15 different shapes; object
labels are a combination of the color and shape labels.

First, consider an illustrative example of query generation
in the simple scene in Figure 2(a). Assume that the color,
shape, and object labels of four objects are known a priori:
pink star, green arrow, blue heart, and yellow cross. The
following are some of the queries generated; each line ends
with the answer provided to the question:

• Iteration 4 : ”What is the label of the object in the
bottom right of the scene?” Orange Trapezoid.

• Iteration 6 : ”What is the label of the color that is to
the left of the orange trapezoid?” Red.

Next, we compared the proposed query selection algorithm
with an algorithm that uses only the unambiguity measure,
by computing the % knowledge of object and feature labels
in the scene as a function of the number of queries posed
to acquire this knowledge. These algorithms take the same
number of queries to obtain complete knowledge of the scene,
but the proposed algorithm allows the robot to maximize the
knowledge acquired during each interaction with a human.

Finally, Figure 2(b) summarizes results for five scenes
which differ in terms of the number and type of objects. The
proposed algorithm for selecting questions from the set of
candidate questions was compared with the algorithm that
selected questions randomly (“baseline”), and with the al-
gorithm that only used the information gain measure to se-
lect queries; all three algorithms start with the same initial
knowledge about a small set of objects. Over a set of 100
different (randomly generated) scenes with different num-
ber and type of objects, the ratio of the average number
of questions posed using just the information gain measure
with the number of question posed using our algorithm is
1.19± 0.112; the ratio when the random selection algorithm
is compared with our algorithm is 1.17 ± 0.106. These re-
sults are statistically significant, and more pronounced as
the scenes become more complex. Future work will imple-
ment and evaluate the architecture in more complex scenes,
and on physical robots.
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