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ABSTRACT
Abstractions are a useful tool for computing policies in large
domains modeled as a Markov Decision Process. Prior work
in this field is mostly focused on developing different no-
tions for state abstractions. In this paper, we develop a
novel framework for abstractions, which unifies prior work
and directly exploits symmetry at the state-action pair level,
thereby uncovering a much larger number of symmetries in
a given domain. We describe the application of abstractions
computed through this framework in UCT, a popular MCTS
technique for online planning.
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1. INTRODUCTION
Markov Decision Processes are an attractive framework

for sequential decision making under uncertainty. However,
classical MDP algorithms operate in flat state and action
spaces and become intractable when the state space becomes
too large. In many real world scenarios, a state is composed
of a number of features and hence, state space grows expo-
nentially with number of features leading to inapplicability
of traditional planning algorithms.

One approach to address this problem is to exploit sym-
metries in a given domain. In many scenarios, states are
not completely independent of each other – several states
may be symmetrical for the purpose of planning and can be
abstracted out. For example, a robot’s available hard-drive
may be irrelevant for the purpose of navigation leading to
several symmetric states. Similarly, various actions may be
symmetric too – if the goal is to reach the center of the
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hall, the right action taken in the left corner will be sym-
metric to left action taken in the right corner. Prior work in
state abstractions for offline MDP algorithms [2, 6] aggre-
gates similar states using local transition probabilities and
associated costs.

In recent times, sampling-based techniques such as Monte
Carlo Tree Search (MCTS) algorithms have gained popu-
larity in the context of online planning, especially for large
domains. These algorithms are independent of the size of the
state-space and have anytime property. A popular MCTS
variant - UCT [5] has enjoyed tremendous success in recent
times in various areas of decision making such as planning
under uncertainty , reinforcement learning and game play-
ing. While UCT has become an algorithm of choice, it oper-
ates in flat space and the policies obtained are approximate;
their quality depends on the extent to which UCT exploits
the explored state space in the given time frame.

While both these threads of research (MCTS and abstrac-
tions) are well developed, there is only very recent work
that begins to combine the two. Hostetler et.al. [3] defines
a series of theoretical principles for state abstractions in a
sampling-based algorithm. They do not provide any au-
tomated algorithm to compute abstractions. Probably the
closest to our work is Jiang et.al. [4]. They provide an al-
gorithm that operates within the UCT framework and com-
putes state abstractions based on the definitions proposed
by Givan et. al. [2]. Our experiments show that these state
abstractions are not much effective in practice.

In this context, we propose a novel abstraction framework
that exploits symmetries at the state-action pair level in ad-
dition to state abstractions. State-action pairs are equiva-
lent if they transition to equivalent states with same prob-
abilities and immediate costs. Our experiments reveal that
we can utilize many more state-action pair abstractions even
where there are no state abstractions. In addition to directly
benefiting from state-action pair symmetries, our framework
unifies the previously proposed notions for state abstrac-
tions. We develop an MCTS-based algorithm that makes
use of this framework. Experiments on a wide variety of
benchmark domains reveal significant gains over previous
approaches.

Overall this paper makes two principle contributions:
1. We propose a novel framework for state and state-action
pair abstractions. This framework subsumes all previously
defined notions of state abstractions.
2. We develop an algorithm to use this framework within
UCT. Empirical evaluations on benchmark domains high-
light the promise of our framework.
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Figure 1: Modified Sailing Wind. The arrows in each

grid cell point to the permitted action directions.

2. ABSTRACTION FRAMEWORK
To understand our abstraction framework, it is helpful to

visualize an MDP as a bipartite graph of state and action
nodes. While the graph contains only one copy for every
state node, same actions might apply for different states
and hence, to uniquely identify action nodes, we consider
them as a pair of state and actions. With this representa-
tion, we now give a mutually recursive formulation for our
abstraction framework. We say that two state-action nodes
are equivalent if and only if they transition to equivalent
states with same probabilities and incur equal costs. Simi-
larly, two states are equivalent if and only if we can define
a mapping of their applicable actions leading to equivalent
state-action pair nodes. We illustrate the application of our
abstraction framework in UCT with a simple example.

Example: In a deterministic version of the sailing wind
domain [5] depicted in Figure 1, the agent starts from S0

and its goal is to navigate to the bottom right corner of the
grid by selecting either of the actions-N, S, W, E directions.
The permitted actions owing to wind direction are indicated
by the arrows in Figure 1. The state of the agent is modeled
by the current grid cell coordinates of the agent and the
corresponding wind direction.

Figure 2 shows the UCT tree for the domain instance un-
der consideration. Since UCT is applied in finite-horizon
settings, we consider state (and state-action pair) nodes sep-
arately at different depths. We first describe how Jiang et
al.’s [4] algorithm would work on the above sampled tree.
The algorithm computes abstractions explicitly only in the
state layers. At the lowest level (d = 3), all the nodes would
be combined together into one abstract state since there are
no further transitions from them. At one level above (d = 2),
S3 and S5 will be combined together since both of them have
the same set of actions (E and S) and these actions transi-
tion into same equivalence class states at the lowest level. At
each level, the equivalent state partitions produced by this
method are shown using the dotted lines. Note that if we
apply Ravindran et al’s [6] notion of state equivalence, we
obtain additional state symmetries (indicated in red) such
as S4 belonging to the same equivalence class as S3 and S5.

In our approach, in addition to finding abstractions at the
state layers, we also explicitly work at the state-action lay-
ers. Intuitively, in our algorithm the grouping of state layer
nodes depends on the transitions into the state-action layer
nodes below them. Similarly, the grouping of state-action
layer nodes depends on the transitions into the state layer
nodes following them. Equivalent state-action pair nodes at
d = 2 and d = 3 are indicated in green in Figure 2. The
reader can refer to [1] for details of the proposed framework.
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Figure 2: Monte-Carlo Search Tree for Sailing Wind.

Previous notions of abstractions are only able to capture

symmetries at the state level (blue and red), whereas

our framework discovers additional symmetries at the

state-action pair level (green).

3. EXPERIMENTAL EVALUATION
We evaluated our framework of state and state-action pair

abstractions on a variety of benchmark domains viz. Sail-
ing Wind, Navigation etc.. The experiments revealed that
our abstraction framework shows upto 26% improvements
in policies over existing notions of abstraction viz. Givan
et. al. [2] and Ravidran et al. [6] based on Jiang et al.’s [4]
implementation in UCT framework.

4. CONCLUSION AND FUTURE WORK
This paper defines a new class of state-action pair ab-

stractions and incorporates these within a new framework
which subsumes past work on state and action abstractions
in MDPs [2, 4, 6]. In future, we would like to explore the
theoretical and scalability aspects of our proposed frame-
work in greater detail and extend the applicability of our
work to factored representations. Extending our ideas to
other decision-theoretic frameworks such as reinforcement
learning is also a subject of future work.
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