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ABSTRACT
Most research into intelligent virtual agents focuses on agents with a positive stance towards the user. Nevertheless, the development of virtual agents that show aggressive behavior may also be interesting for a range of application domains, varying from aggression de-escalation training to anti-bullying education. However, ensuring that such aggressive agents achieve the desired effect is not easy, as they need to be believable in a number of aspects. In particular, they need to bring their human conversation partners into a serious state of anxiety. To investigate to what extent this can be achieved using state-of-the-art virtual agent technology, an experiment was performed in which the impact of an aggressive virtual agent was compared with that of an aggressive human. By randomly distributing a group of 28 participants over two conditions (virtual and human) and measuring their physiological and subjective emotional state before and after an aggressive outburst of their conversation partner, the difference between virtual and human aggression was studied. The results point out that both types of aggression induced a substantial stress response, but that the impact of the human aggression was higher than that of the virtual aggression.

Categories and Subject Descriptors
[Human-centered computing]: Empirical studies in HCI.

General Terms
Experimentation, Human Factors.
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1. INTRODUCTION
“you are about to finish your daily surveillance route, when you notice a middle-aged man with a baseball cap, who seems to be harassing a young lady. you politely ask the couple whether everything is OK. suddenly, the man starts behaving aggressively towards you: he approaches you with clenched fists, shouting at you to mind your own business. the angry look on his face gives you the shivers. As he moves closer, you literally feel your blood running cold. Just when you are considering drawing your weapon, you realize he is just a character in a virtual reality environment. With a sigh of relief, you switch off your head-mounted display.”

Although this example sounds futuristic, it illustrates the impact that intelligent virtual agents (IVAs) may have on the mental and physical state of the human beings that interact with them. IVAs can be defined as ‘interactive characters that exhibit human-like qualities and communicate with humans or with each other using natural human modalities such as facial expressions, speech and gesture’ [2]. recently, IVAs have become widely used for numerous applications, in particular within serious games [27]. They have been successfully applied in a variety of games, in domains ranging from military missions [33] to negotiation [20]. In such applications, IVAs play various roles in which they interact with users (mostly via conversations), for instance as a coach, instructor, mentor, therapist, or teammate [26].

Despite these developments, we are only scratching the surface of potential applications. interestingly, the majority of the research into IVAs addresses agents with a ‘positive’ attitude towards the user; i.e., they aim to support or collaborate with her in one way or the other. Instead, the area of IVAs with a ‘negative’ attitude has received less attention. This is a missed opportunity, because in our everyday reality, encounters with negative individuals are strikingly common, especially within the public domain [13, 32]. Indeed, in the past few years we can observe an increasing interest in the use of IVAs that also display negative, or even aggressive behavior. For instance, recent applications include virtual training of aggression de-escalation skills (e.g., for security personnel or clinical care providers) [6], Virtual Reality exposure therapy [29], and anti-bullying education [36]. in line with these developments, the current paper is part of a project that aims to develop a serious game for aggression de-escalation training in the public domain. the main idea is that trainees will learn to apply appropriate communication techniques by placing them in situations where they have to interact with aggressive virtual characters.

Nevertheless, ensuring that such training applications (and more specifically, the virtual agents involved) achieve the desire effect is a nontrivial issue. in general, it is now commonly accepted that, for an IVA to be effective, it needs to be believable [4]. This is particularly true when it comes to aggressive virtual agents, who are expected to induce some ‘state of anxiety’ in the humans they interact with. After all, in case users (e.g., of an aggression de-escalation training environment) do not experience their virtual conversation partners as scary, such an application will be of little use to prepare the person for aggressive confrontations in the real world.
Hence, an important challenge within this area of research is to develop aggressive virtual agents that induce a state of anxiety in their human conversation partners that approximates the state of anxiety they experience during real world confrontations with aggressive individuals. To reach this (long-term) goal, as a starting point it is useful to know how far we are currently away from it. In other words, to what extent is it already possible to induce the desired state of anxiety by using state-of-the-art virtual agent technology? This is the main purpose of the current paper. An experiment has been set up in which 28 participants were asked to listen to a story told by a conversation partner that would suddenly show an outburst of aggression. For half of the participants, the storyteller was a real human (an actress), whereas for the other half it was a virtual agent. Other than that, the difference between both conditions was kept to a minimum. By measuring physiological responses as well as subjective opinions of the participants, the difference in impact between the real and the virtual aggressive agent could be determined. The remainder of this article is structured as follows. In Section 2, some background information about our project on aggression de-escalation training is provided. After that, Section 3 summarizes the recent literature on believable agents in the context of aggression de-escalation. Section 4 discusses the concept of anxiety as well as possibilities to induce and measure this emotional state. Next, Section 5 introduces the experiment that is central to our study, and Section 6 presents the results. Section 7 and 8 conclude the paper with a discussion and conclusion.

2. AGGRESSION DE-ESCALATION TRAINING

Aggressive behavior against public service workers (e.g. police officers, ambulance personnel, public transport employees) is an ongoing concern in many countries [13, 32]. Most incidents of aggression are of a verbal nature (e.g., insulting, swearing, intimidating), but in about 10% of the cases the conflicts escalate into physical aggression (e.g., threatening, abusing, robbing). To prepare employees to deal with such aggressive confrontations in an effective manner, dedicated training is required. An important goal of such training is to help trainees develop their emotional intelligence: they should be able to recognize the emotional state of the conversation partner, and act upon this. In this respect, an important factor is the distinction between reactive and pro-active aggression: reactive aggression is characterized as an emotional reaction to a negative event that frustrates a person’s desires, whereas pro-active aggression is the instrumental use of aggression to achieve a certain goal [14]. Based on the observed type of aggression, the employee should either apply a more empathic communication style or a more dominant style [1, 6].

To learn to effectively apply such techniques, employees in different domains within the public sector receive dedicated training in communication, both directly on-the-job and in artificial environments. Since on-the-job training is not considered sufficient because of limited possibilities to create the desired learning scenarios, ‘offline’ training receives much attention. Such training often uses role-play, where the roles are played either by co-students or by professional actors. Although reasonably successful, these types of training have important drawbacks. First, they are very costly, both in terms of money and time. As a result, the frequency by which they are offered is low. And second, there are large differences in the successfulness of role-play-based training: for some students the learning effect is large, whereas for others it is minimal. In conclusion, existing training is expensive, and hard to tailor to individual needs.

As a complementary approach to real world training, the current paper is part of a project that aims to develop a simulation-based serious game for public service workers, by which they can train their aggression de-escalation skills. Users of the system will be placed in front of a 3D Virtual Reality (VR) environment (see Figure 1) that is either projected on a computer screen or on a head-mounted display. During the training, users will be placed in a virtual scenario in a particular domain (e.g., issuing parking tickets, or selling tram tickets), which involves one or more virtual agents that at some point in time start behaving aggressively (e.g., insulting the tram driver because he is late). The user’s task is to de-escalate the aggressive behavior of the virtual agents by applying the appropriate communication techniques. Users will be able to communicate with the agents via multiple modalities (e.g., text, speech, facial expression). Meanwhile, they will be monitored by intelligent software that observes and analyzes the behavior and physiological state (e.g., heart rate, skin conductance, brain activity) of the trainee and provides tailored feedback (e.g., as in [18]). Feedback will consist of two categories, namely hints and prompts on the one hand, and run-time modifications in the scenarios on the other hand. An example of the former would be to inform the trainee that (s)he should use a more empathic communication style, whereas an example of the latter would be to decrease the difficulty level in case the trainee makes many mistakes.

Figure 1. Screenshot of the VR environment used for training.

As explained in the introduction, aggression de-escalation is a prototypical example of a domain in which virtual training can only be successful if the virtual environment used is sufficiently realistic. For the most part, this has to do with the fact that the type of training addressed can be categorized as ‘training with anxiety’. For such tasks, previous research (e.g., in the domain of shooting behavior) has pointed out that a certain level of

---

1 More information on this project ‘Simulation-based Training of Resilience in Emergencies and Stressful Situations’ can be found at http://stress.few.vu.nl.
2 The VR Environment has been developed by IC3D Media (http://www.ic3dmedia.com).
respectively, to the agent’s functional believability is defined by three dimensions, namely aesthetic, functional, and social qualities of agents, which can be related, respectively, to the agent’s body (its physical appearance), mind (the mechanisms that drive its behavior), and personality (the traits that determine its interaction style). Believability has some similarities to, but is not the same as immersion. Immersion can be considered a property of virtual environments as a whole (not necessarily of virtual agents), and describes the extent to which humans perceive virtual agents as realistic may vary, depending on a number of characteristics. Important concepts in this regard are believability, immersion and presence.

Believability is a property of virtual agents that refers to the extent to which they provide the illusion of being alive, hence permit the audience’s suspension of disbelief [4]. In [12], believability is defined by three dimensions, namely aesthetic, functional, and social qualities of agents, which can be related, respectively, to the agent’s body (its physical appearance), mind (the mechanisms that drive its behavior), and personality (the traits that determine its interaction style). Believability has some similarities to, but is not the same as immersion. Immersion can be considered a property of virtual environments as a whole (not necessarily of virtual agents), and describes the extent to which the environment is ‘capable of delivering an inclusive, extensive, surrounding and vivid illusion of reality to the senses of a human participant’ [30]. One way to create an immersive environment is, for instance, to make use of a head-mounted display (HMD). Presence, finally, is defined by Slater and Wilbur as a ‘psychological sense of being in the virtual environment’ [30], although this is just one out of many existing definitions. As such, presence can be considered a property of a human, rather than of a technology, which is indeed the perspective taken in this paper.

To relate these concepts to the current paper, we aim to study how virtual agents that show believable aggressive behavior in a (possibly immersive) virtual environment affect the state of presence of the human user (with an emphasis on her state of anxiety). Believability of the agents is realized in a number of ways: to create believable aesthetics, we make use of highly realistic 3D virtual characters that are provided by a commercial company. To create believable functional and social abilities, the agents’ behavior is generated based on state-of-the-art commercial motion capture technology, which can be used to animate the entire facial motion of the virtual characters and synchronize it with recorded human speech (see Section 5). With the help of a professional actress, pre-recorded speech fragments were created in which the agent shows a sudden outburst of aggression during an otherwise neutral story. Immersion is realized (to some extent) by displaying the virtual character on a 19” computer monitor, and providing the auditory modality via a circumaural headphone. Our main interest is to investigate whether this setup results in a strong sense of presence (or more precisely: a sense of anxiety, which can be viewed as a more specific psychological state with a negative valence), and whether this experienced anxiety is similar to the anxiety experienced in the same circumstance in the real world.

Previous work in this area suggests that, under certain conditions, virtual environments and IVAs may indeed trigger physiological, experiential and behavioral responses in humans. For instance, Houckamp and colleagues [19] found visual dynamics and sounds to be important factors influencing a user’s affective appraisal of 3D virtual environments, although their studies did not focus on virtual agents. In contrast, Prendinger et al. [23] did focus on the interaction between humans and virtual agents. They demonstrated, among others, that electrodermal activity (EDA) is a useful indicator for arousal during such interactions. Following up on these developments Choi et al. [10] recently found that affective virtual agents strongly influence people’s decision making through a combination of affective and cognitive processes. Additionally, they found physiological evidence that electrodermal lability, an individual trait, predicts which of these processes will dominate. Nevertheless, none of these studies explicitly compared the impact of virtual agents with that of real humans. A welcome exception is the work by Villani et al. [34].

This study indicated that, for the case of a simulated job interview, it is possible to induce physiological and experiential responses in humans that approximate (and on some aspects are even stronger than) the responses triggered by a comparable situation in the real world. However, this study differs from ours in the sense that these authors deliberately added some elements to the virtual condition (such as technological mediation and social and cultural cues) that were not present in the real world condition. In contrast, we aim to set up our experiment in such a way that the virtual and the real condition are as similar as possible.

In sum, despite a body of interesting literature in the area of human-agent interaction and physiological measurements, not many studies compare the impact of virtual agents on (physiological, experiential and behavioral) responses in humans in a systematic manner with the impact of real people; let alone that they focus on the specific impact of aggressive behavior on the spectator’s state of anxiety. This is exactly the purpose of the current paper. Before we describe the setup of our experiment, we will provide a more precise definition of anxiety, and discuss possibilities to induce and measure it.

4 No HMD was used in the current study, as this will not be used in the initial version of the aggression de-escalation training system either.

3 There are numerous ways in which this ‘simulated threat’ can be enhanced, e.g. using air blast devices or electric surges. Discussing this in detail however goes beyond the scope of this paper.
In this paper however, the focus lies on a specific type of arousal underlying the fight-or-flight reaction or acute stress response, where the arousal is specifically caused by a threatening stimulus [8]. This negatively valenced arousal is what we will refer to as (state) anxiety.

A large body of research exists on the physiological effects of anxiety [31], as well as on related work using stress [7] or fear [11] as a denomination for a similar state. Since arousal is an activation of the sympathetic nervous system, electrodermal activity and cardiovascular responses are often used as measurements thereof, as covered in the previous section. For electrodermal activity, tonic changes - changes over longer time-intervals, often referred to as skin conductance levels - are assumed to be indicative of a general level of arousal [15]. Even though cardiovascular activity is influenced by both the sympathetic and parasympathetic nervous system and thus provides a less clear picture of arousal [16], measurements such as heart rate (variability) or blood pressure are reliably used for estimations of arousal [9]. Other modalities that are regularly used as a measurement of arousal include the eye (i.e. pupil size [5]), muscles (i.e. activity [35]) and recently also EEG (i.e. alpha asymmetry [7]).

To induce anxiety using virtual stimuli, a wide variety of methods can be used. For instance, the International Affective Picture Set (IAPS) is composed of a large number of pictures that have been rated on their arousal, valance and dominance [21]. By offering the most negatively valenced and highly arousing pictures to human viewers, a state of negative arousal can be induced which arguably is similar to a state of anxiety. However, the passive nature of viewing still images is at a disadvantage in inducing emotional states compared to viewing video clips [17]. Taking it another step further, videogames are used more and more for emotion elicitation [24]. By using virtual reality in combination with a HMD, presence can be increased further, thus providing a great opportunity for emotion elicitation [28].

As the quality of virtual reality keeps improving, the question raised in the introduction (i.e., ‘how far we are currently away from inducing a state of anxiety that approximates the experience of real world confrontations?’), becomes increasingly relevant. In the following sections, as a first step towards answering this question, an experiment and its results are described to compare virtually elicited anxiety with that induced by a real human.

5. EXPERIMENT
The main question to be addressed by the experiment is roughly as follows: does a virtual agent elicit as much anxiety as a human being does during an aggressive outburst towards a human conversation partner? This will be tested in a between-subjects experiment, involving one independent variable (agent type: human or virtual) and several dependent variables that are indicative for anxiety, including physiological (heart rate and EDA) and subjective measurements.

5.1 Preparation
As preparation for the experiment, two video fragments of a virtual agent have been created. To this end, the Faceshift motion capture technology (http://www.faceshift.com/) has been used, in combination with a Microsoft Xbox 360 Kinect camera. The Faceshift software can be used to animate the entire facial motion of virtual characters, including facial expression, head orientation and eye gaze, and synchronize it with recorded human speech. To create the required content for the experiment, a professional actress was hired; she was asked to read a story about the history of the personal computer, while her voice and motion was being recorded. The first fragment lasted about 5 minutes; during this fragment, the actress simply read the text in a calm manner, while making eye contact with the camera from time to time, as if she was reading the text to an audience. After that, a second fragment was recorded. During this fragment, the actress read another part of the story (which followed the first fragment), but after 1 minute she would suddenly get extremely angry towards the camera, while shouting and accusing the listener of not paying attention. The exact text used for this was as follows (translated from her original language): ‘What the hell! Just look at me when I’m talking to you, that’s the least you can do! It’s not difficult, just listen to me, or at least pretend you’re listening!’.

For both fragments, they were projected on a 3D virtual character (taken from http://www.rocketbox-libraries.com/) that was selected to resemble the real actress (see Figure 2).

Figure 2. Screenshot of the virtual agent.

5.2 Participants
As participants for the experiment, 28 Computer Science students, all aged between 18 and 25, were recruited. The participants were randomly distributed over two groups of 14 participants, to which we will refer as the ‘real’ and the ‘virtual’ condition. The real group consisted of 8 male and 6 female students; the virtual group consisted of 7 male and 7 female students.

5.3 Design
The experiment took place in two ordinary office rooms, of which the physical setup is depicted in Figure 3 (left: real condition; right: virtual condition).
The rectangles denote tables and the circles denote chairs. In both conditions, the chair that was intended for the participants was placed in front of a table. In the real condition, a real person (the same actress that played the behavior of the virtual agent) was sitting at the other end of the table. In the virtual condition, a computer monitor was placed on the table, on which the virtual agent would be displayed. In this condition, also a (non-working) webcam was attached to the computer, to make it appear as if the participants were monitored by the system (they were told beforehand that the agent was ‘intelligent’ in the sense that it would use these observations to adapt its own behavior towards the participant).

A summary of the different steps of the experiment is as follows. Before the start of the experiment, the participants had to read a text with instructions and sign an informed consent form. They were told that the experiment focused on measuring their attention and working memory. They were instructed to pay close attention to the story that they were about to hear, since they would have to answer some questions about it afterwards. After that, they entered the experiment room, and took a seat on the chair. The experimenter then attached some physiological sensors (www.plux.info) to their body, which were used to measure their heart rate and electrodermal activity. After testing the sensors, the experimenter left the room.

At this moment, the storyteller (i.e., the human or virtual agent, depending on the condition) started reading the text about the history of the personal computer. As mentioned earlier, the first fragment of this story would take about five minutes. The main goal of this first part was to allow the participant to recover from the initial stress induced by the start of the experiment. After this first part, a short break followed. Then, the second part was read and at this moment physiological measurements were recorded; after one minute, suddenly the aggressive outburst would take place. In the virtual condition, this happened in the way described above. In the real condition, the actress would use the exact same wordings as used for the fragments of the virtual agent. She was also instructed to keep her performance as constant as possible across trials, by always using the exact same intonation, facial and bodily expressions. Then, after the aggressive outburst, the actress would leave the room. In the virtual condition, a ‘connection lost’ message would appear. This happened approximately 50 seconds after the start of the outburst. A few seconds later (at 1 minute after the outburst), recordings of physiological measurements were stopped and the actress and/or experimenter would re-enter the room, to explain to the participant that the aggressive outburst was just an act and provide comfort when necessary.

After the experiment was terminated, the participants had to fill out a questionnaire. This was done to obtain some information about their subjective experience, in addition to the physiological measurements only. The questionnaire consisted of the following questions:

- Q1: Did you listen carefully when the story was told?
- Q2: Did the aggressive outburst scare you?
- Q3: Although the actual goal of the experiment was to investigate your reaction to aggression, we told you in advance that the experiment focused on attention and memory. Did you believe this?
- Q4: Did you find the aggressive outburst believable?
- Q5: Did you feel personally addressed by the storyteller?

The participants had to rate these questions and score them on a 10-point Likert scale (with 1 = ‘absolutely not’ and 10 = ‘absolutely’). They could also fill out an empty text box for every question, in case they had additional remarks.

6. RESULTS

The results of the physiological measurements are depicted in Figure 4. These graphs depict the dynamics of the heart rate in beats per minute (upper figure) and electrodermal activity in microSiemens (lower figure) over time during the relevant part of the experiment, averaged over all participants in each group. The horizontal axis denotes a period of 2 minutes, i.e., 1 minute before the start of the aggressive outburst and 1 minute after it. The vertical line indicates the moment the outburst started.

As can be seen from the figures, it seems that the participants in the real condition already start with a higher level of arousal (on
average) than those in the virtual condition\(^6\). Indeed, this difference turns out to be significant, both for heart rate and for EDA. During the minute before the outburst, the average heart rate of the real group was 89.7 BPM (\(\sigma=10.5\)), whereas it was 77.3 BPM (\(\sigma=11.9\)) for the virtual group. An independent t-test confirms that this is a significant difference (\(p<0.01\)). For EDA, the average value of the real group was 10.2 \(\mu\)S (\(\sigma=6.0\)) during that minute, whereas it was 7.9 \(\mu\)S (\(\sigma=3.8\)) for the virtual group. Again, this difference is significant, although the effect is less pronounced than for heart rate (\(p<0.05\)).

Next, within-group comparisons are made between the average response before and after the aggressive outburst, both for heart rate and the EDA. This is done to find out for each group whether the aggressive outburst caused a significant stress reaction. For the real condition, the average heart rate increased from 89.7 (during the minute before the outburst, as reported above) to 94.8 (during the minute after the outburst). A paired t-test confirmed that this increase is fairly significant (\(p<0.05\)). The average EDA for this group increased from 10.2 to 13.4, which is strongly significant (\(p<0.001\)). For the virtual condition, the average heart rate increased only mildly, namely from 77.3 to 78.2; this increase is not significant (\(p=0.37\)). However, the average EDA for this group did increase significantly (\(p<0.001\)), namely from 7.9 to 9.0.

The obvious next step is to test whether the increase in responses in the real condition is significantly larger than the increase in the virtual condition. To this end, for both groups and both types of physiological measurements, the differences in response between the minute before and the minute after have been calculated, and these have been compared between the groups using independent t-tests. For heart rate, the average change over time was +5.11 for the real condition, and +0.95 for the virtual condition. Although this difference may seem large, it turned out to be not significant (\(p=0.13\)), probably due to the large individual differences. For EDA, the average change over time was +3.14 for the real condition, and +0.95 for the virtual condition. In contrast to the situation for the heart rate, this difference is strongly significant (\(p<0.001\)).

Regarding the subjective measurements, the answers given to all questions in the questionnaire were averaged and visualized in Figure 5. For each question, the difference in ratings between the real and the virtual condition was compared using an independent t-test. There appeared to be a significant difference for question Q1 (\(p<0.05\)), indicating that the participants in the real condition reported paying significantly more attention to the storyteller than those in the virtual condition. For question Q2, addressing the extent to which the participants experienced being scared, the difference turned out to be just above the significance level (\(p=0.13\)). For the other three questions, the differences were clearly not significant (all \(p\)-values higher than 0.4).

Finally, we tested whether there were any correlations between the answers given in the questionnaire. This was done by calculating Pearson’s correlation coefficient for all combinations of questions. For both conditions, there turned out to be moderate to strong relationships between several combinations of questions, most notably between Q2, Q4 and Q5. As an illustration, a scatterplot of the strongest relation, which is between Q2 and Q5 in the real condition (\(r=0.61\)), is shown in Figure 6. This figure indicates that (for the exception of one outlier) the participants who claimed to feel more personally addressed by the storyteller generally reported to be more scared by the outburst.

\[^6\] Hence, in a way the two groups have different ‘baseline’ measurements. To give an impression about the difference with a ‘true’ baseline measurement: in a pilot study, where subjects were brought in a state at rest by watching a ‘relaxing’ movie, we found this baseline to have a mean value of 70 BPM for heart rate and of about 7.5 \(\mu\)S for EDA.

7. DISCUSSION

Before discussing the physiological measurements, a discussion on the subjective results is given first. Here, only one result appeared statistically significant, indicating that participants in the real condition reported paying more attention compared to the virtual condition (question Q1). It is not a stretch to consider that there is more pressure on the participant to pay attention when confronted with a real human agent due to social convention. This is consistent with the additional remarks given by some of the participants in the virtual condition, who reported having some difficulties in maintaining a high level of concentration during the experiment. Interestingly however, the other questions did not show any significant results. Thus, no significant differences were found in the scariness (Q2) and the believability of the aggressive outburst (Q4), and in the extent to which the participants felt personally addressed (Q5). One factor that should be taken into account here is a potential bias of the participants in the virtual condition; for instance, these participants may have (unconsciously) interpreted question Q2 as “Did the aggressive outburst scare you, considering that it was a virtual agent?”.
Not finding a significant difference in the scariness is interesting, as it might indicate that there is already very little difference between the virtual and the real condition. Also with regard to believability, it is promising that no significant differences were found. However, it is important to note that the sample size in the experiment (28 participants) was limited, which makes it difficult to draw crisp conclusions about this. Additionally, with an average score between 6 and 7 it could be argued that a participant does not experience the same threat in such an experimental condition as it would in a real situation. Nonetheless, this same difference holds for actor-based training versus on-the-job training.

Regarding correlations between the questions, the most pronounced result is the strong correlation between Q2 and Q5, indicating that people who felt more personally addressed by the storyteller generally reported to be more scared by the outburst. This is an interesting finding with our training application in mind. Although correlation does not necessarily mean causation, it may be worthwhile to design the virtual agent in such a way that users have the impression that it addresses them in person.

Next up are the physiological results. A striking first find is that for both the heart rate and electrodermal activity, average values in the real condition are overall higher compared to the virtual group. This might indicate that when confronted with a real human, participants were already more aroused than those who were put in front of a virtual agent. This finding is consistent with the fact that participants in this condition paid more attention to the storyteller (see results for question Q1 in the questionnaire), as attentional effort is typically paired with physiological reactions.

Looking at the impact of the aggressive outburst (by comparing the response levels before and after this moment), a clear effect can be seen in the graph of the electrodermal activity. Even though the aggressive outburst only covers part of the post-measurements, the effect lasts for the entire time in the virtual condition and only at the very end a drop occurs in the real condition. For heart rate the outburst seems to have less impact, although it still resulted in a significant increase in average heart rate in the real condition. This could be caused because cardiovascular measurements not only reflect the sympathetic nervous system, but are of a more complex nature, as explained earlier. A noteworthy result is the short, sudden and extreme drop in heart rate in the real condition at the exact time of the aggressive outburst. This effect is not seen in the virtual group, and could reflect a literal skip of a heartbeat.

To check how sensitive the results are to the time frame used for the physiological measurements, (e.g., due to peculiarities of the specific measures, like EDA having a much slower time decay than heart rate), we investigated whether using measurements over shorter time frames (e.g. 30 seconds before and after the outburst) changed the results, but in general it did not. For instance, using 30 instead of 60 seconds changes the average heart rate before the outburst from 89.7 to 89.8 (see also Fig.4). In summary, physiological measurements seem to indicate that in both conditions, the outburst is sufficient to trigger an emotional response. Both the average level of arousal as well as the reaction to the aggressive outburst are larger in the real condition than in the virtual condition. However, these conclusions should be handled with care, as there was already a difference in the ‘baseline’ measurement between the two groups. Furthermore, a subjective evaluation of the difference between the two groups with regard to anxiety was inconclusive.

With this in mind, some of the potential weaknesses in this experimental setup seem minor. Even though the virtual agent was designed to be as realistic as possible, some important drawbacks of the fragments need some consideration. First, only the face of the actress was recorded and no gestures were animated in the clips. Second, subtle non-verbal cues displayed in the real world setting, might have gone lost in recording. Third, a regular monitor was used instead of an HMD, which has possibly limited immersion. Nonetheless, the virtual group experienced a physical and emotional reaction to the aggressive outburst. By improving the virtual condition, it can only be expected to decrease differences further, or even surpass the real condition with respect to evoking anxiety.

Although the actress was instructed to keep her performance as constant as possible across participants, it is possible that some small differences appeared, e.g. in the precise tone or volume of her voice or her non-verbal behavior. In any case, similar to the virtual condition, participants in the real condition did not interact with the actress (as instructed) and as a result she was able to consistently give a steady performance, with hardly any interference from the participant. To prevent this discussion entirely, for follow-up studies it may be interesting to add another condition in which participants are confronted with a pre-recorded video fragment of the actress (comparable to a ‘teleconference’ setting). On the other hand, this would be of less relevance for our project, as in the end the aim is to train people that are confronted with real world, face-to-face aggression.

Another difficult aspect of this type of research is pinpointing or describing the exact emotional state that is being targeted. Here, anxiety was used for the state of negative arousal as described before. In the current setup, there could be a difference between the initial (unconscious) ‘shock’ experienced when the actress or agent suddenly bursts out in anger compared to the ‘higher-order emotion’ (of shame perhaps) that is felt afterwards, because of the reprimand. In reality, there is probably a gradual transition from the former state to the latter, which makes it difficult to assess which of the (subjective and physiological) measurements relate to which state. In some sense, this is not a problem for our research, as our main focus is on minimizing the difference between the real and the virtual condition, for all possible responses. At some point however, it might become useful to gain a deeper understanding about the relation between the different measurements and the emotional states that are induced.

Related to this, an interesting point of discussion addresses the question which aspects of the (real and virtual) storyteller’s aggressive behaviour contribute to the state of anxiety. Potential components include facial expression, sound, and the content of the utterances. For instance, it is possible that the main part of the participants’ reaction (both in the real and the virtual condition) was caused by an acute stress response triggered by the loud sound of the shouting storyteller, independent from what she said and the look on her face. In follow-up experiments, we aim to study these aspects in more detail.

---

7 The slight delay of the response in the virtual condition appeared to be caused by a timing issue in the fragments of the virtual agent.
8. CONCLUSION
In this paper, an experiment was described to compare the impact of an aggressive virtual agent with that of a real human actor with respect to the listener’s anxiety. A group of 28 participants took part in the experiment, which were randomly assigned to the 'real' or the 'virtual' condition. Results show a physiological response to the aggressive outburst in both conditions, although it is larger in the real group. In contrast, a post-activity questionnaire did not show any differences in subjectively experienced anxiety between both groups. In all, these findings show that virtual agents are able to elicit similar responses as a real human actress, when showing aggressive behavior. Although there are still some differences in the physiological response induced, this provides strong support for using virtual agents for aggression de-escalation training.

With multiple possibilities to enhance the realism of the virtual agent, in the future the emotion experienced by the user could be intensified even further, which provides more possibilities into exploring the differences (or lack thereof) between the real and the virtual world. Currently, a virtual environment for training aggression de-escalation techniques is being implemented, which will be used to investigate the potential of using virtual agents for training compared to role-play further. Here, in addition to the currently used facial animations, agents will be able to make gestures. Moreover, in addition to evaluating the impact on users’ emotional and physiological state, transfer of learning from the virtual training environment to the real world will be evaluated.

Parallel to this, it is important to also consider the possible risks of using virtual reality. As it is not yet known what the limits are that can be reached using this technology, care should be taken not to reach a situation in which the virtual experience becomes equally (or more) frightening than real-life, hence introducing similar (psychological) risks such as posttraumatic stress disorder. As this research has shown, there lies great power in using virtual reality and virtual agents for training purposes, but it is important we also learn to understand and harness this power well.
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