ABSTRACT

Transfer learning in reinforcement learning is an area of research that seeks to speed up or improve learning of a complex target task, by leveraging knowledge from one or more source tasks. This thesis will extend the concept of transfer learning to curriculum learning, where the goal is to design a sequence of source tasks for an agent to train on, such that final performance or learning speed is improved. We discuss completed work on this topic, including an approach for modeling transferability between tasks, and methods for semi-automatically generating source tasks tailored to an agent and the characteristics of a target domain. Finally, we also present ideas for future work.
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1. INTRODUCTION

As autonomous agents are called upon to perform increasingly difficult tasks, new techniques will be needed to make learning such tasks tractable. Transfer learning [3, 9] is a recent area of research that has been shown to speed up learning on a complex task by transferring knowledge from one or more easier source tasks. Most existing transfer learning methods treat this transfer of knowledge as a one-step process, where knowledge from all the sources are directly transferred to the target. However, for complex tasks, it may be more beneficial (and even necessary) to gradually acquire skills over multiple tasks in sequence, where each subsequent task requires and builds upon knowledge gained in a previous task. This is especially important, for example, if the knowledge or experience needed from a source requires prerequisites to obtain.

The goal of this thesis work is to extend transfer learning to the problem of curriculum learning. As a motivating example, consider the game of Quick Chess¹ (Figure 1). Quick Chess is a game designed to introduce players to the full game of chess, by using a sequence of progressively more difficult “subgames.” For example, the first subgame is a 5x5 board with only pawns, where the player learns how pawns move and about promotions. The second subgame is a small board with pawns and a king, which introduces a new objective: keeping the king alive. In each successive subgame, new elements are introduced (such as new pieces, a larger board, or different configurations) that require learning new skills and building upon knowledge learned in previous games. The final game is the full game of chess.

The question that motivates this line of work is: can we find an optimal sequence of tasks (i.e. a curriculum) for an agent to play that will make it possible to learn some target task (such as chess) fastest, or at a performance level better than learning from scratch?

Designing an effective curriculum is a complex problem that ties task creation, sequencing, and transfer learning. A good set of source tasks is crucial for having positive transfer. A curriculum designer must be able to suggest source tasks using knowledge of the target domain, and that are tailored to the current abilities of the agent. Second, the tasks must be sequenced in a way that allows new knowledge to be accumulated by the agent along each step. During this process, the agent also needs to know how long it should spend in a source in order to acquire the necessary skills, the kind of knowledge it should obtain for transfer, and how to transfer it to the next stage of the curriculum. In the following sections, we discuss progress made towards some of these objectives, and plans for future work in this direction.


2. COMPLETED WORK

There are two pieces of completed work that relate to this thesis. Last year [7], we examined the problem of learning to select which tasks could serve as suitable source tasks for a given target task. Unlike previous approaches, which typically relied on a model of the two task MDPs, or experience (such as sample trajectories) from the two tasks, our approach used a set of meta-level feature descriptors describing each task. We trained a regression model over these feature descriptors to predict the benefit of transfer from one task to another, as measured by the jumpstart metric [9], and showed using a large scale experiment that these descriptors could be used to predict transferability.

This method serves as one way of identifying which task to select as part of a curriculum. However, it assumed that a fixed and suitable set of tasks was provided, which was created using knowledge of the domain. It also only showed successful transfer for a 1-stage curriculum.

At AAMAS 2016, we will present the overall problem of curriculum learning in the context of reinforcement learning [6], and show concrete multi-stage transfer. Specifically, as a first step towards creating a curriculum, we consider how a space of useful source tasks can be generated, using a parameterized model of the domain and observed trajectories of an agent on the target task. We claim that a good source task is one that leverages knowledge about the domain to simplify the problem, and that promotes learning new skills tailored to the abilities of the agent in question. Thus, we propose a series of functions to semi-automatically create useful, agent-specific source tasks, and show how they can be used to form components of a curriculum in two challenging multiagent domains. Particularly, we show that a curriculum is useful and can provide strong transfer [9].

The methods we propose are also useful for creating tasks in the classic transfer learning paradigm (1 step curriculum). Past work in transfer learning has typically assumed a fixed set of source tasks are provided, using a static analysis of the domain. This work allows new source tasks to be suggested from a dynamic analysis of the agent’s performance.

3. DIRECTIONS FOR FUTURE WORK

In our most recent work [6], we showed how one form of transfer – value function transfer – could be used to transfer knowledge via a curriculum. However, transfer learning literature has shown that alternate forms of transfer are also possible, using options [8], policies [2], models [1], or even samples [5, 4]. Thus, an interesting extension is characterizing what type of knowledge is useful to extract from a task, and whether we can combine multiple forms of transfer for use in a curriculum. For example, it may be that some tasks are more suitable for transferring options, while others are more suitable for transferring samples. Thus, when designing a curriculum, the designer would ask both which task to transfer from, and the type of knowledge to transfer.

Another key question to address is how long to spend on a source task. In our previous work [6, 7], agents trained on source tasks until convergence. However, this is suboptimal for two reasons. First, spending too much time training in a source task can result in overfitting to the source. In curriculum learning, we only care about performance in the target task, and not whether we also achieve optimality in a source. Thus, this excess training can be detrimental. Second, from a practical standpoint, if the necessary skills can be acquired from a source task before reaching convergence, there is no benefit to keep training on it. Doing so would make it harder to show benefits such as strong transfer.

Finally, there is the overall goal of automatically sequencing tasks in the curriculum. Our current work [6] proposed a way of creating a space of tasks, but assumed a separate process (e.g., a human expert) chose which tasks to use. Automating this process completes the loop. Once we have a curriculum for an agent, we can also examine related questions such as how to individualize that curriculum for a new set of agents that have different representations or abilities.
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