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ABSTRACT
According to the INRIX Global Traffic Scorecard, in 2016, an average driver in Los Angeles has spent 100 hours (approximately 4 days) in traffic jams. The economic impact of this is huge. Besides, also issues related to environment is non-negligible.

Many naive solutions tend to ignore the fundamental rule of traffic: building new roads just makes people drive more, i.e., more supply creates more demand. Given the continuous growth of the world urban population and the increasing needs related to mobility of people and goods, the demand is likely to grown anyway.

Lucky, there are not only bad news here: people do adapt to congestion. Therefore, it is important to understand how this adaptive process occurs, and how to seize the opportunity to develop or enhance agent-based tools as well as reinforcement learning methods in order to contribute to the effort of fixing traffic as much as possible. Among many others, one example here is the design of protocols and mechanisms underlying new traffic-related apps.

In this talk, I try to take a look at the present and future of this task. However, we should not throw away the past experience, despite new actors or players in this game, despite new paradigms that are starting to arise, and in spite of changes in preference by those actors (e.g., drop in car ownership among young people).

Thus, this talk reviews what we already know, as well as what we have already tried (for instance regarding the role of traffic control or regarding what can be learned from studying traffic assignment and route choice). Interesting questions here are: how can a microscopic, agent-based approach to modeling and simulation help decision-makers and traffic planners? How can new technologies, such as routing apps, microblogs, and context for prediction of patterns be incorporated to the past effort/agenda? How to most effectively use the internet of vehicles?

Finally, this talk summarizes some challenges and obstacles, such as the lack of testbeds, or even the lack of validation data.
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