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ABSTRACT

In this paper we study the complexity of finding approximate Nash equilibria in multi-player normal-form games. First, for any constant number n, we present a polynomial-time algorithm for computing a relative \((1 - \frac{1}{\ln(n-1)+\varepsilon})\)-Nash equilibrium in arbitrary n-player games and a relative \((1 - \frac{1}{\ln(n-1)+\varepsilon})\)-Nash equilibrium in symmetric n-player games. Next, we show that there is an additive \(\varepsilon\)-well-supported Nash equilibrium, for any \(\varepsilon > 0\), with support equal to \(O(\ln(mn/\varepsilon)/\varepsilon^2)\), where \(m\) is the number of pure strategies. Finally, we prove that finding additive approximate Nash equilibria is easy in random multi-player games.

1. INTRODUCTION

The problem of computing of a Nash equilibrium is one of the most fundamental problems in modern game theory. Given the evidence of its intractability, in recent years an extensive research has focused on the approximation of Nash equilibria. In this paper we study the fundamental problem of the complexity of approximating Nash equilibria in multi-player normal-form games.

We will consider (finite) games with \(n\) players, 1, …, \(n\), each player having a finite set of \(m\) strategies, \(n, m \geq 2\). A Nash equilibrium is any strategy profile such that none of the players has an incentive to change her strategy. While we normally would like to consider Nash equilibria and study their properties, there is a strong evidence that finding them is computationally hard (see [7, 11]). Therefore we will focus on a relaxed version thereof, on the approximation of Nash equilibria. There are two different notions of approximation of Nash equilibria, one with additive and one with relative error/incentive, and then a further variant of the \(\varepsilon\)-well-supported Nash equilibrium. An additive \(\varepsilon\)-Nash equilibrium is a strategy profile such that any player has an incentive of at most \(\varepsilon\) to change her strategy. A relative \(\varepsilon\)-Nash equilibrium is a strategy profile in which the payoff of each player is at least \(1 - \varepsilon\) times the best-response strategy. An additive \(\varepsilon\)-well-supported Nash equilibrium requires that any player has an incentive of at most \(\varepsilon\) to deviate from any of the pure strategies that she uses in her mixed strategy. Every additive \(\varepsilon\)-well-supported Nash equilibrium is also an additive \(\varepsilon\)-Nash equilibrium, but the converse does not always hold. Further, a relative \(\varepsilon\)-well-supported Nash equilibrium is a strategy profile in which any pure strategy that is played by the players has payoff at least \((1 - \varepsilon)\) times the best-response payoff.

Given the importance and numerous applications of Nash equilibria (see, e.g., [22] and the references therein), there has been substantial amount of research devoted to the study of the complexity of computing various types of approximate Nash equilibria (see Section 1.2). However, while many applications assume multi-player games, the majority of the algorithmic studies have been focusing solely on two-player games (a possible exception here are games with compact representation, for example, graphical games; but our focus is on the study of general multi-player games). The goal of this paper is to advance our understanding of the complexity of approximating Nash equilibria games for multi-player games.

1.1 Our contributions

We present a thorough study of the complexity of finding approximate Nash equilibria in multi-player games.

We give the first approximation bound for relative approximate Nash equilibria in arbitrary \(n\)-player games, assuming \(n\) is constant.

**Theorem 1.** For any \(n\)-player normal-form game, where \(n\) is a constant, with entries in \([0, 1]\), we can construct in polynomial-time a relative \((1 - \frac{1}{\ln(n-1)})\)-Nash equilibrium.

(Notice that, for example, for \(n = 3\) players this gives a relative \(\frac{1}{2}\)-Nash equilibrium, for \(n = 4\) players it gives a relative \(\frac{25}{28}\)-Nash equilibrium, and so on.)

Then, we extend Theorem 1 to obtain a stronger bound for relative approximate Nash equilibria in symmetric multi-player games.

**Theorem 2.** For any symmetric \(n\)-player normal-form game, where \(n\) is a constant, with entries in \([0, 1]\), we can construct in polynomial-time a relative \((1 - \frac{1}{\ln(n-1)}\)-Nash equilibrium.

(For example, for \(n = 3\) players this gives a relative \(\frac{6}{7}\)-Nash equilibrium in symmetric games, for \(n = 4\) players it gives a relative \(\frac{27}{28}\)-Nash equilibrium in symmetric games, and so on.)

Next, inspired by the works of Lipton et al. [21], Hémon et al. [17], Kontogiannis and Spirakis [19], and of Babichenko et al. [3], we prove existence of an additive \(\varepsilon\)-well-supported Nash equilibrium of small (poly-logarithmic) support size.

**Theorem 3.** Consider an \(m\)-strategies \(n\)-player game. Then, one can construct an empirical strategy profile that is an additive


\textit{ε}-well-supported Nash equilibrium with support of size $O(\ln n + \ln m + \ln(1/\varepsilon))/\varepsilon^2$.

Finally, inspired by the work of Panagopoulou and Spirakis [23] we prove that it is easy to find additive approximate Nash equilibria in random multi-player normal-form games. Let a uniformly distributed be a mixed strategy in which player plays every pure strategy with probability $1/m$.

\textbf{Theorem 4.} Consider an $m$-strategies $n$-player random normal-form game and let $\varepsilon > 0$. Let $x$ be a uniformly distributed. Then with high probability, the strategy profile $x = (x, \ldots, x)$ is an additive $\varepsilon$-well-supported Nash equilibrium.

We note that in Theorem 4, parameter $\varepsilon$ does not need to be constant and it may be as small as $\varepsilon = \sqrt{\ln(2m)}/m^{3/2}$.

As it can be seen in Section 1.2, no previous non-trivial bounds have been known earlier for any of these problems (for multi-player games).

\subsection{1.2 Related works}

While in classical game theory and in many applications the study of \textit{multi-player games} (games with $n > 2$ players) plays a fundamental role, as it should be evident from the overview below, most of the earlier works on the complexity of approximation of Nash equilibria have been focusing on \textit{bimatrix games}, which is, games with $n = 2$ players.

An additive $\varepsilon$-Nash equilibrium is a strategy profile such that any player has an incentive of at most $\varepsilon$ to change her strategy. A number of polynomial-time algorithms to find additive $\varepsilon$-Nash equilibria for bimatrix games have been developed over the years: for $\varepsilon = \frac{1}{2}$ by Kontogiannis et al. [18], for $\varepsilon = \frac{1}{2}$ by Daskalakis et al. [13], for $\varepsilon = \frac{1}{2} - \frac{1}{4m^2}$ by Byrka et al. [5], and finally with $\varepsilon = 0.3393$ by Tsaknakis and Spirakis [26]. In the special case of \textit{symmetric} bimatrix games, a polynomial-time algorithm for additive $(\frac{1}{2} + \delta)$-Nash equilibria, for any $\delta > 0$, was given by Kontogiannis and Spirakis [20]. Bárány et al. [4] (see also [23]) have proved that additive $\varepsilon$-Nash equilibria are easy to find in random bimatrix games for all $\varepsilon > 0$.

While the bimatrix games have been extensively investigated, much less is known for the games with more than two players. For general games with $n$ players, there is a polynomial-time algorithm that outputs additive $(1 - \frac{1}{2})$-Nash equilibria, which also can be generalized to a recursive method that gives an additive $(\frac{1}{2} - \alpha)$-Nash equilibria for $n = 1$ players, see [5, 6, 17]. Furthermore, for the special class of polymatrix games, one can improve this bound to get a polynomial-time algorithm for computing additive $(\frac{1}{2} + \delta)$-Nash equilibria for any $\delta > 0$ [14].

Lipton et al. [21] have proved existence of additive $\varepsilon$-Nash equilibria with support of size $O((n^2 \log m)/\varepsilon^2)$, which was then improved to $O(n \log m)/\varepsilon^2$ by Hénon et al. [17], and finally to $O(\log(n m)/\varepsilon^2)$ by Babichenko et al. [3].

On the other hand, it is known that if one limits the players to strategies with support of total size $o(\log m)$, then it is not possible to find an additive $\varepsilon$-Nash equilibrium in bimatrix games, for any $\varepsilon < \frac{1}{2}$ [16]. In a similar flavor, very recently Rubinstein [25] proved that for some constant $\varepsilon > 0$, assuming the Exponential Time Hypothesis for PPAD computing an additive $\varepsilon$-Nash equilibrium in bimatrix game requires time $m^{\log^{1-o(1)} m}$, matching (up to the $o(1)$ term) the complexity of the algorithm of Lipton et al. [21].

The notion of an additive $\varepsilon$-well-supported Nash equilibrium (that forms an important class of approximate Nash equilibrium) requires that any player has an incentive of at most $\varepsilon$ to deviate from any of the pure strategies that she uses in her mixed strategy. Since every additive $\varepsilon$-well-supported Nash equilibrium is also an additive $\varepsilon$-Nash equilibrium, but the converse does not always hold, the problem of finding an additive $\varepsilon$-well-supported Nash equilibrium is harder than that of finding an additive $\varepsilon$-Nash equilibrium. We now know how to find an additive $0.6528$-well-supported Nash equilibrium in bimatrix games [8, 15, 19] in polynomial time. There are also polynomial-time algorithms for finding additive $(\frac{1}{2} - \delta)$-well-supported Nash equilibria in win-lose bimatrix games [19], and additive $(\frac{1}{2} + \delta)$-well-supported Nash equilibria in symmetric bimatrix games, for any $\delta > 0$ [9]. Panagopoulou and Spirakis [23] proved that additive $\varepsilon$-well-supported Nash equilibria are easy to find in random bimatrix games for all $\varepsilon > 0$. Furthermore, the quasi-polynomial algorithm for additive $\varepsilon$-Nash equilibria is also applied to finding additive $\varepsilon$-well-supported Nash equilibria in bimatrix games, and so one can find additive $\varepsilon$-well-supported Nash equilibrium in quasi-polynomial time $m^{O(\ln m/\varepsilon^2)}$ for arbitrarily small $\varepsilon > 0$ [19].

While the notion of the additive approximation of the Nash equilibrium has been studied extensively in the past, significantly less attention has been given to the notion of the relative $\varepsilon$-Nash equilibrium. A relative $\varepsilon$-Nash equilibrium is a strategy profile in which the payoff of each player is at least $(1 - \varepsilon)$ times the payoff of the best-response strategy. Most of the relevant results we are aware of appeared in the paper of Feder et al. [16] for bimatrix games. On a positive side, Feder et al. [16, Theorem 3] give a polynomial time algorithm that finds a relative $\varepsilon$-Nash equilibrium for $\varepsilon$ slightly smaller than $\frac{1}{2}$. (There exists a function $f(m) = (2 + o(1))^m$ such that for any $\alpha, 0 < \alpha < \frac{1}{4m^2}$, one can find in polynomial time a relative $(\frac{1}{2} - \alpha)$-Nash equilibrium; the relative $(\frac{1}{2} - \alpha)$-Nash equilibrium found is a pure row strategy and a mixed column strategy.) On a negative side, Feder et al. [16, Theorem 1] show that for any $\alpha, 0 < \alpha < \frac{1}{2}$, if one limits the column player to strategies with support of size less than $m^{\log_2(1/\alpha)}$, then it is not possible to find a relative $(\frac{1}{2} - \alpha)$-Nash equilibrium, even for constant-sum zero-one games. Furthermore, Feder et al. [16, Theorem 2] present bimatrix constant-sum zero-one games for which for any $\varepsilon, 0 < \varepsilon < \frac{1}{2}$, no pair of mixed strategies with supports of size smaller than $O(\varepsilon^{-2} \log m)$ is a relative $\varepsilon$-Nash equilibrium. Further, in a related work, Daskalakis [10] considers the notion of the relative $\varepsilon$-well-supported Nash equilibrium, strategy profiles in which any strategy that is played by the players has payoff at least $(1 - \varepsilon)$ times the best-response payoff. He shows that the problem of finding a relative $\varepsilon$-well-supported Nash equilibrium in two-player games, with payoff values in $[-1, 1]$, is PPAD-complete, even for constant values of the approximation. Finally, Rubinstein [24] extends this result and he proves that finding a relative $\varepsilon$-well-supported Nash equilibrium in a bimatrix game with positive payoffs is PPAD-complete (see also [25]).
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