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ABSTRACT
With recent advances in the use of deep networks for complex reinforcement learning (RL) tasks which require large amounts of training data, ensuring sample efficiency has become an important problem. In this work we introduce a novel method to detect environment symmetries using reward trails observed during episodic experience. Next we provide a framework to incorporate the discovered symmetries for functional approximation to improve sample efficiency. Finally, we show that the use of potential based reward shaping is especially effective for our symmetry exploitation mechanism. Experiments on classical problems show that our method improves the learning performance significantly by utilizing symmetry information.
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1. INTRODUCTION
In many RL scenarios, like training a rover to move on Martian surface, the cost of obtaining samples for learning can be high (in terms of robot’s energy expenditure), and so sample efficiency is an important subproblem which deserves special attention. Very often the environment has intrinsic symmetries which can be leveraged by the agent to improve performance and learn more efficiently. Moreover, in many environments, the number of symmetry relations tend to increase with the dimensionality of the state-action space, e.g. for the simple case of grid world of dimension d there exist O(d^2d^d) fold symmetries. This can provide substantial gains in sample efficiency while learning as we would ideally need to consider only the equivalence classes formed under the induced symmetry relations. However, discovering these symmetries can be a challenging problem owing to noise in observations and complex dynamics of the environment. With recent advances in deep reinforcement learning [5, 4], it has been demonstrated that a lot of seemingly complex tasks which pose challenges in the form of large state action spaces and difficulty of learning good representations [1, 8]; can be handled very well with the use of deep networks as functional approximators. Training these networks, however requires large amounts of data and learning their parameters necessitates coming up with careful update procedures and defining the right objectives(see Glorot et al [3]) and is a topic of study in its own right. Thus established methods for MDP abstraction and minimization can’t be practically extended for use in function approximation for RL using deep networks which builds up the premise for this work. To the best of our knowledge, we are the first to motivate the use of symmetry in the context of deep reinforcement learning. In this paper we investigate methods for discovering state space symmetries and their inclusion as prior information via a suitable cost objective.

2. PRELIMINARIES
Symmetries in MDP: We represent MDP as a tuple M := (S, A, Ψ, T, R), here Ψ ⊂ S × A is the set of admissible state-action pairs, R : Ψ × S → R, T : Ψ × S → [0, 1] are reward and transition functions respectively. The notion of symmetries in MDP can be rigorously treated using the concept of MDP homomorphisms [7]. MDP homomorphism h from M = (S, A, Ψ, T, R) to M’ = (S’, A’, Ψ’, T’, R’) is defined as a surjection h : Ψ → Ψ’, which is itself defined by a tuple of surjections (f, (g_s, s ∈ S)). In particular, h((s, a)) := (f(s), g_s(a)), with f : S → S’ and g_s : A_s → A’\_{f(s)} & satisfies following: Firstly it preserves the rewards (i.e., R'(f(s), g_s(a), f(s’)) = R((s, a, s’)) & secondly it commutes with dynamics of M (i.e., T'(f(s), g_s(a), f(s’)) = T(s, a, [s’]_{g_s\_a(s)})). Here we use the notation \([s’]_{g_s\_a(s)}\) to denote the projection of equivalence classes B that partition Ψ under the relation h((s, a)) = (s’, a’) on to S. Symmetries χ : Ψ → Ψ can then be formally defined as automorphisms on M with the underlying functions f, g_s being bijective. The homomorphism requirements for a symmetry reduce to:

\[ T(f(s), g_s(a), f(s’)) = T(s, a, s’) \]  
\[ R(f(s), g_s(a), f(s’)) = R(s, a, s’) \]  

The set of equivalence classes C\{(s, a)\} of state action pairs formed under the relation χ((s, a)) = (s’, a’) partition Ψ and can thus be used to form a quotient MDP, represented as \(M_\chi = M/C\), which is smaller and can be efficiently solved. However in RL setting, we do not know the underlying system dynamics, hence we estimate C\{(s, a)\} on the go using the agent’s experience and use estimated equivalent classes...
to drive identical updates for equivalent state-action pairs during the process of learning the optimal policy.

**Reward Shaping:** Reward shaping is a technique that augments the reward function $R$ of a MDP $M = (S, A, \Psi, T, R)$ by a shaping function $F : \Psi \times S \rightarrow \mathbb{R}$. Thus, the agent sees a modified reward $R'(s, a, s') = R(s, a, s') + F(s, a, s')$. Ng et al. [6] have shown that if the reward shaping function is potential based i.e., is of the form: $F(s, a, s') = \gamma \Theta(s') - \Theta(s)$ $\forall s, a, s'$ for some $\Theta : S \rightarrow \mathbb{R}$, then the policy invariance property is guaranteed. Shaping helps distinguish these pairs by making the rewards sufficiently distinct and consequently preventing spurious similarity estimates.

### 3. METHODOLOGY

#### Symmetry Detection

**Definition:** Given an MDP $M = (S, A, \Psi, T, R)$, we define set $\Pi_{s,a,j} = \{(\sigma, N_\sigma)\}$ where $\sigma$ is a sequence of rewards of length $j$ and $N_\sigma$ is the number of times it is seen starting with state $s$ taking action $a$ during the execution of policy $\pi$. We use the notation $|\Pi_{s,a,j}| = \sum_{\sigma} N_\sigma$ and $\Pi_{s,a,j} \cap \Pi_{s',a',j} = \{(\sigma, \min(N_\sigma, N_{\sigma'})\}$. We define the notion of similarity between two state action pairs $(s, a)$ and $(s', a')$ as follows:

$$
\chi_{i,l_0}(s, a, (s', a')) = \sqrt{\frac{\sum_{j=l_0}^{7} |\Pi_{s,a,j}| \Pi_{s',a',j}|}{\sum_{j=l_0}^{7} |\Pi_{s,a,j}| + \sum_{j=l_0}^{7} |\Pi_{s',a',j}|} - \frac{1}{2}}
$$

(3)

To efficiently compute the similarities between all the state action pairs, we use an auxiliary structure called the reward history tree $P$, which stores the prefixes of reward sequences of length up to $i$ for the state action pairs observed during policy execution and also maintains a list of state, action, occurrence frequency tuples $[(s, a, \sigma)]$. The similarities estimates can be computed by doing a breadth first traversal on $P$. We consider state pairs $\chi_{sym} := \{(s, a, (s', a')) | \chi_{i,l_0}(s, a, (s', a')) \geq \Delta\}$ as similar for the given length ($i$ and $l_0$) and threshold parameters ($\Delta$). Note that the definition of $\chi_{i,l_0}$ enables finding state action symmetries even when the actions are not invariant under the symmetry transform i.e. $g_s(a) \neq a \forall s, a$ (indeed, this is the case with the Cart-Pole problem where $\forall s \in S, g_s(Left) = Right, g_s(Right) = Left$). Previous work in [2] is unable to do this. It can be shown that the similarity measure $\chi_{i,l_0}$ is complete i.e. any state action pair which is equivalent under the given symmetry should be identifiable using $3$.

#### Symmetry Inclusion Priors & Learning

**Definition:** Let $Q(s, a; \theta)$ be the function approximator network. Having found some symmetric state action pairs $\chi_{sym}$, we next use this information while training the network.

$$
L_{i, total}(\theta) = L_{i, TD}(\theta) + \lambda L_{i, Sym}(\theta),
$$

(4)

Eq. 4 gives training loss, where $\lambda$ is the weighing parameter and the loss components are:

$$
L_{i, TD}(\theta) = \mathbb{E}_a[(r + \gamma \max_a Q(s', a'; \theta_{i-1}) - Q(s, a; \theta_i))^2]
$$

(5)

$$
L_{i, Sym}(\theta, \theta_{i-1}) = \mathbb{E}_{\chi_{sym}}[(Q(s', a'; \theta_i) - Q(s, a; \theta_{i-1}))^2]
$$

(6)

Here $\mathbb{B}$ is the set of observed $(s, a, r, s')$ tuples following a e-greedy behavioral policy. Differentiating the total loss (4) with respect to the weights, we arrive at a combination of gradients coming from the two loss objectives:

$$
\nabla_{\theta_i} L_{i, TD}(\theta_i) = \mathbb{E}_{s,a}(r + \gamma \max_a Q(s', a'; \theta_{i-1}) - Q(s, a; \theta_i)) \nabla_{\theta_i} Q(s, a; \theta_i)
$$

(7)

**Table 1: Iterations to convergence (rounded)**

<table>
<thead>
<tr>
<th>Setup</th>
<th>Naive</th>
<th>Girgin</th>
<th>Sym</th>
</tr>
</thead>
<tbody>
<tr>
<td>9x9 $\Theta_1$</td>
<td>136±7</td>
<td>113±5</td>
<td>37±6</td>
</tr>
<tr>
<td>13x13 $\Theta_1$</td>
<td>237±6</td>
<td>166±7</td>
<td>46±6</td>
</tr>
<tr>
<td>9x9 $\Theta_2$</td>
<td>174±7</td>
<td>116±6</td>
<td>31±5</td>
</tr>
<tr>
<td>13x13 $\Theta_2$</td>
<td>241±5</td>
<td>187±6</td>
<td>38±6</td>
</tr>
<tr>
<td>5x5 $\Theta_2$</td>
<td>253±8</td>
<td>177±6</td>
<td>41±7</td>
</tr>
<tr>
<td>7x7 $\Theta_2$</td>
<td>275±9</td>
<td>229±10</td>
<td>54±8</td>
</tr>
</tbody>
</table>

$$
\nabla_{\theta_i} L_{i, Sym}(\theta_i) = \mathbb{E}_{\chi_{sym}}[(Q(s', a'; \theta_i) - Q(s, a; \theta_{i-1})) \nabla_{\theta_i} Q(s', a'; \theta_i)]
$$

(8)

Eq. 7 represents the familiar Q-learning gradient. Eq. 8 is defined so to prevent the network from destroying the knowledge gained from the current episode. A symmetric version of the DQN algorithm is given below.

**Algorithm 1 Sym-DQN**

1. Initialize: Memory $\mathbb{D} \leftarrow \{}$, $P \leftarrow \{\text{root}\}$
2. Initialize action-value function $Q$ with random weights($\theta$)
3. for episode $\leq M$ do
4: Initialize start state
5: for $t = 1$ to $T$ do
6: With probability $\epsilon$ select action $a_t$
7: Otherwise select $a_t = \text{argmax}_a Q(s_t, a, \theta)$
8: Execute action $a_t$ and observe reward $r_t$ state $s_{t+1}$
9: Store transition $(s_t; s_t; r_t; s_{t+1})$ in $\mathbb{D}$
10: Sample random minibatch $B$ from $\mathbb{D}$
11: Find $\mathbb{B}_s$ the batch of symmetric pairs of $B$ from $P$
12: Set targets for $B$ & $\mathbb{B}_s$
13: Perform gradient descent step as in eq 7,8
14: Update $P$ with the episode

### 4. EXPERIMENTS

**Grid World:** In the grid world domain we consider the problem of finding the shortest path to a goal in a $n \times n$ square grid world. The discount factor is set to be $\gamma = 0.9$ and exploration $\epsilon = 0.1$. The goal state $(x_G, y_G)$ is chosen randomly at the start of each iteration. We test two kinds of reward shaping settings $\Theta_1(x, y) = \{(x - x_G) + |y - y_G|\}$, $\Theta_2(x, y) = \{(x - x_G) + |y - y_G| \sqrt{|x - x_G| + |y - y_G|}\}$. Table 1 gives the number of episodes required for convergence to optimal policy for different setups. The agent running our algorithm (labeled $Sym$) learns the optimal policy much faster than baseline (labeled $Naive$) and previous work. On performing the two sided Welch’s t-test on the null hypothesis the p-values are found to be $< 10^{-4}$ for all the setups.

### 5. CONCLUSIONS

We have proposed a novel framework for discovering environment symmetries and exploiting them for the paradigm of function approximation. The experiments verify the effectiveness of our approach. For future work we would like to explore methods for learning the symmetries using deep networks.
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