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ABSTRACT
We focus on multi-agent learning over extensive-form games. When designing algorithms for extensive-form games, it is common the resort to tabular representations (i.e., normal form, agent form, and sequence form). Each representation provides some advantages and suffers from some drawbacks and it is not known which representation, if any, is the best one in multi-agent learning. In particular, a wide literature studies algorithms for the normal form, but this representation is prohibitive in practice since it is exponentially large in the size of the game tree. In this paper, we show that some learning algorithms defined over the normal form can be re-defined over the sequence form so that the dynamics of the two algorithms are realization equivalent (i.e., they induce the same probability distribution over the outcomes). This allows an exponential compression of the representation and therefore makes such algorithms employable in practice.
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1. INTRODUCTION

Multi-agent learning is a long-standing challenging problem in the multi-agent community. A classic model is to have the agents learn the strategy of a one-shot game through repeated interaction. Hence, the goal is designing algorithms that are able to converge to an equilibrium in self-play, and exploit at best the opponent’s strategy when paired against other algorithms. A large portion of the literature mainly investigates games where the players act simultaneously (aka normal-form games), whereas when the interaction unfolds over several consecutive actions (extensive-form games) many issues are left open. As we argue below, in order to work on this more complex case it is necessary to cast the game to one of several possible alternative representations. Nowadays it is not known which one is the best.

State of the art. The first option is to transform the extensive-form game into its normal-form equivalent, thus allowing the access to a large collection of algorithms including Cross’ Learning [3], GIGA [19], Exp3 [1] and Q-learning [17]. For many of these, we have a full characterisation of their learning dynamics, which is typically modeled as a replicator dynamics with a specific mutation term [13, 7, 18] or as a gradient ascent algorithm [8]. The main drawback is that the normal form is exponentially large in the size of the game tree, thus making the learning process exponentially long as the algorithm has to sort through a large number of alternative plans.

The second option is to use the agent form, where a different fictitious agent plays at each information set. An example that is closely related to this form is the counterfactual regret (CFR) minimization algorithm [20], which has been successfully applied to very large games (e.g., Poker) [11]. CFR is known to converge to a Nash equilibrium in two-player zero-sum games [20] and has been evaluated on other categories of games [9, 12]. In the case of general-sum games, it is only known that strictly dominated actions will be played with probability zero [6], but no result characterizing its dynamics is known. More in general, the main drawback of the agent form is that learning is performed independently at each information set. As a result, even though the strategy space is exponentially smaller with respect to the normal-form, it is possible to have more chaotic learning dynamics, and long delays in the propagation of the optimal behaviour along the tree.

Finally, there is a third option that involves the use of the sequence-form instead. This less-common representation does not require fictitious agents and is linear in the size of the game tree. As an example, Leduc Hold’em, a small variant of Poker, has 337 sequences per player compared to about $10^{14}$ different actions in the normal-form. On the other side, its strategy space is not a simplex anymore, but a convex set defined by a set of linear constraints. The first applications of this approach in multi-agent learning are described in [5, 10] where a sequence-form replicator dynamics and a Q-learning algorithm are introduced respectively. However, as remarked in [2], the use of the sequence form in multi-agent learning is largely unexplored.

Original contributions. In this paper, we provide new results on multi-agent learning over the sequence form. More precisely, we propose the sequence-form as a bridge to regain access to the collection of normal-form algorithms for extensive-form games. To this end, we design the sequence-form equivalent of three algorithms, each based on a different principle: a replicator dynamics algorithm (Cross’ Learning), a gradient ascent one (GIGA) and a bandit one (Exp3). In doing so, we show how to solve a recurring technical issue, i.e. the problem of efficiently counting the number of normal-form plans that include a specific sequence.

2. PRELIMINARIES

We focus here on the description of the normal-form and the sequence-form. For a definition of extensive-form game see [4].

(Reduced) Normal form This is a tabular representation [15] in which each plan $p \in P_i$ specifies one action $a$ per information set. We denote by $\sigma_i$ the mixed strategy of player $i$, which specifies the
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Algorithm 1: PlanCount($i, \Gamma, x$)

1: if $x \notin Q_i$ then
2: if $x$ is a terminal sequence then
3: return $1$
4: else
5: temp = 1
6: for $h \in H_i$, s.t. $\exists a \in \rho(h) : x_a \in Q_i$ do
7: temp $\leftarrow$ temp $\cdot$ PlanCount($i, \Gamma, h$)
8: if $x \in H_i$ then
9: temp $\leftarrow$ 0
10: for $a \in \rho(x)$ do
11: temp $\leftarrow$ temp $+$ PlanCount($i, \Gamma, q(x)a$)
12: return temp

probability $\sigma_i(p)$ associated with each plan $p$. The reduced normal-form is obtained by deleting replicated strategies [14], therefore decreasing the total number of plans $|P_i|$. Although the reduced normal form can be much smaller than normal form, it is still exponential in the size of the game tree.

Sequence form This representation is constituted by a sparse payoff matrix and a set of constraints [16]. A sequence $q \in Q_i$ is a set of consecutive actions $a \in A_i$ by player $i$. We denote by $q_{\theta}$ the initial sequence of every player, by $qa$ the extended sequence obtained by appending action $a$ to sequence $q$, and by $q(h)$ the sequence leading to information set $h \in H_i$. Finally we denote by $r_i$ the sequence-form strategy of player $i$. Well-defined strategies are such that, for every information set $h \in H_i$, we have the constraint $r_i(q) = \sum r_i(qa)$ where $q = q(h)$ and $a \in h$. The player $i$’s utility is represented as a sparse multi-dimensional array, denoted, with an abuse of notation, by $U_i$, specifying the value associated with every combination of sequences of all the players.

Realization equivalence Two strategies $\sigma_i$ and $r_i$ are realization equivalent if they induce the same probability distribution over the outcomes for every strategy of the opponents. Given a game and a player $i$, a sequence-form strategy $r_i$ and a normal-form strategy $\sigma_i$, are realization equivalent if and only if, for every $q \in Q_i$, $r_i(qa) = \sum_{p \in P_i} \sigma_i(p)$ holds.

3. REDEFINING ALGORITHMS OVER THE SEQUENCE FORM

In this section we present a summary of our results. First we explain how to produce a uniform strategy, that is a strategy realization equivalent to $\sigma_i(p) = 1/|P_i|$. Then we move to the details of our multi-agent learning algorithms.

Uniform Strategy By definition of realization equivalence we have:

$$r^u_i(qa) = \frac{1}{|P_i|} \sum_{p \in P_i} \sigma_i(p) = \frac{1}{|P_i|} \sum_{p \in P_i} 1$$

However, counting the number of plans $p$ that include the sequence $q$ has exponential complexity in the size of the game tree. We propose instead a procedure that can compute the result in polynomial time (see Algorithm 1): for each sequence $qa$, call PlanCount($i, \text{Restrict}(\Gamma, qa), x$), where Restrict($\Gamma, qa$) returns a modified game $\Gamma'$ in which player $r$ always plays $qa$ if possible.

SF-Cross’ Learning We recall that the normal-form Cross’ Learning [3] is initialised to the uniform strategy and then updated according to:

$$\sigma_i^{t+1} = (1 - \alpha_i^t)\sigma_i^t + \alpha_i^t\bar{r}_i^t$$

where $\bar{r}_i^t$ is the reward obtained by playing action $\bar{p}$. The sequence-form version of this algorithm is initialized to the uniform strategy $r^0_i = r^u_i$ as well. Then, at every time-step $t$ we extract from $r^i$ a pure realization-plan $\bar{r}_i^t$ (see [10]), play according to it, and receive the reward $R_i^t$. The strategy is then updated with Cross’ original formula, though over the sequence-form:

$$r_i^{t+1}(q) = (1 - R_i^t)\sigma_i^t + R_i^t\bar{r}_i^t$$

In the normal form, the average learning dynamics of Cross’ Learning converge to the continuous-time replicator dynamics. We can show the same thing over the sequence form, as the expected change in strategy $r_i^{t+1} - r_i^t$ when $t \to 0$ is:

$$E[\Delta r_i^{t+1}(q)|r_{t-1}^i] = r_i^t(q)(g(q) - r_i^t)U_i$$

which is the aforementioned equation of the continuous-time replicator dynamics in sequence form [5].

SF-GIGA We recall that the strategy update of the GIGA algorithm in normal form is as follows [19]:

$$\sigma_i^{t+1} = P_i(\sigma_i^t + \eta U_i e_{\tilde{p}_{-i}})$$

where the gradient $U_i e_{\tilde{p}_{-i}}$ depends on the pure strategy $\tilde{p}_{-i}$ of the opponent(s), and $P$ projects back the result in the strategy space. It must be noted that $P$ can be written as a linear operator as long as $\sigma_i$ is in the inner of the strategy space. Under this circumstances, we can write a realization equivalent form of GIGA:

$$r_i^{t+1}(q) = r_i^t(q) + \eta(q_{-a_i}U_i r_{t-1}^i - \tilde{w}(qa))$$

where the vector $q_{-a_i}$ is the sum of all the possible pure strategies $\tilde{r}_i$ that contain $qa_i$ and $\tilde{w}(qa)$ is the expected utility of player $i$ weighted by the ratio of plans insisting on $qa$. Both are again a matter of counting that can be solved in polynomial time as follows:

$$z_{qa}(q' a') = \text{PlanCount}(i, \text{Restrict}(\text{Restrict}(\Gamma, qa), q), qa)$$

$$\tilde{w}(qa) = \frac{(l_i U_i r_{t-1}^i) \text{PlanCount}(i, \text{Restrict}(\Gamma, qa), qa)}{\text{PlanCount}(i, \Gamma, qa)}$$

where $l_i(q) = \text{PlanCount}(i, \text{Restrict}(\Gamma, qa), qa)$.

SF-Exp3 We recall that the normal-form Exp3 algorithm [1] defines player’s $i$ strategy at time $t$ as follows:

$$\sigma_i^t(p) = (1 - \gamma) \frac{\alpha_t^i(p)}{\sum_{p' \in P_i} \alpha_t^i(p')} + \gamma_i$$

where $\alpha > 1$, $\gamma \in (0, 1)$ regulates the amount of uniform exploration, and $s_i^t(p)$ is the sum of all the rewards obtained by playing the plan $p$ in the past. Given the definition of realization equivalence, the sequence-form version of Exp3 follows:

$$r_i(qa) = (1 - \gamma) \frac{\sum_{p \in P_i} \alpha_t^i(p)}{\sum_{p \in P_i} \alpha_t^i(p')} + \gamma_i$$

Notice that we only need the parameters $s_i^t$ for the plans $p$ effectively played during the game, hence achieving an $O(T)$ memory requirement. Furthermore, we can incrementally update the term $\sum_{p \in P_i} \alpha_t^i(p)$ after every round $t$, thus keeping the time complexity linear in the size of the game tree.

4. FUTURE WORK

In future, we will study the online version of the GIGA algorithm defined over the sequence form, and we will compare its performance w.r.t. the other online algorithms, including the online version of the CFR. Furthermore, we will develop the sequence-form version of other algorithms, among which the $\epsilon$-greedy Q-learning algorithm and the WoLF-GIGA.
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