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ABSTRACT
Existing machine-learning work has shown that algorithms
can benefit from curricula—learning first on simple exam-
ples before moving to more difficult examples. While most
existing work on curriculum learning focuses on developing
automatic methods to iteratively select training examples
with increasing difficulty tailored to the current ability of the
learner, relatively little attention has been paid to the ways
in which humans design curricula. This thesis aims to bet-
ter understand the curriculum-design strategies followed by
non-experts when teaching the agent, and leverage the find-
ings to develop new machine-learning algorithms and inter-
faces that better accommodate natural tendencies of human
trainers. We discuss completed work on this topic, including
the definition of a curriculum-design problem in the context
of sequential decision tasks, analysis of how different cur-
ricula affect agent learning in a Sokoban-like domain, and
results of a user study that explores whether non-experts
generate such curricula. Finally, we also present directions
for future work.
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1. INTRODUCTION
Humans acquire knowledge efficiently through a highly

organized education system, starting from simple concepts,
and then gradually generalizing to more complex ones us-
ing previously learned information. Similar ideas are ex-
ploited in animal training [8]—animals can learn much bet-
ter through progressive task shaping. Recent work [1, 3] has
shown that machine-learning algorithms can benefit from a
similar training strategy, called curriculum learning. Rather
than considering all training examples at once, the training
data can be introduced in a meaningful order based on their
apparent simplicity to the learner, such that the learner can
build up a more complex model step by step. The agent will
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be able to learn faster on more difficult examples after it
has mastered simpler examples. This training strategy was
shown to drastically affect learning speed and generalization
in supervised learning settings.

While most existing work on curriculum learning (in the
context of machine learning) focuses on developing auto-
matic methods to iteratively select training examples with
increasing difficulty tailored to the current ability of the
learner, how humans design curricula is one neglected topic.
A better understanding of the curriculum-design strategies
used by humans may help us design machine-learning al-
gorithms and interfaces that better accommodate natural
tendencies of human trainers. Another motivation for this
work is the increasing need for non-expert humans to teach
autonomous agents new skills without programming. Pub-
lished work in Interactive Reinforcement Learning [2, 4] (IRL)
has shown that reinforcement learning (RL) [9] agents can
successfully speed up learning using human feedback, demon-
strating the significant role humans play in teaching an agent
to learn a (near-) optimal policy. As more robots and vir-
tual agents become deployed, the majority of teachers will
be non-experts.

Taylor [10] first proposed that curricula should be auto-
matically designed in an RL context, and that we should try
to leverage human knowledge to design more efficient curric-
ula. As far as we know, there is very limited work on explor-
ing how non-expert humans approach designing curricula in
the context of sequential decision tasks. Therefore, the goal
of this thesis work is to 1) explore how different curricula
affect agent learning in different sequential decision-making
domains, 2) better understand non-expert human teachers
in designing curricula, and 3) develop new machine-learning
algorithms that better take advantage of this type of non-
expert guidance.

2. COMPLETED WORK
Before putting efforts into exploring human teaching strate-

gies when designing curricula in our Sokoban-like test do-
main [5], we investigated how humans train virtual agents in
the same domain using reward and punishment feedback and
how to design a better representation of the agent to speed
up learning [7]. We developed an adaptive speed agent that
was able to adapt its action execution speed to learn more
efficiently from human feedback. It could encourage more
explicit feedback from human trainers in areas of the state
space where the agent had more uncertainty about how to
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act. Our user-study results showed that the adaptive speed
agent dominated different fixed speed agents on several mea-
sures of performance. We presented this work at AAMAS-
16 [7] and a short video summarizing this work is available
at https://www.youtube.com/watch?v=AJQSGD_XPrk.

Curriculum design is another paradigm people could use
to teach the agent to speed up learning. Our initial work [6]
introduced a curriculum-design problem in the context of
sequential decision tasks and conducted a user study to ex-
plicitly explore how non-expert humans go about assembling
curricula. The goal of our curriculum design problem is
to design a sequence of source tasks M1,M2, . . . ,Mn for
an agent to train on such that it can complete the given
target task Mt quickly with little explicit feedback. Each
source task Mi was defined by a training environment, ini-
tial state, and a command to complete in that environment.
We started with providing subjects a library of environments
with different level of complexities to select. Participants
could select environments and corresponding commands in
any order to design their own curricula. The results of our
empirical study showed that non-expert users could 1) suc-
cessfully design curricula that result in better overall agent
performance (relative to learning from scratch), even in the
absence of feedback on their quality; and 2) discover and
follow salient patters when selecting tasks in a curriculum—
an attribute we plan to leverage in the design of machine
learning algorithms in the future.

In our extended abstract to be presented at AAMAS-17,
we present new analysis of how different curricula affect
agent learning in the same Sokoban-like domain. We gener-
ated four sets of random curricula of lengths n = {1, 2, 3, 4}.
There were 200 curricula for each of the four sets. Each cur-
riculum was generated by randomly selecting a sequence of
environments and corresponding commands from the pro-
vided library of environments, allowing repeats. Each of
these 800 curricula was evaluated 20 times and compared
to directly learning the target task. The simulation results
showed that 1) different curricula can have substantial im-
pacts on training speeds, 2) longer curricula may result in
better agent performance in learning all tasks within the
curricula (including the target task), 3) more benefits of
curricula can be found as the target task’s complexity in-
creases, and 4) the method for providing reward feedback to
the agent as it learns within a curriculum does not change
which curricula are best.

3. FUTURE WORK
For future work, we can speculate on ways of generaliz-

ing our findings to more complex task domains: 1) choose
a reward feedback strategy that minimizes the number of
actions needed for the agent to complete the more complex
task (e.g., robot navigation tasks), where the training time is
an important performance metric, 2) incorporate the salient
principles (e.g., isolating complexity) we found about hu-
mans when designing curricula into the automatic process
of generating useful source tasks, 3) improve the interface
to guide the non-experts to design better curricula, and 4)
build new machine learning algorithms with inductive bi-
ases that favor the types of curricular changes that human
trainers tend to use.

Another key question to address is exploring how good are
people at understanding what an agent can do when design-
ing curricula. We hypothesized that people who interpret

what the agent currently knows correctly could design bet-
ter curricula. Thus, we plan to design a new user study
where we show users an agent performing some tasks and
ask them some questions regarding what the agent learned
to do thereafter. We can then study whether people’s under-
standing of what an agent knows affect their task selection in
curriculum design, which is related to the zone of proximal
development [11] for curriculum design.
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