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ABSTRACT
Facility location games study the scenario where a facility is to be

placed based on the reported information from agents. In the society

where there are relationships between agents, it is quite natural that

one agent’s gain will affect other agents’ gain (either increase for

a collaborator or decrease for a competitor). By using externality

to represent this type of agent interaction, for the first time we

introduce it into the facility location games in this paper. Namely,

we study the extension where agents’ utilities will be affected by

other agents. We derive necessary and sufficient conditions for well

known existing mechanisms and also prove strong lower bounds.
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1 INTRODUCTION
Facility location games have been extensively studied in the recent

ten years after the seminal paper by Procaccia and Tennenholtz [31].

In the original setting, the social planner needs to locate a facil-

ity at a certain location based on the report from agents who are

the potential customers of the facility, with an attempt to prevent

each agent from lying, which will naturally happen if lying could

increase the agent’s gain. On the other hand, the social planner
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also wants to optimize a certain social objective. Researchers inves-

tigated the above mechanism design problem for various models

since then along both the characterization and the design perspec-

tives. However, to the best of our knowledge, all previous work

on facility location games assumes that an agent’s utility is only

decided by the positions of the facilities and the position or prefer-

ence of the agent herself. Other agents’ information plays no role

in the calculation of one agent’s utility. However, in reality, one

could often see the case of mutual influence among agents. For

example, if an agent lives nearby a shopping mall and so does her

friend, then this agent may have more incentive to go shopping

(with the possible company of her friend) and therefore feels better,

compared to the case that her friend lives far away and has low

incentive in joining her in the shopping. Therefore, the valuation

of an agent is not only decided by herself but also by her friend

in this case. We call this type of influence positive externalities. On
the other hand, suppose that the facility is a wholesale market and

agents are retailers. In this case, the agents are competitors and

other agents being closer to the facility definitely poses more threat

to an agent since closer distance means faster turnaround time and

being more competitive. We call this type of influence negative ex-
ternalities. For the obnoxious facility scenario, we give examples of

a facility which incurs interference to the WIFI connection. In the

case of doing Skype chat, one would hope that the friends she talks

to are not too close to the facility since that will cause the Skype

chat quality to be downgraded. Inversely suppose the agents are

participating in some competition via WIFI signal, then an agent

would want her competitors to be close to the facility so that she

could get advantage over her competitors. In this paper, we mainly

focus on the scenarios where each agent has positive externalities.

In economics, externalities are defined as the benefits or costs

that affect a party who did not choose to incur that cost or bene-

fit [8]. In the context of multiagent systems, externalities can be

interpreted as the interaction between different agents in terms of

the relationships between them. For example, one agent may feel

happier if her friend’s utility increases. On the other hand, an agent
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may also feel worse if her enemy/competitor gains more utility.

Although externalities are widely studied for the economics setting,

they have never been studied in the facility location games. In this

paper, when externalities exist in the context of facility location

games, we consider that agents derive benefits or costs from others.

Externalities make the valuations of agents for a certain location of

the facility depend also on other agents’ positions rather than only

on their own location.

Our contributions
• We introduce externality into facility location games which

could cover a wider range of real life applications. To a cer-

tain extent, the setting with externalities describes the re-

lationships among persons, which the previous models of

facility location games cannot demonstrate.

• For facility location games, we prove that any strategyproof

mechanism cannot have a finite approximation ratio for all

the social objectives we will consider in this paper if the

externality coefficients are within [0, 1), and characterize

sufficient and necessary conditions for the externality coef-

ficients so that existing well known mechanisms including

the median mechanism are strategyproof.

• For obnoxious facility games, no strategyproof determin-

istic mechanisms achieve a finite approximation ratio for

maximizing the total distance either. Again, we characterize

sufficient and necessary conditions for externality coefficients

so that the well known majority mechanism (a sufficient con-

dition for an adapted majority mechanism) is strategyproof.

Related work
Facility location games have been receiving a considerable amount

of focus in the recent literature. From the characterization perspec-

tive, the facility location game was first studied by Moulin [29].

He presented all characterization of strategyproof, Pareto efficient,

and anonymous mechanisms on a line. Schummer and Vohra [33]

characterized all the strategyproof mechanisms on other networks.

The characterization of strategyproof mechanisms for the extended

model of locating two facilities on a line was studied in [20, 28].

Dokow et al. [15] described the characterization of strategyproof

deterministic mechanisms on discrete lines and cycles. Moreover,

Barberà and Beviá [4] considered the scenario of locating multiple

facilities.

Approximate mechanism design for facility location games was

first explored by Procaccia and Tennenholtz [31]. In this setting,

a facility on a line is to be built based on the reported locations.

Each agent aims to minimize her cost which is the distance from

herself to the facility. They studied two objective functions, min-

imizing the sum of the agents’ costs and the maximum cost over

all the agents. For the former objective function, they established

an optimal mechanism which outputs the median position as the

facility location. For the latter, a mechanism outputting the leftmost

location is 2-approximation and best possible. They also considered

the extended versions of locating two facilities and each agent hav-

ing multiple locations, respectively. Subsequently, Alon et al. [1, 2]
extended the original model to other networks. The results for the

setting of each agent having multiple locations and two facilities to

be located were improved in [25, 26].

Different variants on the cost function have been addressed as

well. Mei et al. [27] defined a happiness factor to illustrate the

satisfaction degree of each agent. Filos-Ratsikas et al. [18] proposed
the model that each agent has two peaks. For the social objective

function, Feldman and Wilf [17] discussed the model in which

the social objective function is the sum of squares of agents’ cost

functions. Cai et al. [10] studied minimizing the maximum envy

value which is the difference between the maximum cost and the

minimum cost. In addition, some researchers [36, 37] introduced a

property of mechanism called falsenameproofness, which prevents

an agent from making many virtual agents in the internet.

For obnoxious facility location games, the first attempt belongs

to Cheng et al. [12], where they focused on approximation mech-

anism design on a closed interval. Taking the social objective as

maximizing the sum of all the agents’ utilities, they designed a

mechanism outputting one of the two endpoints which is preferred

by more agents and showed that this majority mechanism is strate-

gyproof and 3-approximation. Then, this model is further extended

to tree and cycle networks in [13]. Ibara and Nagamochi [22] char-

acterized strategyproof deterministic mechanisms, implying that

the majority mechanism is best possible on tree networks.

Very recently, the setting of heterogeneous facility location

games attracts much attention, which can be regarded as the mix-

ture of facility location games and obnoxious facility location games.

The setting where some agents want to stay close to the facility

and the other agents want to stay far away from it was considered

in [16, 40]. Serafino and Ventre discussed the model that each agent

prefers to one of the two facilities or both of them in [34, 35]. In

this model, the cost of each agent is the sum of the distances to

the facilities she prefers and the social objective is to minimize

the total cost over the agents. Yuan et al. [38] and Fong et al. [19]
proposed a model that each agent has the optional preference for

two heterogeneous facilities. And the cost (or utility) of each agent

is the minimum (or maximum) distance to the facilities she prefers.

Anastasiadis and Deligkas [3] analyzed the strategyproof mech-

anisms of heterogeneous facility location games. With the social

objective of maximizing the minimum utility among the agents,

they dealt with the cases where the numbers of agents are one and

more, respectively.

In this paper we will take one step forward by studying the

mechanism design of facility location games when externalities

are considered. There is a large amount of work on externalities

in other settings. Haghpanah et al. [21] studied the problem of

designing auctions in social networks for goods that exhibit single-

parameter submodular network externalities in which a bidder’s

value for an outcome is a fixed private type multiplied by a known

submodular function of the allocation of her friends. There also exist

another works investigating auction with positive externalities,

such as [11, 24, 32]. Auction with negative externalities was studied

in [5, 6, 14, 39]. The supply chain problemwith positive and negative

externalities was discussed in [9, 30]. Brânzei et al. [7] and Li et
al. [23] introduced the externalities to the cake cutting problem.
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2 PROBLEM STATEMENTS
In this section, we formally define the two location games we will

tackle. In this paper, we mainly investigate the setting where the

externalities are non-negative.

2.1 Facility location games
Let N = {1, 2, ...,n} be a set of agents. We study the setting where

all agents are located on a line. Each agent i ∈ N has a location

xi ∈ R, which may be different from the one she reports. We use

x = (x1, . . . ,xn ) to denote the location profile. The externality of

agent i ∈ N caused by agent j ∈ N is denoted by αi j ≥ 0. Let

αii = 1 ∀i ∈ N . we assume that each agent cares for any other

agent not so much as herself, which means that αi j < 1 for j , i .
A deterministicmechanism in this setting is a function f : Rn 7→

R, which maps a given location profile to a point in R, i.e, a facility
location. Let a,b be two points in R. We will use d(a,b) to denote

the distance between a and b.
For a location profile x = (x1, . . . ,xn ), if the facility is located at

y, we define the cost of agent i ∈ N to be

costi (y, x) =
n∑
j=1

αi jd(y,x j ), (1)

reflecting that an agent’s cost is affected by the distances from other

agents to the facility. As usual, each agent aims to minimize her

cost.

A randomized mechanism is a function f from Rn to proba-

bility distributions over R. If f (x) = P , where P is a probability

distribution on R, the cost of agent i ∈ N is defined as

costi (P , x) = Ey∼Pcosti (y, x).

A mechanism f is strategyproof if an agent cannot benefit by

reporting a false location, regardless of the strategies of the other

agents. In other words, for all x ∈ Rn , i ∈ N and x ′i ∈ R, we have

costi (f (x), x) ≤ costi (f (x
′
i , x−i ), x),

where x−i = (x1, . . . ,xi−1,xi+1, . . . ,xn ) is the location profile of

all agents in N \{i}.
We can view the costs with regard to externalities as the com-

munication costs between agents (personal costs). The social goal

is neutral with a bigger perspective. With this interpretation, we

mainly consider social objectives which are independent of exter-

nalities, only on distances.

We consider minimizing the sum of all the agents’ distances to
the facility location, i.e.,

sd(y, x) =
n∑
i=1

d(y,xi )

and the maximum agent’s distance to the facility location, denoted
by

md(y, x) = max

i ∈N
d(y,xi ).

We call the above objectives social distances. Correspondingly, we
have two social objective functions related to agent costs, namely

social cost. One is minimizing the sum of all the agents’ costs, for-

mally, sc(y, x) =
∑n
i=1 costi (y, x); the other one is minimizing the

maximum agent’s costmc(y, x) = maxi ∈N costi (y, x). Recall that
in this paper, we mainly focus on social objectives on distances.

2.2 Obnoxious facility games
In obnoxious facility games, all agents are located on a closed in-

terval, denoted by I = [0, 1]. Analogously, let N = {1, 2, ...,n} be a
set of agents. Again we can define 0 ≤ αi j < 1 and let αii = 1. For

a location profile x = (x1, . . . ,xn ), if the facility is located at y, the
utility of agent i is defined as

ui (y, x) =
n∑
j=1

αi jd(y,x j ). (2)

Note that, in obnoxious facility games, each agent aims to maximize

her utility.

In this game, strategyproofness of a mechanism means that for

all x ∈ In , i ∈ N , x ′i ∈ I , ui (f (x), x) ≥ ui (f (x
′
i , x−i ), x) , where x−i

is the location profile of all agents except agent i .
The social objective is to maximize the total distance denoted by

st(y, x) =
n∑
i=1

d(y,xi ).

In this paper, we mainly consider the above objective. There is

another social objective which is to maximize the sum of all the

agents’ utilities. We call it social utility objective.

All αi j ’s are in general called externality coefficients, while for a

specific i , we call αi j (j , i, 1 ≤ j ≤ n) the externality coefficients of

agent i . The relationships between agents can be studied by social

networks. Thus, we assume that all the externality coefficients are

common knowledge.

3 FACILITY LOCATION GAMES WITH
EXTERNALITIES

Recall that the externality coefficients are non-negative and for

i , j, 0 ≤ αi j < 1 = αii . We first study deterministic mechanisms.

It is a little bit disappointing that all the strategyproof deterministic

mechanisms have unbounded approximation ratios for whatever

objectives (social distances or social costs).

We first show the unbounded lower bound for minimizing the

sum of distances objective. From the proof, it is easy to see that

no deterministic mechanism can have finite lower bound for other

objectives.

Theorem 3.1. For n ≥ 4, any deterministic strategyproof mech-
anism cannot have a finite approximation ratio for minimizing the
sum of distances.

Proof. We prove this theorem by contradiction. Assume that

there exists a strategyproof deterministic mechanism f with a finite

approximation ratio. We consider that the externality coefficients

for each agent i (j , i) satisfies

n∑
j=3

αi j > 1, i = 1, 2;

2∑
j=1

αi j > 1, i = 3, . . . ,n;

αi j = 0, otherwise .

Namely, one can divide the agents into two groups. The first group

consists of the first two agents {1, 2}, while the remaining n − 2
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agents form the second group. Any agent in a group cares for the

agents as a whole in the other group more than herself.

Let us first look at the following location profile x0 = (0, 0, . . . , 0).

Clearly, the best location is the point 0 with a cost of zero. Since f
has a finite approximation ratio, it must hold that f (x0) = 0.

Next, we sequentially deal with the following location profiles,

for i = 1, 2, . . . ,n,

xi = (0, . . . , 0, 1, . . . , 1︸  ︷︷  ︸
i

)

Consider x1. To maintain the strategyproofness, we must ensure

that

costn (f (x1), x1) ≤ costn (f (x0), x1) = 1,

since otherwise, agent n in location profile x1 can benefit by misre-

porting to 0. If f (x1) , 0, then

costn (f (x1), x1)

= (

2∑
j=1

αnj ) · d(f (x1), 0) + d(f (x1), 1)

> d(f (x1), 0) + d(f (x1), 1) ≥ 1,

which causes a contradiction. Therefore f (x1) = f (x0) = 0. Along

this way, we can show that f (xn−2) = · · · = f (x1) = 0, until all

agents in the second group stay at the point 1.

Then we turn to the location profile xn−1. Due to the strate-

gyproofness of mechanism f , we need to guarantee the following

inequalities,

cost2(f (xn−2), xn−1) ≥ cost2(f (xn−1), xn−1); (3)

cost2(f (xn−1), xn−2) ≥ cost2(f (xn−2), xn−2). (4)

Otherwise, agent 2 will lie in either of the two profiles xn−1 and
xn−2.

Recall that f (xn−2) = 0. With inequality (3), we have f (xn−1) ∈
[0, 2], while with inequality (4) we get f (xn−1) ≤ 0 or f (xn−1) > 1.

Combining them together, the location f (xn−1) is either 0 or out
of the interval [0, 1].

Finally, let us focus on the location profile xn . Due to the strate-

gyproofness, no matter where f (xn−1) is, we have

f (xn ) , 1,

since otherwise, the first agent in location profile xn−1 can achieve

her minimum cost by misreporting to location 1.

For location profile xn , where all agents are at the point 1, the
optimal facility location is clearly at 1 with sd(1, xn ) = 0. Unfor-

tunately, however, the location of mechanism f is not at 1 which

implies that sd(f (xn ), xn ) > 0. Hence, it cannot achieve any finite

bound. The proof is completed. □

Remark: From the above theorem, it is easy to see that even

if the externality coefficients are symmetric, i.e., αi j = α ji , the ap-
proximation ratios of any deterministic strategyproof mechanisms

are unbounded either. It is natural to ask the following question:

can randomization help? A little surprising, the answer remains

negative.

Theorem 3.2. For n ≥ 4, no randomized strategyproof mecha-
nisms have a bounded approximation ratio for minimizing the sum
of distances.

Proof. The same as the previous theorem, we give a proof by

contradiction. In fact, we will use exactly the same profiles as those

in the proof of Theorem 3.1.

The treatment for the profiles xi for i = 1, . . . ,n − 2 is simple.

No matter what probability distribution a randomized mechanism

uses, one can show that f (xi ) = 0, i = 1, . . . ,n − 2. If it is not true,

agent n− i + 1 at the location profile xi will benefit by misreporting

to 0 to get a fake location profile xi−1, where i = 1, . . . ,n − 2.

Now, we only need to take care of the last two profiles. Note that

the cost of agent 2 in the location profile xn−2 is

cost2(f (xn−2), xn−2) =
n∑
j=3

α2j .

Then we consider the location profile xn−1. Let f (xn−1) = Pn−1.
Since agent 2 in location profile xn−2 will not lie, we know that

cost2(Pn−1, xn−2) ≥ cost2(f (xn−2), xn−2) =
n∑
j=3

α2j . (5)

Similarly, agent 2 in the location profile xn−1 will not lie, result-
ing in

cost2(Pn−1, xn−1) = (1 +

n∑
j=3

α2j )Ey∼Pn−1 [d(y, 1)]

≤ cost2(f (xn−2), xn−1)

= 1 +

n∑
j=3

α2j ,

which implies that

Ey∼Pn−1 [d(y, 1)] ≤ 1. (6)

Now we calculate the cost of agent 1 in the location profile xn−1.

cost1(Pn−1, xn−1)

= Ey∼Pn−1 [d(y, 0)] +
n∑
j=3

α1jEy∼Pn−1 [d(y, 1)]

= cost2(Pn−1, xn−2) +
( n∑
j=3

α1j −
n∑
j=3

α2j
)
Ey∼Pn−1 [d(y, 1)]

≥

n∑
j=3

α2j (1 − Ey∼Pn−1 [d(y, 1)]) +
n∑
j=3

α1j (7)

≥

n∑
j=3

α1j . (8)

Inequality (7) comes from inequality (5). The last inequality holds

due to inequality (6).
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Finally, we move to the profile xn . Let f (xn ) = Pn . The cost of
agent 1 in location profile xn is

cost1(Pn , xn ) = Ey∼Pn [d(y, 1)] +
n∑
j=3

α1jEy∼Pn [d(y, 1)]

≥ Ey∼Pn [d(y, 0)] +
n∑
j=3

α1jEy∼Pn [d(y, 1)] − 1

= cost1(Pn , xn−1) − 1

≥ cost1(Pn−1, xn−1) − 1 (9)

≥

n∑
j=3

α1j − 1 (10)

> 0.

Agent 1 cannot lie in profile xn−1 which makes inequality (9) hold.

And inequality (10) holds due to inequality (8).

The above inequality implies that Ey∼P ′[d(y, 1)] > 0. Thus, the

social objective sd(P ′, xn ) > 0. However, for location profile xn , the
optimal solution is 0. Hence, the approximation ratio of mechanism

f is unbounded. □

Remark: Similarly, we can show that for both social distance

and social cost objectives, the lower bounds for any strategyproof

randomized mechanisms are not finite either.

We now turn to characterize sufficient and necessary conditions
for externality coefficients which could make certain mechanisms

strategyproof. For any agent i ∈ N , we sort her externality coeffi-

cients αi j , for j , i in non-descending order. Let the sorted coeffi-

cients be βi j , j = 1, 2, . . . ,n − 1 such that βi1 ≤ βi2 ≤ · · · ≤ βi(n−1).
Moreover, we have the following theorem.

Theorem 3.3. Given any location profile x = (x1, . . . ,xn ) sorted
as x j1 ≤ x j2 ≤ · · · ≤ x jn , mechanism f which outputs x jk (k =
1, . . . ,n) is strategyproof if and only if for each agent i ∈ N , her
externality coefficients satisfy that

t∑
j=1

βi j + αii ≥
n−1∑
j=t+1

βi j , (11)

where t = min{k − 1,n − k}.

Proof. Only if part. We show this part by contradiction. We

assume that there exists an agent i ∈ N such that

∑t
j=1 βi j + αii <∑n−1

j=t+1 βi j .

We first deal with k ≤ n+1
2
, i.e., t = k − 1. We consider the

following location profile xwith n agents at locations 0, 1, . . . ,n−1,

respectively. In this location profile agent i is at 0 and the externality
coefficient of agent i caused by the agent at location j is βi j , j =
1, . . . ,n − 1.

Now, the facility location of mechanism f is at k − 1. The cost

of agent i is

costi (k − 1, x) = αii (k − 1) +

k−1∑
j=1

βi j (k − 1 − j)

+

n−1∑
j=k

βi j (j − k + 1).

If agent i misreports to location n, then mechanism f outputs

location k and the cost of agent i is

costi (k, x) = αiik +
k−1∑
j=1

βi j (k − j) +
n−1∑
j=k

βi j (j − k)

= costi (k − 1, x) + αii +
k−1∑
j=1

βi j −
n−1∑
j=k

βi j

< costi (k − 1, x),

which implies that mechanism f is not strategyproof.

If t = n − k , i.e., k > n+1
2

, then consider a location profile x that

n agents are at positions −(n − 1),−(n − 2), . . . , 0, respectively, and

agent i is at location 0. The externality coefficient of agent i caused
by agent at location −j is βi j , j = 1, 2, . . . ,n − 1.

Mechanism f outputs location −(n − k). The cost of agent i is

costi (−(n − k), x) =
∑n−1

j=n−k+1
βi j (j − (n − k))

+
∑n−k

j=1
βi j (n − k − j) + αii (n − k).

If agent i misreports to location −n, then mechanism f returns

location −(n − k + 1). The cost of agent i is

costi (−(n − k + 1), x) =
n−1∑

j=n−k+1

βi j (j − (n − k + 1))

+

n−k∑
j=1

βi j ((n − k + 1) − j) + αii (n − k + 1)

= costi (−(n − k), x) −
n−1∑

j=n−k+1

βi j +
n−k∑
j=1

βi j + αii

< costi (−(n − k), x).

The above inequality implies that mechanism f is not strategyproof.

If part. For any location profile x = (x1, . . . ,xn ), without loss of
generality, we assume that x1 ≤ x2 ≤ · · · ≤ xn . Hence, mechanism

f outputs xk . We consider the case that agent i ≤ k misreports to

x ′i . The other case that agent i > k misreports is analogous and the

argument is omitted.

If agent i does not misreport, the cost of agent i ≤ k is

costi (xk , x) =
k∑
j=1

αi j (xk − x j ) +
n∑

j=k+1

αi j (x j − xk ).

We first deal with the case that agent i ≤ k misreports to x ′i ≤ xk .
For agent i < k , in this case mechanism f outputs the same location.

Hence, we only need to consider agent k misreports to x ′k < xk .

Let min{d(xk−1,xk ),d(x
′
k ,xk )} = δ . We can see that the facility
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location of mechanism f is xk − δ . Moreover, the cost of agent k is

costk (xk − δ , x) =
k−1∑
j=1

αk j (xk − δ − x j ) + αkkδ

+

n∑
j=k+1

αik (x j − xk + δ )

= costk (xk , x) + (αkk +
n∑

j=k+1

αk j −
k−1∑
j=1

αk j )δ

≥ costk (xk , x) + (αkk +
n−k∑
j=1

βk j −
n−1∑

j=n−k+1

βk j )δ

≥ costk (xk , x) + (αkk +
t∑
j=1

βk j −
n−1∑
j=t+1

βk j )δ

≥ costk (xk , x).

Finally, we study the case that agent i ≤ k misreports to x ′i > xk .
Let min{d(xk ,xk+1),d(xk ,x

′
i )} = ∆. Then the facility location of

mechanism f is xk + ∆. The cost of agent i ≤ k now is

costi (xk + ∆, x) =
k∑
j=1

αi j (xk + ∆ − x j )

+

n∑
j=k+1

αi j (x j − xk − ∆)

= costi (xk , x) + (
k∑
j=1

αi j −
n∑

j=k+1

αi j )∆

≥ costi (xk , x) + (αii +
k−1∑
j=1

βi j −
n−1∑
j=k

βi j )∆

≥ costi (xk , x) + (αii +
t∑
j=1

βi j −
n−1∑
j=t+1

βi j )∆

≥ costi (xk , x).

□

We analyze the approximation ratios of the mechanism which

outputs the k-th location. For minimizing the social distance objec-

tive, if k < n+1
2
, the approximation ratio is

n−k
k ; for k > n+1

2
,

it is
k−1

n−k+1 ; otherwise, the mechanism gives the optimal solu-

tion. For the maximum distance objective, the mechanism is 2-

approximation, which is best possible even for the classic facility

location game proposed in [31]. If k = ⌈n
2
⌉, we call the mechanism

median mechanism.

Corollary 3.4. If inequality (11) holds for some t , then it also
holds for t + 1, t + 2, . . . , ⌊ n−1

2
⌋.

Corollary 3.4 implies that if there exists some t which makes

inequality (11) hold for each agent, then the median mechanism is

strategyproof, which is best possible for both objectives.

Corollary 3.5. If for each agent i , the total externality coeffi-
cients

∑
j,i αi j ≤ 1, then inequality (11) holds for every t .

Remark: Corollary 3.5 means that if every agent’s total exter-

nality coefficients is less than 1 (everyone cares for all the others

totally no more than herself), then there always exists strategyproof

mechanisms.

4 OBNOXIOUS FACILITY GAMES WITH
EXTERNALITIES

In obnoxious facility games, we also assume that αi j ∈ [0, 1) for

i , j. Using the similar profiles as in the proof of Theorem 3.1, we

have the following theorem.

Theorem 4.1. For n ≥ 4, any deterministic strategyproof mecha-
nism cannot achieve a finite approximation ratio for maximizing the
total distance.

Proof. We assume that there exists a strategyproof determin-

istic mechanism f with a finite approximation ratio. We use the

same externality coefficients as those in the proof of Theorem 3.1

to construct profiles. Recall that

n∑
j=3

αi j > 1, i = 1, 2;

2∑
j=1

αi j > 1, i = 3, . . . ,n;

αi j = 0, otherwise .

Firstly, consider a location profile x0 = (0, . . . , 0). If f (x0) =
0, then the theorem is proved. Hence we only need to consider

f (x0) , 0. Due to the strategyproofness , we can construct a loca-

tion profile, which causes the approximation ratio of mechanism f
to be unbounded.

Similar to the proof of Theorem 3.1, we consider the following

location profiles sequentially for i = 1, 2, . . . ,n.

xi = (0, . . . , 0, f (x0), . . . , f (x0)︸               ︷︷               ︸
i

)

Firstly, we consider location profile x1. We have

un (f (x0), x0) = (

2∑
j=1

αnj + 1)f (x0) ≥ un (f (x1), x0);

un (f (x1), x1) ≥ un (f (x0), x1) =
2∑
j=1

αnj f (x0).

The above inequalities hold since otherwise agent n can misreport

either from 0 to f (x0) or from f (x0) to 0 and benefits.

According to the above two inequalities, we can see that f (x1) =
f (x0). Using the analogous analysis, we can show that

f (xn−2) = · · · = f (x1) = f (x0).

In profile xn−2 (agent 1 and 2 are at 0, the remaining agents are

at f (x0)), the utility of agent 2 is

u2(f (xn−2), xn−2) = f (x0).

Then we investigate location profile xn−1. Since agent 2 in loca-

tion profile xn−2 cannot benefit by lying, we get that

u2(f (xn−1), xn−2) ≤ u2(f (xn−2), xn−2) = f (x0),

which implies that f (xn−1) = f (x0).
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Finally, we deal with location profile xn . Similarly, we can verify

that f (xn ) = f (x0). The social objective of mechanism f for profile

xn is 0 and the optimal solution ismax{nf (x),n−nf (x)} > 0, which

implies that the approximation ratio of mechanism f is unbounded.

This completes the proof. □

Remark: Similarly, the proof of the above theorem also suggests

that the lower bound is also unbounded for maximizing the social

utility objective.

Similar to facility location games, we also try to characterize the

sufficient and necessary conditions for the externality coefficients

so that previous mechanisms in the literature are strategyproof.

In classic obnoxious facility games, Cheng et al. [13] proposed the

following mechanism, calledmajority mechanism. We show that the

majority mechanism is strategyproof if and only if externalities do

not exist, which implies that if externalities exist then the majority

mechanism is not strategyproof.

Mechanism 1 (Majority mechanism). Given a location profile
x ∈ In , let L denote the set of agents in [0, 1

2
] and R be the set of agents

in ( 1
2
, 1], respectively. Output f (x) = 0 if |L| ≤ |R | and otherwise

output 1.

Theorem 4.2. For n ≥ 2, the majority mechanism is strategyproof
if and only if externalities do not exist.

Proof. Only if part. We show this part by contradiction. As-

sume that there exists an agent i ∈ N such that

∑
j,i αi j > 0. We

sort the externality coefficients of agent i in non-descending order,

denoted by βi j , j = 1, . . . ,n − 1.

We consider a location profile xwhere ⌈n
2
⌉ agents are at location

1

2
and ⌊ n

2
⌋ agents are at location 1. In location profile x, agent i is at

location
1

2
. Moreover the externality coefficients of agent i caused by

the agents at
1

2
are βi j , j = 1, . . . , ⌈n

2
⌉−1. The remaining externality

coefficients caused by agents at 1 are βi j , j = ⌈n
2
⌉, . . . ,n − 1.

Let f be the majority mechanism. We can see that f (x) = 1. The

utility of agent i is

ui (1, x) =
1

2

(

⌈ n
2
⌉−1∑

j=1
βi j + 1).

If agent i misreports to 1, the majority mechanism outputs loca-

tion 0. Now, the utility of agent i is

ui (0, x) =
1

2

(

⌈ n
2
⌉−1∑

j=1
βi j + 1) +

n−1∑
j= ⌈ n

2
⌉

βi j .

Since for agent i ,
∑n−1
j=1 βi j > 0 and βi1 ≤ · · · ≤ βi(n−1), we

verify that

ui (0, x) > ui (1, x).

Hence, we show that the majority mechanism is not strate-

gyproof.

If part. This part is to show that the majority mechanism is strat-

egyproof for classic obnoxious facility games, which was proved

in [13]. To be self-contained, we give a brief proof. Since for any

agent i ∈ N ,

∑
j,i αi j = 0 and αi j ≥ 0, each agent gets the maxi-

mum utility at an endpoint which has larger distance to herself.

Without loss of generality, we assume that |L| ≤ |R | (|L| > |R | is
similar), i.e., the majority mechanism outputs 0. It is obvious that

agents at [ 1
2
, 1] will not misreport.

Now we consider agent i at [0, 1
2
)misreports to x ′i ∈ I . Wherever

x ′i is, the number of agents at R will not decrease, which implies

that the majority mechanism will still output 1. □

On the other hand, we can re-interpret majority mechanism

as outputting the location the most agents prefer, under which the

classic model remains the same, while the model with external-

ities is totally different. Then we consider the adapted majority

mechanism.

For a location profile x, if ui (0, x) ≥ ui (1, x) then we say agent i
prefers 0 to 1 in location profile x; otherwise we say agent i prefers
1 to 0. Let N0(x) be the set of agents who prefer 0 to 1 and N1(x)
be the remaining agents.The adapted majority mechanism can be

expressed as outputting 0 if |N0(x)| ≥ |N1(x)|, otherwise outputting
1.

We give a sufficient condition for externality coefficients so that

the adapted majority mechanism is not strategyproof.

Theorem 4.3. If one agent has externalities and the other agents
have no externalities, the adapted majority mechanism is not strate-
gyproof.

Proof. Suppose that agentk ∈ N has externalities. Let βk1, . . . , βk (n−1)
be the externality coefficients of agent k with non-descending order.

We consider a location profile with
n−1
2

agents at location
1

2
− ϵ

and the remaining agents at
1

2
+ ϵ , where n is odd and ϵ > 0 is an

extremely small number. Agent k is at
1

2
+ ϵ . The externality coeffi-

cients of agent k caused by agents at
1

2
−ϵ are βk (n−1), βk1, βk2, . . . ,

βk n−3
2

, respectively. The remaining externality coefficients caused

by agents at
1

2
− ϵ are βk n−1

2

, . . . , βk (n−2).

If the facility is at location 0, the utility of agent k is

uk (0, x) =
1

2

(

n−1∑
j=1

βk j + 1)

+ ϵ
( n−2∑
j= n−1

2

βk j −

n−3
2∑

j=1
βk j + 1 − βk (n−1)

)
.

Correspondingly, if the facility is at 1, the utility of agent k is

uk (1, x) =
1

2

(

n−1∑
j=1

βk j + 1)

− ϵ
( n−2∑
j= n−1

2

βk j −

n−3
2∑

j=1
βk j + 1 − βk (n−1)

)
.

It is easy to see that uk (0, x) > uk (1, x). Hence, |N0(x)| = n+1
2
,

and the adapted majority mechanism outputs 0.

Then we construct a new location profile x′ from location profile

x, where the agent with externality βk (n−1) moves from
1

2
− ϵ to 0

and other agents remain at the same locations. Denote the moved
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agent as agent i . If the facility is at 0, the utility of agent k in x′ is

uk (0, x
′) =

1

2

n−2∑
j=1

(βk j + 1) + ϵ(
n−2∑
j= n−1

2

βk j −

n−3
2∑

j=1
βk j + 1).

Similarly, if the facility is at 1, the utility is

uk (1, x
′) =

1

2

n−2∑
j=1

(βk j + 1) + βk (n−1)

− ϵ(
n−2∑
j= n−1

2

βk j −

n−3
2∑

j=1
βk j + 1).

Set an appropriate ϵ > 0 such thatuk (1, x′) > uk (0, x′). Thus, for
profile x′, N1(x′) = n+1

2
, which implies that the adapted majority

mechanism outputs 1. It is easy to see that agent i can misreport

from
1

2
− ϵ to 0 and benefits. □

Randomized mechanism. The optimal solution is either at 0

or at 1. It is natural to establish a randomized mechanism which

only has positive probability outputting the two endpoints.

Consider a trivial randomized mechanism which outputs two

endpoints with probability
1

2
, respectively. The mechanism does not

take advantage of the agents’ locations, therefore it is strategyproof.

It is easy to see that this mechanism is 2-approximation.

If we consider randomized mechanisms with positive probabili-

ties only at two endpoints, we can show that the above randomized

mechanism is best possible.

Theorem 4.4. For n ≥ 4, any randomized strategyproof mecha-
nism which only has positive probabilities at two endpoints is at least
2-approximation for maximizing the total distance.

Proof. We prove this theorem by contradiction. Assume that a

randomized mechanism f with positive probabilities only at two

endpoints has approximation ratio less than 2. We use the same

externality coefficients and location profiles in the proof of Theorem

3.1. Recall that the coefficients are

n∑
j=3

αi j > 1, i = 1, 2;

2∑
j=1

αi j > 1, i = 3, . . . ,n;

αi j = 0, otherwise .

And the location profiles are

xi = (0, . . . , 0, 1, . . . , 1︸  ︷︷  ︸
i

), i = 0, 1, . . . ,n.

Let Pi , i = 0, 1, . . . ,n be the probability distribution output

by mechanism f for location profile xi . Formally, f (xi ) = Pi , i =
0, 1, . . . ,n which outputs location 0with probability pi and location
1 with probability 1 − pi .

Consider x0. Note that the approximation ratio is less than 2. The

optimal solution is n while the mechanism solution is st(P0, x0) =

(1 − p0)n, which implies that

p0 <
1

2

.

We then consider location profile x1. Due to the strategyproof-

ness of mechanism f , agent n will not lie in profile x1. Thus, we
can get

un (P1, x1) ≥ un (P0, x1).

and un (Pi , x1) =
∑
2

j=1 αnj + (1 −
∑
2

j=1 αnj )pi , i = 0, 1.

From the above, we can obtain that p1 ≤ p0 <
1

2
.

Similarly, we can conclude that pn−2 ≤ . . . ≤ p1 ≤ p0 <
1

2
.

Next, we will show that pn−1 ≤ pn−2 <
1

2
. Since agent 2 cannot

lie in profile xn−1, we can establish the following inequality,

u2(Pn−1, xn−1) ≥ u2(Pn−2, xn−1). (12)

The utilities of agent 2 on probability Pn−2 and Pn−1 for location
profile xn−1 are

u2(Pi , xn−1) = (1 − pi )(1 +
n∑
j=3

α2j ), i = n − 2,n − 1. (13)

With inequality (12) and (13), we can get that

pn−1 ≤ pn−2.

By analogous analysis, we can show that pn ≤ pn−1. From all

the above, we can conclude that

pn−1 ≤ pn−2 ≤ . . . ≤ p1 ≤ p0 <
1

2

.

Observe that in location profile xn all the agents are at loca-

tion 1. The optimal solution is n, while the mechanism solution is

st(Pn , xn ) = n · pn <
n
2
, which implies the approximation ratio of

mechanism f is bigger than 2.

□

Note that the proof with a little change can also be used to show

a lower bound for maximizing social utility objective, with the

restricted randomized mechanisms.

5 CONCLUSIONS
In this paper, we for the first time introduced externalities into

facility location games. We focused on the case when externality

coefficients are non-negative. On the negative side, we proved that

any strategyproof mechanisms have unbounded approximation

ratios if the externality coefficient αi j ∈ (0, 1) for facility location

games with both social distance and social cost objectives. For

obnoxious facility games, we showed that any strategyproof de-

terministic mechanisms have unbounded approximation ratios for

both maximizing the total distance and social utility objectives. On

the positive side, we characterized sufficient and necessary conditions
for externality coefficients so that well known existing mechanisms

are still strategyproof, including the median mechanism and the

majority mechanism. Exploring more results along both directions

will be of interest as future work to enrich the study of external-

ity for facility location games. We are also planning to study the

implication of negative externalities.
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