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ABSTRACT
Social Simulation is one of the most prominent uses of Multiagent
Systems, but it requires the costly task of fitting parameters to
assure the credibility of the model. As, to date, there is no con-
sensus on how to calibrate parameters of agent-based models, we
have investigated other knowledge domains to develop an efficient
method for this task. Our proposal is based on the definition of
a surrogate model, that reduces search space dimension. We have
tested our method in the housing market scenario, using real data.
We achieved satisfactory results, that corroborate the idea that it
is important to reduce the search space for an efficient parameter
calibration.
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1 INTRODUCTION
Agent-based models are notably applied in the context of social
simulations, as they allow the replication of emergent behaviour
by modelling the constituents parts of a system [7]; Additionally,
they provide an endogenous explanation for the simulated phenom-
ena, which is specially desirable in scenarios of decision-making,
enabling one to foresee the consequences of new politics. The chal-
lenges faced in the design of an agent-based model have roots in
its own advantages: as it requires the definition of each constituent
part of the system, several parameters that are omitted by other
modelling approaches must be defined. This means that more de-
tailed data is required, which is rare to happen, mainly because of
two aspects: (1) even in the era of big data, we usually have access
to aggregated data sets, that do not provide information at the agent
level; (2) the very nature of the parameters are challenging: mod-
elling agents in social simulations involves quantifying feelings and
mental states that are not easily translated into a numerical scale.
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Although the parameter calibration task presents some peculiar-
ities in the agent-based models domain, other knowledge areas face
similar problems, such as high dimensionality. Techniques from
these areas were used as an inspiration for the proposition of an
efficient method for parameter calibration for agent-based models,
applying the definition of a surrogate model to reduce the associated
computational cost. Our proposal consists of using a model library
with canonical behaviours to generate a surrogate function f̂ , that
describes, in a simplified way, the behaviour of the original agent-
based model. Our method presents several advantages. Namely: (1)
the simplification brought by the surrogate model allows a con-
sistent convergence for satisfactory approximations of parameter
values, due to the reduction in search space size and in the stochas-
ticity of agent-based models; (2) with an inexpensive algorithm, we
are able to generate a function f̂ that could be translated into the
numerous parameters of the agent-based models.

2 CALIBRATING PARAMETERS
Agent-based models devoted to social systems are basically the
quintessence of an ill-posed problem for the task of parameter cali-
bration: they are mainly nonlinear, data is scarce and they present
a great number of parameters. Despite the clear importance to the
field, still there is no golden standard for parameter calibration
in agent-based models [15]. Some works used the strategy of cal-
culating an approximation of the Maximum Likelihood [13] [8].
Parameter calibration is frequently addressed in the literature via
metaheuristics, specially by evolutionary/genetic algorithms. This
strategy was applied in [1], [2], [9], and [6]. Three different param-
eter calibration methods were compared in [10].

Several other knowledge domains face the problem of parameter
calibration in large search spaces. One common strategy adopted
in situations in which data is scarce allied with a large search space
is the creation of a surrogate model [14]. A surrogate model is an
approximated representation of the model output in the parameter
space. Generally speaking, a model can be seen as a function. Given
x , that can be input data and model parameters, we apply function
f (the model) to obtain y, the output. In mathematical terms, we
have: y = f (x ). Therefore, the surrogate model can be defined as f̂
in the equation y = f (x ) ≈ f̂ (x ′), with x ∈ X , x ′ ∈ X ′, and X ≫ X ′.

3 PROPOSAL
In this work, we investigate the usage of a surrogatemodel to reduce
computational cost of parameter calibration for social agent-based
models. Our method can be seen as a two-phase process. In the
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first one, the surrogate function f̂ , that requires a smaller number
of parameters than the original model, is generated and calibrated
using real data. On the second phase, the reduced set of parameters
previously calculated is used as a reference, and the whole set of
parameters of the original agent-based model is then calibrated.

The first challenge of our method is to define the strategy to
choose function f̂ that describes the surrogate model. As we are
in the domain of social systems, we are mainly dealing with non-
linear functions. We opted to create a model library with the most
common patterns of behaviours. Our inspiration came from System
Dynamics, created by Forrester [4]. In particular, we applied canoni-
cal behaviours (fundamental modes) [11]. In our approach, collected
data is compared against such template curves in the model library
to infer which one better suits the observed phenomena.

The strategy adopted for calibrating the parameters is another
cornerstone of our method. This task is performed twice during its
execution: first, to obtain the adjusted parameters of the ordinary
differential equation (ODE) associated to the selected model tem-
plate for the surrogate function f̂ ; those macro-parameters are then
used as the initial guess values of the parameters of f of the agent-
based model. This is important because finding zones of interest in a
highly dimensional search space is hard [12]. With the usage of the
simplification brought by function f̂ , it is easier to find them. The
second calibration acts as a local search, incorporating the stochas-
ticy of the agent-based model and providing satisfactory results.
The CMA-ES algorithm [5], a population-based metaheuristics, was
selected to perform the task of parameter calibration due to its
performance with ill-conditioned problems (nonlinear, non-convex,
with high dimensionality and non-separable), its capacity to auto-
regulate parameters, such as step size, and for having already been
applied successfully for the purpose of parameter calibration [6].

4 EXPERIMENT
Data from the housing market in Brazil was chosen for our experi-
ment and was obtained from a publicly available repository at [3],
regarding the price p ofm2 in São Paulo (Brazil) from January, 2008
to March, 2018. The time-series behaviour resembles the S-shaped
growth fundamental mode, that can be modelled as the following
ODE, used as surrogate function f̂ : dpdt = αp − β

p2

l imit .
We have instantiated a simulation, containing two types of

agents (sellers and buyers), that repeatedly negotiate the price p
of houses. At each step, sellers increase the asked price by factor
β and their accepted lowestPrice . Buyers also update what they
are willing to pay: they verify the average price of the last step,
and increase this value by factor α to define the offered price (if it
is inferior to his savings, denoted by limit ). If the offered price is
above lowestPrice , the transaction occurs; if not, the buyer offers
the same amount to the next seller. If a seller was successful on the
previous step, he increases the price as described earlier. Otherwise,
he decreases the asked price down to his lower limit (lowestPrice).

In our experiment, we first performed the task of identifying
the surrogate function f̂ , providing calibrated values for variables
alpha, beta, limit and p0. We then defined a population of 100
agents of each type, whose properties were modelled by following
a normal distribution around the original values of parameters α , β
and limit , thus generating heterogeneity in the society. The result

of the simulation (agent-based curve in Figure 1(a)) shows that
by using the previously calculated parameters, we can obtain a
reasonably good fit of parameters. This is an important feature, as
parameter calibration can make part of the modelling process of
agent-based simulation. By quickly reaching the desired behaviour,
one can see if the definitions and assumptions of the model are
correct. We then executed another calibration of the parameters of
the simulation, providing the previously calculated values of the
variables as the initial point in the search space. This provided a
refined solution for our simulation, closer to the observed real data,
shown as calibrated in Figure 1(a).

Finally, to compare the performance of our method, we executed
the calibration of the parameters directly into the agent-based sim-
ulation model, without using the concept of a surrogate model,
whose result is shown at Figure 1(b). We called this as the raw
calibration of parameters. Using the same method for parameter
calibration (CMA-ES) and the exact same model of simulation can
result in very discrepant outcomes. The raw calibration was not
able to find suitable parameters to satisfactory replicate important
features of the real system. This is quite relevant as it can be a
misleading result, that could invalidate a viable agent-based model.

As the model presents some stochasticity, we executed the cali-
bration process both with our proposed method and with the raw
calibration 40 times. The mean RMSE and the associated standard
deviation are, respectively, 4.66 ± 0.46 for the method with the
surrogate model and 23.37 ± 23.26 for the raw calibration. Given
the randomness of the model and of the calibration method, we
can see that sometimes the raw calibration provided good results.
This is not a guaranteed behaviour, though. On the other hand,
our method provided satisfactory and consistent results, always
converging to the desired behaviour. This happens because the first
step of generating the surrogate model and performing a calibration
on a reduced space search made it easier to find suitable values.

Figure 1: (a) Using surrogate function, (b) Raw calibration

5 CONCLUSION
We have presented a new method for parameter calibration for
social agent-based models. Our contribution is twofold: the first
and more important one is the use of a surrogate model to reduce
space search dimensionability, assuring the convergence of the
result; additionally, we presented an efficient and light method
to identify the surrogate model, based on a library composed of
common fundamental modes of behaviour. We have validated both
concepts with real world data from the housing market scenario.

In future work, we believe it will be well worth exploring further
other calibration methods, to investigate if the stochasticity of the
CMA-ES influenced somehow the results.
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