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ABSTRACT
Connectivity maintenance plays a key role in achieving a desired
global behaviour among a swarm of robots. Yet, lack of computa-
tion resources, low communication bandwidth, robot failures, and
unstable links are tough challenges for connectivity maintenance
in realistic environments. In this paper, we propose a novel decen-
tralized connectivity-preserving algorithm that can be deployed on
top of other behaviours to enforce connectivity constraints. The
algorithm takes a set of targets to be reached while keeping a mini-
mum number of redundant links between robots, with the goal of
guaranteeing bandwidth and reliability. We empirically study the
performance of the algorithm, analyzing its time to convergence
and robustness to failure.
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1 INTRODUCTION
Swarm robotics is a field of engineering that deals with relatively
simple physical agents to achieve a global behaviour that emerges
as a result of local interactions [15]. Swarm robotics has been widely
investigated in the last decade [1] for a number of different applica-
tions, mainly due to its inherent benefits: robustness, scalablity, and
flexibility. With a large swarm, in general, the loss of a single agent
does not jeopardize the overall mission and a failed agent could be
replaced with another. Hence, robotic swarms are deemed cost ef-
fective solutions when dealing with large, spatially distributed tasks
like exploration [8], search and rescue [16], and area coverage [5].

In many of these applications the robots need communication
between each other to coordinate. For the information to propagate,
the swarm needs to be connected, i.e., there has to be a commu-
nication path between all robots of the swarm. The problem of
maintaining connectivity is widely discussed in literature, with a
number of different recent approaches [3, 7, 10, 11]. Some of these
approaches design control strategies to enforce algebraic connectiv-
ity [2] among a group of connected nodes [3, 4, 9, 14], while others
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Figure 1: Illustration of chain formation algorithm.

address the connectivity problem by enforcing virtual forces on a
pre-existent structure [6, 17, 19].

During a real-world mission, robots can fail for a number of
reasons (environmental factors, wear and tear, etc.) and break
connectivity, compromising the mission objectives. Consider the
Fukushima accident in 2011: robots were used to inspect the col-
lapsed nuclear power plant (with a video feed), and they were
subject to extremely high failure rates due to radiation. In addition,
maintaining connectivity is likely not to be the only requirement
for mission success. Panerati et al. [11] consider a robustness factor
into the designed control law to tackle robot failures while enforc-
ing connectivity. Yet, convergence is slow due to the computation
of the Fiedler vector (an algebraic connectiviy measure) using a
power iteration method, which requires multiple information ex-
changes throughout the entire swarm. In this paper, we propose a
decentralized, failure-tolerant connectivity maintenance approach
that can be added to existing control algorithms. Our approach is
lightweight in both communication and computation requirements,
freeing resources to achieve the mission goals. In practice, we pro-
gressively and dynamically use the robots in the swarm to form a
communication backbone from a root to a set of targets. We set the
number of links between the robots as a configurable factor.

2 APPROACH
In this work, the robots in the swarm are self organizing, with a
global behaviour emerging as a result of local interactions among
robots. We assume that the robots are randomly deployed, not nec-
essarily in a fully connected topology. The desired global behavior
of the swarm is to construct a tree from a central reference ro-
bot (aka root) to the robots visiting one or more target (workers),
using minimal number of inter-connecting robots (networkers),
as illustrated in Figure 1. Robots are organized in a parent-child
relationship starting from the root and going towards the target.
For this purpose, we build a communication chain for the robots
visiting each target ti from the target set T . We specify a target ti
by its position, orientation, and required number of links. At first,
we select the root and workers. A free robot can either switch to
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be a networker or a worker depending on the immediate need of
the swarm. Once the workers and the root are selected, the worker
extends the communication chain starting from the root. When a
worker determines it has reached a threshold distance ds from the
root, the robot chooses a free robot as a networker to act as relay
to the root. Subsequently, when a networker reaches a suitable
distance, it selects a new free robot to serve as a networker, and
so on, forming a chain until the worker reaches the desired target.
To tackle intermediate robot failures and disconnections, robots
exchange all the robot IDs and last known locations in a chain. In
case of an intermediate robot failure, the robots move to close the
gap using its last known location. One way to model the interaction
between the robots in a chain from a worker to the root is by using
the notion of virtual springs [21]. Each robot exerts a virtual force
(F si j ) on its neighbors to stay within a safe communication distance
(ds ). The exerted force is:

F si j = k (di j − ds ) (1)

where k is the spring stiffness constant, di j is the distance between
the robot i and robot j . ds is the length of the spring, which defines
the safe communication distance between the agents.
Worker robots are assumed to be the robots visiting a target at
a distant location. The control input of the worker robot uwi is
formulated as a sum of virtual forces:

uwi =



usdi + f (d
p
i ) (u

t
i + u

o
i ), if dpi < dc ,∀p ∈ Pi

u
p
i , otherwise

(2)

usdi =
∑
∀j ∈Pi

usdi j (3)

where f (d
p
i ) = 1 if dpi < ds or 0 otherwise, and usdi j ∝ F si j as in

Equ. 1 and Equ. 3 define the sum of this force over all neighbors
in the direction of the root. uti correspond to the control input
attracting a robot towards a target and the resultant force is com-
puted using the Equ. 1, with distance to target replacing inter-robot
distance. uoi defines the control velocity that results from a repul-
sive potential created by obstacles, so as to avoid the obstacles, as
described in [18]. dc is the critical communication distance above
which communication becomes unreliable and eventually results
in a broken link. Let Pi be the set of parents of robot i connecting
i to the root robot, either directly or through other robots acting
as communication relay. If the distance between the parent and
the child (dpi ) increases above a critical communication distance
dc , the robot performs an emergency maneuver towards the parent
using the virtual force created by upi , resulting in a chain retraction
towards the root.
Networker robots maintain a certain distance from their neighbors
to establish a communication relay. The control law maintaining
the integrity of the networker position in the chain is:

uwi =



u
p
i , if dpi >= dc ,∀p ∈ Pi

usdi + f (d
pc
i ) (uoi ), otherwise

(4)

usdi = u
sd
p + u

sd
c (5)

where upi is the force that attracts a networker in the direction of
the root, if the distance is over the critical distance dc , as in Equ. 4,
retracts the chain towards the root; usdi is the control law that
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Figure 2: Time to build chains with 20, 40, 60 and 80 robots
without failures (left); time to build chains with 40 and 80
robots and with varying failure probability (right).

ensures the networker is positioned between parent and child; and
dci is the distance between robot i and child c.

f (d
pc
i ) =




1, if dpi < ds or dci < ds

0, otherwise
(6)

Free robots form a cluster around the root using the virtual force
created by the Lennard-Jones (LJ) potential [20], waiting to be
selected to serve as a relay by a networker or a worker.

3 EXPERIMENTS
We conducted an experimental evaluation using a realistic physics-
based multi-robot simulator, ARGoS [13], and Buzz [12] to imple-
ment the robot controllers and the robots were using a double
integrator model to exert the virtual forces. We performed two sets
of large scale simulations, studying the time to build the chain:
with and without the introduction of failures. In particular, Figure 2
reports the time needed by the swarm to reach the targets while
maintaining a connected network with the desired number of links,
over 35 trials, without failure (left) and with failure (right). The
figure also reports the optimal time required by robots to navigate
to chain assigned locations (assuming they all know the optimal
locations in advance). We can observe from Figure 2 (left) that the
robots forming different number of links consumed almost equiva-
lent amount of time to build the chain, over different trials, from
which the effect of a distributed algorithm is evident.

4 CONCLUSIONS
We propose a distributed approach to enforce connectivity con-
straints, capable of working alongside an existing algorithm, with
low computational and communication requirements. The algo-
rithm progressively builds a communication backbone for a set of
robots visiting a distant target. Our approach is self-organizing and
inherently robust to single agent failure. We tackle agent failures
by propagating a minimal amount of information through the com-
munication backbone. We studied the performance of the proposed
algorithm through an initial set of simulation experiments that em-
pirically demonstrate the properties of the proposed algorithm in
terms of time to convergence, robustness to failure, and scalability
to up to hundreds of agents.
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