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ABSTRACT

In multi-agent systems (MASs), the complex interactions
among self-interested agents can be modelled as stochastic
games. Existing decision support approaches dealing with
such situations focus on minimizing individual agent’s regret
through outperforming other agents in the competitive as-
pect of the game. Such an approach often results in social
welfare not being maximized in the process. In this paper, we
propose the regret-minimization-social-welfare-maximization
(RMSM) approach. It contains a novel method to quantify
how an agent’s sacrifice increases and decreases over time
based on queueing system dynamics. In this way, ensuring
fairness of distribution of sacrifice among agents and com-
pensating for their previous sacrifices can be translated into
maintaining the stability of a queueing system.
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1 INTRODUCTION

Multi-agent systems (MASs) are often characterized by com-
plex interactions among self-interested agents [7]. In most
MASS, the overall social welfare depend on the choices made
by all agents. Agents are generally assumed to be strategic
and aware of other agents also reasoning strategically. There-
fore, MAS research often studies what the most rational
decisions by an agent shall be. One of the long-standing goals
of collaborative artificial intelligence (Al) is how to enable
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agents to coordinate with other agents in order to agree on a
shared strategy of problem-solving.

Over the years, game theoretic research in MAS has pro-
duced many decision support approaches to help individual
agents minimize their regret [2-4, 9]. These approaches focus
on helping agents select actions with minimal regret without
sharing useful private observations of the environment to
others. The sharing of such information can benefit the MAS
as a whole. Without a mechanism to ensure that individual
altruism is reciprocated, rational self-interested agents will
not share such information with others.

In order to address this problem, we propose the regret-
minimization-social-welfare-mazimization (RMSM) approach.
When an agent shares observations about actions with high
payoffs, it is considered to have made a personal sacrifice to
enhance the social good of an MAS as other agents may also
join in to select these actions (thereby splitting the payoffs).
Extensive simulation-based experiments demonstrate that
self-interested rational agents learn policies which eventually
converge on following RMSM.

2 THE PROPOSED APPROACH

In order to account for the information sharing regret, we
introduce the concept of the default action by an agent i in
round ¢. It represents an action a self-interested rational agent
would select without information sharing from other agents
or guidance from a third-party. Methods such as the greedy
approach [10] can be used to derive the default actions. We
denote the situation in which an agent i selects the default
action a;(t) € A(t) in round ¢ of the game without external
advice as d;”(t). Thus, the utility produced by dgi)(t) is
@(t) = u(d;" (6),75(1)).

To track the changes in an agent ’s information sharing
regret over different rounds of the game, we construct a sacri-
fice measure, Y;(t), based on queueing theory. The queueing
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dynamics of Y;(¢) is expressed as:
Vit +1) = max(Vi(t) + @) — wi(®),0. (1)

Here, Y;(t) is not allowed to drop below 0 as it only tracks the
sacrifice made by agent i and the compensations as a result
of coordinated action selection it receives. Once Y;(t) = 0,
the coordinator agent will not compensate agent i by offering
it advantageous action choices. Payoffs received by ¢ under
such circumstances will not further reduce Y;(¢).

In addition to measuring individual sacrifice over time,
we also want to distribute the sacrifice among agents in as
fairly a manner as allowed by the circumstances. In this way,
the approach follows the Ethically Aligned Design (EAD)
guidelines [12, 19] specified by the IEEE. For this purpose,
we adopt the quadratic Lyapunov function [5, 6, 13-18], L(¢),
to measure the distribution of sacrifice among agents at t
as L(t) = %Zf;l YZ2(t). A large L(t) indicates that either
many agents have made large sacrifices, or a small number
of agents have made very large sacrifices or a combination
of such situations, all of which are to be minimized. From
the perspective of a given MAS, the overall objective is to
maximize social welfare while minimizing agents’ sacrifice:

max:

T—1

LSS u@® @), (1) + V()] )

i=1

el

t=

S. t.: )

al’(t) € A(t), Vi, t (3)

where w > 0 is a control variable to determine the relative

weight assigned to maximizing social welfare vs. minimizing

sacrifice regret. The proposed RMSM approach to maximize
equation (2) is given in Algorithm 1.

Algorithm 1 RMSM

Require: w; Y;(t), d;i)(t) and S;(¢) from all 5 and ¢.
1: Aggregate S;(t) from all agents to estimate R(t);
2: Sort all N agents in descending order of Y;(¢);

3: for i =1to N do

4: agl)(t) = argmax u(a;(t),r;(t)) given the prescribed
a; (H)EA(t)
actions of previous agents;
5. if multiple eligible a;(t) values are found then
6: Choose the a;(t) selected by the fewest other agents;
7. end if
8: end for
9: for i =1 to N do
10: Yi(t+ 1) = max[Y;(t) + @i (t) — ui(t),0];
11: end for
12: return {ag.l)(t), a§2>(t), ety a;m(t)};

3 EXPERIMENTAL EVALUATION

To study whether a self-interested rational agent has incen-
tive to follow an approach other than RMSM, we designed a
simulation-based experiment. The agents in this experiment
can choose to follow any of the five comparison approaches
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(i.e. arg max, softmax, softmax (S) which is softmax with
information sharing, RLARM [8], and RMSM) at any point
during the simulation. In the beginning of the experiment,
each agent follows each of the comparison approaches with e-
qual probability (i.e. 20%). An agent keep track of the average
reward it has derived so far following each of the comparison
approaches. Each comparison approach is regarded as an
arm in an n-Armed Bandit model [1] (n = 5). Each agent
learns an approach selection policy over time following the
decreasing e-greedy strategy [11].
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Figure 1: Agents’ learnt behaviours

Figure 1 shows the probability of adopting each of the five
comparison approaches at any given time step averaged over
10,000 agents after 1,000 rounds of simulation. Agents’ range
of perception variables are increased from 0.5% to 10% of
the entire action space in steps of 0.5%, thereby increasing
the degree of overlap of observations among agents. It can be
observed that, under low overlaps in agents’ perception, the
advantage of RMSM compared to other approaches is less
pronounced than under higher overlaps in agent perceptions.
Nevertheless, under the different range of perception settings,
self-interested agents always learns to follow RMSM with the
highest probability. Agents who deviate from RMSM to follow
other approaches receive worse rewards than those following
RMSM. Over time, as € becomes close to 0, all self-interested
rational agents converge to adopting the RMSM approach.

4 CONCLUSIONS

In this paper, we propose the RMSM approach to help multi-
agent games maximize social welfare while minimizing infor-
mation sharing regret. Under the conditions facing MASs
investigated by this paper, seemingly self-interest preserv-
ing local decisions made by agents may actually hurt their
self-interest if done in an uncoordinated fashion. To promote
information sharing and support coordinated actions among
agents, a novel method to quantify the increase and decrease
of an agent’s sacrifice as a result of sharing private observa-
tions of action rewards over time following queueing system
dynamics has been developed. It provides a framework to
coordinate multi-agent sacrifice to enhance social welfare.
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