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ABSTRACT

One challenge for an intelligent interactive tutoring agent is to autonomously determine the difficulty levels of the questions presented to the users. This difficulty adaptation problem can be formulated as a sequential decision making problem which can be solved by Reinforcement learning (RL) methods. However, the cost of taking an action is an important consideration when applying RL in real-time responsive application involving human in the loop. Sample efficient algorithms are therefore critical for such applications, especially when the action space is large. This paper proposes a bootstrapped policy gradient (BPG) framework, which can incorporate prior knowledge into policy gradient to enhance sample efficiency. The core idea is to update the summed probability of a set of related actions rather than a single action at gradient estimation sample. A sufficient condition for unbiased convergence is provided and proved. We apply the BPG to solve the difficulty adaptation problem in a challenging environment with large action space and short horizon, and it achieves fast and unbiased convergence both in theory and in practice. We also generalize BPG to multi-dimensional continuous action domain in general actor-critic reinforcement learning algorithms with no prior knowledge required.
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1 INTRODUCTION

With the increasing adoption of the Massive Open Online Courses (MOOC), there is an important need for online education systems to take into account individual differences so that contents and assessments can be personalized to match users who have diverse backgrounds and ability levels. The “flow theory” [6] suggests that the present challenge must be optimally set to a person’s ability in order to avoid frustration when the task is too difficult and boredom when it is trivial. On the educational front, the theory of “proximal development zone” [1] suggests that learning gain is optimal when the difficulty level matches the student’s ability. However, traditional educational systems usually employ hand-crafted rules [18], which can become difficult to determine and maintain if the choices of task are large and the user base is diverse.

Related research works have applied RL for interaction optimization in Human Computer Interaction (HCI), where the RL agent interacts with the user to make some interactive decisions with the aim of enhancing user experience. For instance, Markov decision process (MDP) or partially observed Markov decision process (POMDP) frameworks have been used to support the sequential decision-making, such as sequencing seven education concepts [13], choosing from two pedagogical strategies [3] and selecting from three display interventional messages [23]. In these applications, the action space is small, often less than 10. When it comes to a larger action space, MDP/POMDP suffer from the curse of dimensionality. In the intelligent tutoring system, there could be hundreds or even thousands of candidates in the questions bank [10, 17, 24]. In these large action space cases, Multi-armed Bandit (MAB) or contextual MAB frameworks are usually employed as more scalable approaches [5, 10, 12]. The most similar work to ours is Maple (Multi-Armed Bandits based Personalization for Learning Environments) [22] which also formalizes difficulty adaptation in the framework of MAB. This work heuristically uses the prior information of difficulty ranking to improve the efficacy for difficulty adjustment. However, despite the promising empirical results, no theoretical guarantee for convergence is provided and it is unclear whether the algorithm introduces bias to the optimal question.

Generally, compared to the numerous studies of RL in other domains, like control systems or game-playing (Atari games, board games), the work of applying RL to benefit human interaction is much more limited. A major challenge in applying RL algorithms to real-world interactive application lies in sample efficiency. Value function-based reinforcement learning methods [15, 19, 30], such as (deep) Q-learning, have been considered as sample efficient since it can train on off-policy data with experience replay technique [19]. Nevertheless, a suitable exploration policy [2, 7, 16], such as $\epsilon$-greedy, Thompson sampling, is required in off-policy learning for efficient exploration. The trade-off between exploration and exploitation is a tricky issue [4]. As the action space becomes larger, efficient exploration becomes more challenging. Generally, the convergence of value function-based algorithms is not guaranteed [8, 26, 29]. Compared to value function-based method, policy gradient-based methods [20, 21, 27, 31] exhibit more stable convergence both in theory and in practice because these methods directly estimate the gradient of RL objective [29]. However, a main limitation for policy gradient methods is that they are severely sample inefficient due to the on-policy learning and high variance in gradient estimation.
To achieve stable iterative policy optimization, a large batch size needs to be employed. For example, for continuous control tasks in MuJoCo simulator [28], the common choice of batch size is often above 1000. However, responsive interactive application cannot afford to use such large batch sizes as it will result in slow adaptation to the user. In fact, instead of batch update, incremental method which updates the parameters immediately after receiving a user feedback, is often used to ensure good user experience [5, 10, 22]. Therefore, this paper investigates how to make the policy gradient method feasible and stable for small batch size update. Specifically, we study how policy gradient can be boosted by prior information to be applied in the environments with short exploration horizon $T$ and large action space $A (T \ll A)$.

This paper makes a threefold contribution. Firstly, we proposed a general framework (BPG) for incorporating the prior information of action relations into policy gradient to achieve stable policy optimization even with small batch size. A sufficient condition is identified to guarantee unbiased convergence while employing BPG. Secondly, based on this framework, we developed a BPG-based difficulty adaptation scheme which can be applied in the intelligent tutoring systems with large action space and short horizon. Thirdly, we studied the generalization of BPG for multi-dimensional continuous action space in the general actor-critic reinforcement learning methods.

# 2 BACKGROUND

## 2.1 Problem Formulation

Consider a multi-armed bandits framework defined by $(\mathcal{A}, \mathcal{R})$, where $\mathcal{A} = \{a_1, ..., a_A\}$ is a finite set of actions and $\mathcal{R} : \mathcal{A} \rightarrow \mathbb{R}$ is the reward function. The agent samples action $a_i$ from a stochastic policy $\pi_\theta(a) : \mathcal{A} \rightarrow [0, 1]$ parameterized by $\theta$. The environment generates a reward $r_{ai}$ from an unknown probability $r_{ai} \sim P(r|a_i)$, indicating how good the action is. The goal of the agent is to maximize one-step MDP return as Eq (1).

$$\max_{\theta} J(\theta) = \max_{\theta} \mathbb{E}_{\pi_\theta} [r_{ai}]$$

A commonly used policy is the softmax policy $\pi_\theta(a_i) = \frac{e^{w_i(\theta)}}{\sum_j e^{w_j(\theta)}}$ with $w \in \mathbb{R}^A$ as the softmax weights and thus $e^{w_i(\theta)} = \pi_\theta(a_i)$. (To simplify notation, $w_i(\theta)$ will be frequently denoted as $w_i$). The softmax weights can be a more complex function $w(\theta, \phi)$, such as neural network, w.r.t $\theta$ and the action features $\phi(a_i)$.

The problem of difficulty adaptation can be formulated in the context of MAB by taking questions as actions and the suitability of a question for a user as the reward. Specifically, we consider a setting with two actors: a user who is interacting with a system to complete a number of questions; and an agent selecting questions from a number of question candidates $\mathcal{A} = \{a_1, ..., a_A\}$ aiming to suitably challenge the user. At each time step, $t \in [1, ..., T] (T \ll A)$, the agent selects a question $a_t$ from question bank $\mathcal{A}$ and the user engages with the question and then the agent receives an observation of grade $g_{a_t}$ and a scalar value of reward $r_{a_t}$. The grade $g$ is negatively related to difficulty. If the grade is too high, the question is too easy for the user and vice versa. A target grade value $G \in \mathbb{R}$ is specified in advance to indicate the state of the user being suitably challenged. The reward indicates the suitability of this question for the user, which is measured by the distance of the current grade to the target grade $r_{a_t} = -|g_{a_t} - G|$. A ranking of questions $D_{a_t} \in \mathbb{R}^M$ is known in advance. $D(a_t) < D(a_i)$ refers to task $a_t$ is easier than $a_i$. In summary, the input is a target performance $G$ and a known task difficulty ranking $D_{a_t}, a \in \mathcal{A}$. The agent outputs a question to the user at each time step with the goal of keeping the user grade at the target value as close as possible, i.e. selecting the optimal action with highest reward.

## 2.2 Policy Gradient

Based on stochastic policy gradient theorem [27], the gradient of the objective function in Eq (1) can be reduced to a simple expectation, which can be obtained through sample-based estimates as shown in Eq (2). An intuitive understanding of this method is that the parameter is adjusted to update the exploration probability of an action based on the reward it receives. When an action leads to a high reward, the policy parameter will be adjusted to select this action more often.

$$\nabla_\theta J(\theta) = \mathbb{E}_{a_t \sim \pi_\theta} [r_{a_t} \nabla_\theta \log \pi_\theta(a_i)]$$

As mentioned earlier, policy gradient method suffers from high variance in gradient estimation and thus necessitates a large batch size for stable policy optimization. To better illustrate why large batch size is necessary, we show exactly how the softmax weights are updated in Eq (2). In the true gradient, the softmax weight of an action will be increased if and only it has better-than-average reward, i.e. $\nabla \nabla_\theta J(\theta) = \pi_\theta(a_k) (r_{ka_t} - \mathbb{E}_{a_t \sim \pi_\theta} r_{ka_t})$. However, in the one-sample estimation of the gradient, as long as the sample reward $r_{ka_t}$ is positive, the softmax weight of the sampled action $a_k$ will always be increased, i.e. $\nabla \nabla_\theta J(\theta) = (1 - \pi_\theta(a_i)) r_{ka_t}$, and all the other actions’ weights will be always decreased, i.e. $\nabla \nabla_\theta J(\theta) a_i = -\pi_\theta(a_i) r_{ka_t}, a_j \neq a_i$. With infinite samples, all inaccuracy update will be canceled off and eventually an accurate estimation of gradient can be obtained, i.e. $\nabla \nabla_\theta J(\theta) = \mathbb{E}_{a_t \sim \pi_\theta} [\nabla \nabla_\theta J(\theta) a_i]$. But in realistic scenarios, we do not have infinity samples to estimate one gradient step. Therefore, many researchers have studied how to reduce the variance in estimation so that a small number of samples can achieve an accurate estimation of gradient [8, 11, 21, 29, 31, 32].

In these works, new score functions $f(a)$ are proposed to replace the raw reward $r_{a_t}$ in the gradient estimation sample in Eq (2), i.e. $\nabla \nabla_\theta J(\theta) = \mathbb{E}_{a_t \sim \pi_\theta} [f(a_t) \nabla_\theta \log \pi_\theta(a_i)]$. The score functions $f(a_t)$ are constructed by subtracting the reward with some baselines. If the baselines are independent of actions, i.e. $f(a_t) = r_{a_t} - B$, then despite the value change at individual gradient estimation sample, the overall expectation of the gradient estimation samples remains the same because $\mathbb{E}_{a_t \sim \pi_\theta} [B \nabla_\theta \log \pi_\theta(a_t)] = 0$. In other words, adding any action-independent baseline will not introduce any bias to the gradient direction [14, 26]. In terms of the exact value of baseline, a common choice is the average reward $B = \mathbb{E}_{a \sim \pi_\theta} r_{a_t}$ in this way, at each gradient estimation sample, the sampled action’s probability will be increased only when it receives a better-than-average reward instead of a positive reward as in the original case in Eq (2).
3 SAMPLE EFFICIENT POLICY GRADIENT

3.1 Motivation
To apply policy gradient into the problem with short horizon $T$ and large action space $\mathcal{A}$ ($T \ll A$), we examine policy gradient for incremental update with batch size equal to one. We notice that policy gradient method would fail under this scenario even with the above variance reduction scheme. Note that in individual policy gradient estimation sample, the softmax weight of the sampled action is updated in one direction and all the other actions’ updated in the opposite direction. And the above variance reduction scheme does not change this fact. As a result, the agent is still susceptible to being stuck at the sampled action. Specifically, if the sampled action has better-than-average $f(a_i) > 0$, only the sampled action’s softmax weight will be increased and thus its probability is guaranteed to be enhanced. In fact, its probability can be decreased without actually exploring it and the reward. This property makes it possible for BPG to stably update policy even with batch size equal to one. Figure 1 shows the probability of the optimal target action of applying incremental policy gradient in two toy problems with 20 actions and fixed rewards uniformly distributed from $[-0.5, 0.5]$ for problem 1 and $[0.0, 1.0]$ for problem 2. Results show that for Problem 1, the step size has to be kept small to avoid being stuck in sub-optimal. As a result, it needs nearly 10000 steps to converge, even with this simple problem. Large step size can be used in problem 2 to achieve faster convergence but the convergence steps is bounded at the number of actions (log 20 ≈ 1.3), no matter how large the step size is.

In the next section, we introduce a new method called Bootstrapped Policy Gradient (BPG), which incorporates prior information of action relationship into the policy gradient to bootstrap policy optimization. The proposed method can achieve stable and faster convergence to the target optimal action (without actually seeing all the actions) and can thus be applied in problems with short horizon and large action space.

3.2 Bootstrapped Policy Gradient
Consider a prior information which states certain actions are likely to have higher/lower reward than others. We will first discuss how to incorporate such prior information into policy gradient with unbiased convergence guarantee (in section 3.2 and 3.3) and then discuss how such information can be obtained in practice (in section 4 and 5).

We propose a novel idea of updating the probability of a set of actions instead of a single action in gradient sample. Let $X^+_a$ denote better action set, which includes the actions that might be better than $a_i$ and $X^-_a$ denote a worse action set, which contains the worse actions than $a_i$. The bootstrapped policy gradient formalized in Eq (3) increases the probability of the better action set $\pi_\theta'(a_i) := \sum_{a_k \in X^+_a} \pi_\theta(a_k)$ and decreases the probability $\pi_\theta'(a_i) := \sum_{a_k \in X^-_a} \pi_\theta(a_k)$ of worse action set.

\[
\nabla_{\theta} J(\theta) = \mathbb{E}_{a_i \sim \pi_\theta} [r_{a_i} (\nabla_{\theta} \log \pi_\theta(a_i) - \nabla_{\theta} \log \pi_\theta(a_i))] \tag{3}
\]

Compared to traditional policy gradient, the proposed method enjoys several advantages. Firstly, in each gradient sample, the agent does not raise a single action’s probability weights but that of a set of actions. Thus it is more stable and less likely to be stuck with a certain action, regardless of the sign of the reward. This can also be shown in the softmax weights $\nabla_{\theta} J(\theta) = \frac{\pi_\theta(a_k)}{\pi_\theta(a_i)} |r_{a_i}, a_k \in X^+_a$ and $\nabla_{\theta} J(\theta) = -\frac{\pi_\theta(a_k)}{\pi_\theta(a_i)} |r_{a_i}, a_k \in X^-_a$, where the weight change direction no longer relies on whether the action is the sampled action and the sign of the reward. This property makes it possible for BPG to stably update policy even with batch size equal to one. Secondly, we can see in BPG the “worse” action’s probability can be decreased without actually exploring it and the “better” action’s probability can be increased before it has been selected. It is this property that makes it possible for BPG to find the best action without exhaustively trying every action. In the interactive application, this means that the agent can eliminate some undesirable choices without actually exposing them to the users and use the limited exploration steps to focus more on the promising ones.

In spite of the promising properties of the BPGs, an immediate question is how to ensure that the surrogate gradient can still lead to the target optimal action, given that the gradient direction has been altered. Notably the performance of BPG is dependent on the “quality” of the ‘better/worse action set’. We therefore investigate how to ensure the proposed surrogate gradient method to converge at the original optimal action and what kind of constraints on ‘better/worse action set’ are required for such unbiased convergence.

3.3 Convergence Analysis
We define the original target action(s) as $a_i := \arg \max r_{a_i}$. Then the goal is to make the surrogate gradient converge to a policy, where $\pi_\theta(a_k) = 0, \forall a_k \neq a_i$. For convenience, we define $\mathcal{A}^+_\theta := \{a_k \in X^+_a | a_k \sim \pi_\theta(a_k)\}$ and $\mathcal{A}^-\theta := \{a_k \in X^-_a | a_k \sim \pi_\theta(a_k)\}$.

\[\text{In the case of } \pi_\theta(a_k) = 0, \text{ the gradient update is set to be zero by letting } \pi_\theta(a_k) \text{ to be equal to a constant.}\]
\( \{\forall a_i | \pi_\theta^+(a_i) > 0\} \) and \( \mathcal{A}_\theta^- := \{\forall a_i | \pi_\theta^-(a_i) > 0\} \). Then from Eq (3) we have:

\[
\tilde{V}_\theta(J) = \sum_{a_i \in \mathcal{A}_\theta^+} \pi_\theta(a_i) r_{a_i} \nabla_\theta \log \tilde{\pi}_\theta^+(a_i) - \sum_{a_i \in \mathcal{A}_\theta^-} \pi_\theta(a_i) r_{a_i} \nabla_\theta \log \tilde{\pi}_\theta^-(a_i) = \sum_{a_i \in \mathcal{A}_\theta^+} \pi_\theta(a_i) r_{a_i} \nabla_\theta \tilde{\pi}_\theta^+(a_i) - \sum_{a_i \in \mathcal{A}_\theta^-} \pi_\theta(a_i) r_{a_i} \nabla_\theta \tilde{\pi}_\theta^-(a_i)
\]

The first equality uses the definition of expectation. The second equality uses the property of \( \nabla_\theta \pi_\theta(a_i) = \pi_\theta(a_i) \nabla_\theta \log \pi_\theta(a_i) \).

We define \( h_\theta^+(a_i) := \frac{\pi_\theta(a_i)}{\tilde{\pi}_\theta^+(a_i)} \varphi_{\tilde{\pi}_\theta^+(a_i)} \) (likewise for \( h_\theta^-(a_i) \)). Following these definitions, we have:

\[
\tilde{V}_\theta(J) = \sum_{a_i \in \mathcal{A}_\theta^+} h_\theta^+(a_i) \nabla_\theta \pi_\theta^+(a_i) - \sum_{a_i \in \mathcal{A}_\theta^-} h_\theta^-(a_i) \nabla_\theta \pi_\theta^-(a_i)
\]

In the case of difficulty adaptation, there happens to be a condition on \( \pi_\theta^-(a) \), and \( \pi_\theta^+(a) \) which are harder or easier than the current one can be considered as "better" actions. Following the problem formulation of difficulty adaptation described in Section 2.1, the approximate "better action set" and "worse action set" to actually satisfy this sufficient condition. Note in practice, we do not know exactly which actions are better than which, since if we have this information, the problem would already be solved. Thus we can only work with inaccurate "better/worse action sets". Therefore, an interesting question is whether and how the inaccurate "better/worse action sets" can lead to sufficient condition C.1 to be true.

In the case of difficulty adaptation, there does not happen to be a convenient way to construct approximate "better/worse action sets" from prior information of difficulty ranking. Specifically, if a question is observed to be too easy or too hard for the user, then those questions which are even easier or harder than the current one can be considered as "worse" actions; and in contrast those questions which are harder or easier than the current one can be considered as "better" actions. Following the problem formulation of difficulty adaptation described in Section 2.1, the approximate "better action set" and "worse action set" are expressed as follows:

\[
X_\theta^+ := \{a | f_\theta(a_k) > f_\theta(a) \}, \quad D(a_k) > D(a)
\]

\[
X_\theta^- := \{a | f_\theta(a_k) < f_\theta(a) \}, \quad D(a_k) < D(a)
\]

Although the information contained in above better/worse action sets is not completely accurate, the BPG with these sets can still guarantee unbiased convergence, because the corresponding \( f_\theta(a) \) indeed satisfies the condition C.1. The proof is as follows.

We first present some notations which will be used in the proof. We define \( \mathcal{A}_k := \{a | D(a_k) > G\} \) and \( \mathcal{A}_a := \{a | D(a) < G\} \) which denote the questions which are too easy or too hard for the user respectively. And the questions which are suitable challenging for
the user is denoted as $\mathcal{A}_M := \{a|g_a = G\}$. Then $\mathcal{A}_M$ is the target optimal action set. Based on the definition of inverse set, we have the corresponding inverse sets of the proposed better/worse action sets are in Eq (7) and (8) respectively.

$$X^+_a = \begin{cases} A_R \cup \{\forall a_k|D(a_k) < D(a)\}, & a \in A_L, \\ A_L \cup \{\forall a_k|D(a_k) > D(a)\}, & a \in A_R \end{cases}$$ (7)

$$X^-_a = \begin{cases} A_M \cup \{\forall a_k|a_k \in A_M \land D(a_k) > D(a)\}, & a \in A_L, \\ A_M \cup \{\forall a_k|a_k \in A_M \land D(a_k) < D(a)\}, & a \in A_R \end{cases}$$ (8)

Note that the optimal actions have larger inverse better action sets $X^+_a$ and smaller inverse worse action sets $X^-_a$ than other actions, i.e. $X^+_a \supset X^+_b$ and $X^-_b \supset X^-_a$. Therefore, $\forall a \in A_R$,

$$f_\theta(a) - f_\theta(b) = \sum_{a_i \in X^+_a \setminus X^+_b} h^+_\theta(a_i) + \sum_{a_i \in X^-_b \setminus X^-_a} h^-_\theta(a_i) \geq 0,$$

$$\leq h^+_\theta(a) + h^-_\theta(b).$$

The first equality uses the definition of $f_\theta(a)$ and complementary set: $X^+_a \setminus X^+_b = \{\forall a_i|a_i \in X^+_a \land a_i \notin X^+_b\}$ and $X^-_b \setminus X^-_a = \{\forall a_i|a_i \in X^-_b \land a_i \notin X^-_a\}$. Following Eq (7) and (8), $\forall a \in A_R$, $X^+_a \setminus X^+_b = \{\forall a_i|a_i \in A_R \land D(a_k) < D(a)\}$ and $X^-_b \setminus X^-_a = \{\forall a_i|a_i \in A_R \land D(a_k) > D(a)\}$.

Based on this derivation and the fact that $h^+_\theta(a) \geq 0$ and $h^-_\theta(b) \geq 0$, we immediately have $f_\theta(a) \leq f_\theta(b)$, $\forall a \in A_R$. The case for $\forall a \in A_L$ can be proven in a similar way. Therefore, we have shown that $f_\theta(a)$ satisfies the first condition of having maximum value at the target optimal value. Moreover, if $\pi_\theta(a) \neq 0$ and $\pi_\theta(b) \neq 0$, then $\pi_\theta(a) > 0$ and $\pi_\theta(b) > 0$. Combined with the definition of $h^+_\theta(a)$ and $h^-_\theta(a)$, we have $h^+_\theta(a) + h^-_\theta(a) = \frac{\pi_\theta(a)}{\pi_\theta(b)}[r_a] + \frac{\pi_\theta(b)}{\pi_\theta(a)}[r_b] > 0$, if $r_a \neq r_b$. Thus we have, $\forall a \in A_R$, $f_\theta(a) < f_\theta(b)$. The case for $\forall a \in A_L$ can be verified in a similar way. Therefore, we arrive at the conclusion that $f_\theta(a)$ also satisfies the second condition.

In summary, we have shown that with the proposed betters/worse action set in Eq (5) and (6), condition C.1 is met and thus the proposed BPG-based difficulty adjustment approach is guaranteed to converge at the target optimal value. The overall difficulty adaptation algorithm is shown in Table 1. In addition, although we simultaneously increase the probability of better action set and decrease that of the worse action set, other methods focusing on one direction adjustment can also be analyzed in BPG framework by simply setting $X^+_a$ or $X^-_a$ to be $\emptyset$. We will show such an example (Maple-like BPG) in the Section 6.

### 5 GENERALIZATION IN ACTOR-CRITIC METHODS

In this section, we discuss how BPG can be applied to the general reinforcement learning problem beyond difficulty adaptation. One challenge in the generalization of the proposed method is the issue of obtaining the better/worse action set without prior information. It turns out such information is surprisingly easy to obtain in actor-critic reinforcement learning methods. Actor-critic methods are a family of RL algorithms which combine the strength of both value function-based methods and policy gradient methods. A value function of $Q(a)$ (critic) is learned by these algorithms to indicate the goodness of each action and thus provide guidance for the policy (actor) optimization. Therefore, the information of whether an action might be better/worse than the current action is exactly what we can expect the critic to contain. Moreover, although the previous formulation is derived for discrete action space, the idea of increasing better action set and decreasing worse action set can also be used for multi-dimensional continuous action space. The continuous action case turns out to be very similar to the difficulty adaptation problem. The absolute value of the action contains a natural ranking and $\nabla_a Q(a)$ denotes whether the action value is too high or too low. Therefore, the better/worse action set in continuous action domain can be defined in a similar way with Eq (5) and (6):

$$X^+_a = \begin{cases} (a, \infty), & \nabla_a Q(a) > 0 \\ (-\infty, a), & \nabla_a Q(a) < 0 \end{cases}$$

$$X^-_a = \begin{cases} (a, \infty), & \nabla_a Q(a) < 0 \\ (a, \infty), & \nabla_a Q(a) > 0 \end{cases}$$

Following above definitions on $X^+_a$, $X^-_a$ and taking $|r_a|$ as $|\nabla_a Q(a)|$ in Eq (3), we propose the continuous BPG as in Eq (9):

$$\nabla_\theta Q(\theta) = \mathbb{E}_{a \sim \pi_\theta}[\nabla_\theta \log \pi_\theta(a)|\nabla_a Q(a)]$$ (9)

where $\pi_\theta(a) := \frac{1 - F(a)}{F(a)}$, $F(a) := \mathbb{P}(x^i < a^j)$, $x \sim \sigma_\theta$, $i = 1, ..., D$ is a vector and each component stands for cumulative distribution function (cdf) at each action dimension $a^j$. Note that with $a \in \mathbb{R}^D$ and $\theta \in \mathbb{R}^N$, $\nabla_\theta \log \pi_\theta(a) \in \mathbb{R}^{N \times D}$. The proposed continuous BPG is similar to deterministic policy gradient (DPG): we have $\nabla_\mu \log \pi_\theta(a^i) = \frac{\nabla_\mu \pi_\theta(a^i)}{\pi_\theta(a^i)} + \frac{\nabla_\mu \pi_\theta(a^i)}{\pi_\theta(a^i)} > 0$ for $i = 1, ..., D$. Hence, similar to DPG where $\nabla_\mu (\mu^i) = 1$ for $\theta = [\mu]$, continuous BPG

<table>
<thead>
<tr>
<th>Table 1: BPG-based online difficulty adjustment algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: target $G \in \mathbb{R}$, difficulty ranking $D_a \in \mathbb{R}^A$</td>
</tr>
<tr>
<td><strong>Output</strong>: next question $a_t$ for each user at each time step</td>
</tr>
<tr>
<td>Initialize: policy parameters $\theta_k = 0$, $k = 1, ..., A$</td>
</tr>
<tr>
<td>For each time step $t$:</td>
</tr>
<tr>
<td>Sample a question $a_t \sim \pi_\theta$ from current policy</td>
</tr>
<tr>
<td>Get grade $g_a$ from user</td>
</tr>
<tr>
<td>Obtain related action sets $X^+_a$ and $X^-_a$ with Eq 5 and Eq 6</td>
</tr>
<tr>
<td>Update parameters $\theta = \theta + \alpha \nabla_\theta Q(\theta)$ with Eq 3</td>
</tr>
<tr>
<td>Compute new policy $\pi_\theta = \text{softmax} (\theta)$</td>
</tr>
</tbody>
</table>
also moves the policy in the direction of the gradient of \( Q \) and converges at the places of \( \nabla_a Q(a) = 0 \). However, one common limitation for continuous BPG and DPG is the local optimal issue in the case of a non-convex Q function (e.g. neural network), due to the dependence on \( \nabla_a Q(a) \). DPG is a deterministic policy and only focuses on the area of \( a = \mu_\theta \). Continuous BPG, on the other hand, is stochastic and can incorporate the \( \nabla_a Q(a) \) information even when \( a \neq \mu_\theta \). Thus, continuous BPG might have the potential to alleviate this local optimal problem, given that it can make use of a wider range of \( \nabla_a Q(a) \). A more rigorous convergence analysis and detailed comparison between continuous BPG and DPG will be conducted in the future work.

In practice, the critic function \( Q(a) \) is usually obtained using a function approximator \( Q^w(a) \). Generally, this replacement could affect the gradient direction. However, similar to traditional stochastic and deterministic policy gradient [25, 27], we give a family of compatible function approximator \( Q^w(a) \) for bootstrapped policy gradient in Theorem 5.1 such that substituting \( Q^w(a) \) into Eq (9) will not affect the gradient.

**Theorem 5.1. (Compatible function approximation)** A function approximator \( Q^w(a) \) is compatible with a bootstrapped policy \( \nabla_\theta J(\theta) = \mathbb{E}_{a \sim \pi_\theta} [\nabla_\theta \log \tilde{\pi}_\theta(a)] \nabla_a Q^w(a)|_{\pi_\theta} \) if

1. \( \nabla_a Q^w(a)|_{\pi_\theta} = \nabla_a \log \tilde{\pi}_\theta(a)^T w \)
2. \( w \) minimizes the mean-squared error, i.e. \( \min_w \text{MSE}(\theta, w) = \mathbb{E}[e(\theta, w)^T e(\theta, w)] \), where \( e(\theta, w) = \nabla_a Q^w(a)|_{\pi_\theta} - \nabla_a Q^w(a)|_{\pi_\theta} \)

**Proof.** If \( w \) minimizes the MSE then the gradient of \( e^2 \) w.r.t \( w \) must be zero. We then use the fact that, by condition (1), \( \nabla_w e(\theta, w) = \nabla_a \log \tilde{\pi}_\theta(a), 0 = \nabla_w \text{MSE}(\theta, w) \\
= \mathbb{E}[\nabla_\theta \log \tilde{\pi}_\theta(a)e(\theta, w)] \\
= \mathbb{E}[\nabla_\theta \log \tilde{\pi}_\theta(a)(\nabla_a Q^w(a)|_{\pi_\theta} - \nabla_a Q^w(a)|_{\pi_\theta})] \)

Thus, \( \mathbb{E}[\nabla_\theta \log \tilde{\pi}_\theta(a)(\nabla_a Q^w(a)|_{\pi_\theta})] = \mathbb{E}[\nabla_\theta \log \tilde{\pi}_\theta(a)|_{\pi_\theta} - \nabla_a Q^w(a)|_{\pi_\theta}] \)

For any stochastic policy \( \pi_\theta(a) \), there always exists a compatible function approximator of the form \( Q^w(a) = \phi(a)^T w \) with action features \( \phi(a) := V_\theta \log \tilde{\pi}_\theta(a) \) and parameters \( w \). Although a linear approximator is not effective for predicting action values globally, it serves as a useful local critic to guide the parameter update direction [25]. Regarding the condition (2), in theory, we need to minimize the mean square error between the gradient of \( Q(a) \) and \( Q^w(a) \). Since the true gradient \( \nabla_a Q(a) \) is difficult to obtain, in practice the parameter \( w \) is learned using the standard policy evaluation method, like Sarsa or Q-learning. The detail discussion regarding this issue can be found in [25]. In the experiment section, we provide a concrete example of how to apply the bootstrapped policy gradient for continuous-armed bandit.

### 6 EXPERIMENTS

#### 6.1 Difficulty Adaptation

6.1.1 Baseline Approaches. We compared our approach (BPG) with five other methods:

1. **Random method:** it always randomly selects questions

2. **Bisection method:** a deterministic approach which repeatedly bisects the difficulty interval and then selects a subinterval which may contain the ideal difficulty level for further processing

3. **Policy gradient (PG):** it updates policy based on Eq (2)

4. **Maple method:** it heuristically increases the softmax weights of harder questions when a task is too easy for this user (i.e. \( \omega = \omega_1 e^{a_1-G}w, g_2 > G \)), and decreases the softmax weights of harder questions otherwise (i.e. \( \omega = \omega_2 e^{a_2-G}w, g_2 \leq G \)) [22] with \( \omega_1 \) and \( \omega_2 \) as parameters.

5. **Maple-like BPG (BPG_mpl)**: it uses the bootstrapped policy gradient in Eq (3), but the better/worse action sets defined following the rules used in Maple. Specifically, when the question is too easy, the harder questions are considered as the better action, i.e. \( \forall a \in A_k \), \( X^+_k := \{ a \mid D(a) > D(a_i) \} \), \( X^-_k = \emptyset \); otherwise, harder questions are regarded as worse actions, i.e. \( \forall a \notin A_k \), \( X^+_k = \emptyset \), \( X^-_k := \{ a \mid D(a_k) > D(a_i) \} \).

A parameter sweep on step size is performed for all the approaches.

6.1.2 Dataset. The data is generated following a similar manner in [5, 22]. The user performance is measured by grade \( g \), which is positively related to the probability of a user answering a task correctly. Given a target grade value \( G \), which indicates the best user experience, the goal of the difficulty adjustment algorithm is to select the questions to keep the user’s performance at the target grade as close as possible. Each user’s ability is modeled by a competence level \( sl \). Each question is modeled by a difficulty level \( q_i \). Given a pair of difficulty level and competence level, the grade \( G \) is set to be 0.5 in the experiment.

Two kinds of distributions are considered while generating the user competency levels \( sl \) and question difficulty levels \( q_i \): the uniform distribution \( U[1, 200] \) and Gaussian distribution \( N(100, 20) \). We consider 500 users interact with the agent and each completes 50 questions. There are 1000 possible question for selection (i.e. \( T = 50, A = 1000 \)).

6.1.3 Results. Fig 2 shows the average cost at each time step for the different adjustment approaches. The cost is computed as \( -r = |g - G| \), which indicates the distance to the optimal user experience. As expected, policy gradient method with batch size of one fails in this problem with \( T \ll A \). In fact, its performance is almost as worse as random exploration. The proposed method as well as Bisection, Maple-like methods (Maple, Maple-like BPG) can quickly converge within 10 to 20 exploration steps. However the proposed method leads to significantly lower cost than all the other methods.

Note that the softmax weights update direction in Maple-like BPG, in terms of increasing or decreasing, is same with Maple. But unlike Maple in which the specific update amount is decided in a heuristic manner with several tunable parameters, Maple-like BPG uses BPG framework in Eq (3) to determine the update amount. The reason we employ Maple-like BPG as a baseline is to demonstrate how to use BPG framework to analyze other adjustment scheme besides the one proposed in this paper.
we found that while using heuristic rules to construct better/worse weak students (with last 25%) To ensure unbiased selection, it is crucial to check whether the condition. Specifically, in its score function the optimal action $a_{∗}$ is close to zero). After about 10 adjustment steps, the proposed method can select questions to challenge students at the suitable difficulty indicated by the users’ grade is shown in Fig 3. The results show that the questions generated by random selection and policy gradient are always too easy for the strong students (i.e. grades are close to 1) and too hard for the weak students (i.e. grades are close to zero). After about 10 adjustment steps, the proposed method can select questions to challenge students at the suitable level (grades are at the exact target value of 0.5). However, the Maple-like methods seem to favor harder questions by keeping the users’ grades below 0.5. To explain this behavior, we examine the Bisection method uses deterministic policy, which makes it sensitive to the noise in the reward. Regarding the maple-like methods, it is not immediately obvious why they seem to fail to converge at the optimal actions as they follows intuitively reasonable rules to update the stochastic policy. We use the following experiment to investigate this phenomenon.

In particular, we look into the agents’ difficulty adjustment behavior for strong students (with top 25% competency levels) and weak students (with last 25% competency levels). The users’ felt difficulty indicated by the users’ grade is shown in Fig 3. The results show that the questions generated by random selection and policy gradient are always too easy for the strong students (i.e. grades are close to 1) and too hard for the weak students (i.e. grades are close to zero). After about 10 adjustment steps, the proposed method can select questions to challenge students at the suitable level (grades are at the exact target value of 0.5). However, the Maple-like methods seem to favor harder questions by keeping the users’ grades below 0.5. To explain this behavior, we examine the score function $f_{θ}(a)$ of Maple-like BPG and found the condition $C.1$ is violated in Maple-like BPG. In fact, it meets the first part but violates the second part of the condition. Specifically, its in score function, the optimal action $a_{θ}$ in set $A_{θ}$ always has the same value with $a_{∗}$, even if $0 < π_{θ}(a_{θ}) < 1$ and $π_{θ}(a_{∗}) ≠ 0$. Because $f_{θ}(a_{∗}) = f_{θ}(a_{θ}) = \pi_{θ}(a_{∗})/\pi_{θ}(a_{θ}) |r_{a_{∗}}|$. Given that the reward at target optimal question $|r_{a_{∗}}|$ is close to zero in this problem, $f_{θ}(a_{θ})$ and $f_{θ}(a_{∗})$ have similar values. In other words, the agent cannot differentiate $a_{∗}$ from $a_{θ}$. It appears not all the heuristic-based difficulty adjustment schemes can converge towards optimal actions. To ensure unbiased selection, it is crucial to check whether the corresponding score function meets the sufficient condition $C.1$. In fact, we found that while using heuristic rules to construct better/worse action set, only the first condition is generally true, and one should pay particular attention to check if the second condition is met.

6.2 Continuous-armed Bandit

This experiment applies BPG in multidimensional continuous action domain. Specifically, we consider the same continuous-armed bandit problem proposed in [25]. A high-dimension quadratic cost function is considered in this problem, and is defined as $−r(a) = β(a − a_{θ})^T C (a − a_{θ}) + (1 − β)ε$, where $a_{θ} = [4, ..., 4]^T$. $β = 0.99$ controls the amount of random noise $ε \sim \mathcal{U}(0, 1)$ in the reward and $C$ is a positive definite matrix with eigenvalues of 0.1. We consider two systems with action dimensions of 10 and 60 respectively, i.e. $a \in \mathbb{R}^{10}$, $a \in \mathbb{R}^{60}$. We compare the performance of continuous BPG with other well-established policy optimization methods such as deterministic policy gradient (DPG) [25] and stochastic policy gradient (REINFORCE) [31]. Same as in [25], the critic functions $Q^{θ}(a)$ are estimated by linear regression from the features to the costs. The features $^4$ used are $(a − µ)$. With batch size twice that of the action dimension, the actor and the critic is updated per batch. A parameter sweep over all the parameters of step-size and variance was performed. Fig 4 shows the performance with the best parameter for each algorithm. From these results we can see that with the 10 action dimensions, BPG outperforms stochastic policy gradient (PG) and achieves similar performance with DPG. As the problem becomes more challenging with higher dimension, the performance in BPG is better than all the other methods including DPG.

7 DISCUSSION AND CONCLUSION

This paper applies reinforcement learning to address the issue of difficulty adaptation with the goal of presenting users with suitably challenging tasks. To overcome the problem of sample inefficiency in policy gradient methods, we presented a framework of the bootstrapped policy gradient (BPG) algorithm which can exploit the prior knowledge of action relationship to achieve stable policy optimization even with small batch size. The key idea is to increase the probability of better action set and decrease the

---

4We also run experiment with corresponding compatible feature for BPG but the results do not improve.
Based on the second condition on \( f_0(a) \), we have: \( \forall aj \neq a_0, \) if \( 0 < \pi_0(a_j) < 1 \) and \( \pi_0(a_0) \neq 0 \), then \( f_0(a_j) > f_0(a_0). \) Thus, to satisfy Eq (13), we have \( \pi_0(a_j) = 1 \) or \( \pi_0(a_j) = 0, \forall aj \neq a_0. \) From the Proposition B.1 (\( \pi_0(a_j) \geq \pi_0(a_0) \)) and the fact the sum of all the action probability should be 1, we have \( \forall aj \neq a_0, \pi_0(a_j) \neq 1. \) Thus, to satisfy the Eq (13), we have: \( \pi_0(a_j) = 0, a_j \neq a_0. \)

**Proof of convergence** To prove that the policy optimization will converge to \( a_0 \), we prove that at each iteration step: \( \pi_{t+1}^{f_k}(a_j) > \pi_t^{f_k}(a_j) \) if \( \exists a_{k0} \neq a_0, \pi_0(a_{k0}) \neq 0. \) From the definition of softmax policy, we have: \( \pi_0(a_j) = \frac{e^{w_j}}{\sum_{a \in A} e^{w_j}}, \) which will be stated shortly, when initialized with \( \theta = \frac{\sum_{a \in A} e^{w_j}}{1 + \sum_{a \in A} e^{w_j}}. \)

Therefore, to prove \( \pi_{t+1}^{f_k}(a_j) > \pi_t^{f_k}(a_j) \), we just need to prove \( \sum_{a \neq a_0} e^{w_j} \) decreases from \( t \) to \( t + 1 \). We have: \( \sum_{a \neq a_0} e^{w_j} = a \sum_{a \neq a_0} e^{w_j} = a \sum_{a \neq a_0} e^{w_j} = a \sum_{a \neq a_0} e^{w_j} \).

Based on the first condition of \( f_0(a_j) \), i.e. \( f_0(a_j) \geq f_0(a), \forall \theta \), we have \( (f_0(a_j) - E_{a_j \neq a_0} [f_0(a)]) \geq (f_0(a) - E_{a_j \neq a_0} [f_0(a)]) \).

Moreover, based on \( \pi_0(a_0) \geq \pi_0(a_j) \), we have \( \pi_0(a_0) \neq 0 \) and \( \pi_0(a_k) < 1. \) Together with \( \pi_0(a_{k0}) \neq 0, \) and the second condition of \( f_0(a) \), we have that \( f_0(a_j) > f_0(a_{k0}). \) Hence, \( w_{t+1}^{j} - w_{t}^{j} > w_{t}^{j} - w_{t}^{j_{k0}}. \) Combined this with Eq (14), we show \( \sum_{a \neq a_0} e^{w_j} \) decreases from \( t \) to \( t + 1. \) In other words, \( \pi_{t+1}^{f_k}(a_j) \) will always increase until all the non-optimal actions have zero probability.

**B PROOF OF PROPOSITION B.1**

**Proposition B.1.** Given a surrogate policy gradient defined as \( \tilde{\nabla}_a J(\theta) = \sum_{a \neq a_0} f_0(a) \nabla_\theta \pi_0(a), \) where \( a \in A = \{a_0, ..., a_k\} \) and \( \pi_0(a_k) = \frac{1}{a_j \neq a_0} \) is a softmax exploration policy parameterized by \( \theta \) and is initialized with \( \pi_0(a_j) = \frac{1}{a_j \neq a_0} \) for any \( i, j = 1, ..., A. \) If there exists an action, which has the highest value of \( f_0(a) \) for any \( i, \) i.e. \( \exists a_i, \forall \theta, f_0(a_i) \geq f_0(a), \) then during all the gradient ascent iteration steps, \( a_i \) always has the highest exploration probability, i.e. \( \pi_{t+1}^{f_k}(a_i) \geq \pi_{t+1}^{f_k}(a_j), \forall \theta. \)

Proof. At the first step, we have \( \pi_{t+1}^{f_k}(a_i) = \pi_{t+1}^{f_k}(a_k). \) And it is easy to show that at the following steps \( t > 1, \) if \( \pi_{t+1}^{f_k}(a_i) \geq \pi_{t+1}^{f_k}(a_j), \) then \( \pi_{t+1}^{f_k}(a_i) \geq \pi_{t+1}^{f_k}(a_j), \) as follows:

\[
\begin{align*}
\pi_{t+1}^{f_k}(a_i) &\geq \pi_{t+1}^{f_k}(a_j) \\
&\geq \pi_{t}^{f_k}(a_i) + 1 \pi_{t+1}^{f_k}(a_j) \cdot (f_{t+1}(a_i) - E_{a_j \neq a_0} [f_{t+1}(a_i)]) \\
&\geq \pi_{t}^{f_k}(a_i) + 1 \pi_{t+1}^{f_k}(a_j) \cdot (f_{t+1}(a_i) - E_{a_j \neq a_0} [f_{t+1}(a_i)]) \\
&= w_{k}^{j} \cdot \forall k
\end{align*}
\]

The two equalities use the definition of gradient. The inequality, where the main work happens, uses the property of \( f(a_j); \) \( \forall \theta, f(a_j) \geq f(a) \) and the condition \( \pi_{t+1}^{f_k}(a_i) \geq \pi_{t+1}^{f_k}(a_j). \) Therefore, we have \( \forall t, \pi_{t+1}^{f_k}(a_i) \geq \pi_{t+1}^{f_k}(a_j). \)
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