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ABSTRACT
Social interactions are key in multi-agent systems. Social dilem-
mas have been widely studied to model specific problems in social
interactions. However, state-of-the-art social dilemmas have dis-
regarded specific ethical aspects affecting interactions. Here we
propose a novel model for social dilemmas, the so-called Sequential
Moral Dilemmas, that do capture the notion of moral value. First,
we provide a formal definition of sequential moral dilemmas as
Markov Games. Thereafter, we formally characterise the necessary
and sufficient conditions for agents to learn to behave ethically, so
that they are aligned with the moral value. Moreover, we exploit our
theoretical characterisation to provide a structural solution to a se-
quential moral dilemma, namely how to configure theMarkov game
to solve the dilemma. Finally, we illustrate our proposal through
the so-called public civility game, an example of a sequential moral
dilemma considering the civility value. We show the social benefits
obtained when the agents learn to adhere to the moral value.

CCS CONCEPTS
•Theory of computation→Multi-agent reinforcement learn-
ing; • Computing methodologies → Cooperation and coordina-
tion;
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1 INTRODUCTION
The increasing presence of intelligent systems in human societies
has emphasised the need to consider numerous ethical questions
such as how to ensure that artificial intelligences are trustworthy
and do not pose any risk to humans [3, 4, 29, 39, 42]. It is of utter
importance to develop algorithms so that autonomous agents learn
to behave ethically, that is, in alignment with the ethical criteria
established in the societies where they are meant to operate. Value
alignment is of the utmost importance because Artificial Intelli-
gence (AI) applications in all areas could be seriously discredited if
ethical considerations are not taken into consideration. For exam-
ple, a cleaning robot could do more harm than good if it decided to
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knock over a vase because it was the fastest way to clean a room [1].
Thus, the question being raised is: how can we instruct an agent to
act responsibly so that it can be integrated into our societies? [12]

Social dilemmas, such as the tragedy of the commons [14], repre-
sent conflicts between individual and collective interests [21]. They
present situations where if every agent tries to maximise only its
own benefit, the final outcome is worse for everybody. Recently,
social dilemmas have been studied in the context of temporally
extended scenarios in the so-called sequential social dilemmas (SSD)
[23, 40]. The cleanup game [19] constitutes an example of SSDwhere
agents aim to collect apples from a field while also needing to occa-
sionally clean the aquifer that supplies water to the apples. SSDs
are a particular case of Markov games (MG), the formal framework
of multi-agent reinforcement learning (MARL) [22, 24].

The formalism of SSDs serves as an effective way of modelling
classical social problemswhere our only goal is tomake agents learn
to cooperate, that is, to maximise the outcome for every agent [6].
However, actual-world social dilemmas can be much more complex
[5, 21]. Hence, here we argue that SSDs lack an ethical dimension:

(1) Actions can be as important as outcomes themselves. Agents’
behaviours may be constrained by norms they must obey.

(2) Actual-world agents pursue outcomes alignedwith themoral
values of the society they live in, even if they are not the
best outcomes for them.

Against this background, the purpose of this paper is twofold: (1)
to tackle the aforementioned issues via creating a model for social
dilemmas that includes a moral perspective; (2) and to develop a
solution for such social dilemmas that makes agents act ethically.

Firstly, we introduce the so-called Sequential Moral Dilemma
(SMD), an extension of Markov games where agents need to choose
between behaving ethically or pursuing their individual goals.

Secondly, considering that solutions to social dilemmas can be
strategic, motivational, or structural1 [21], we present a structural
solution for SMDs that changes the rules of the agent society. In
particular, we assume that agents learn to behave by applying a
classical MARL method, and thus, we modify agents’ rewards so
that they learn to behave ethically. Specifically, we propose an
ethical function that rewards alignment with a moral value and
that penalises non-compliance with established regulations.

Moreover, we provide theoretical results of the necessary and
sufficient conditions for an agent to learn to act ethically. We show
how to extend the rewards of an agent so that its behaviour be-
comes ethically-aligned. With this characterisation we also provide
a formal definition of a policy ethically-aligned to a moral value.

1According to [21], motivational solutions assume that agents are not completely
egoistic, strategic solutions assume egoistic actors, and structural solutions change
the rules of the game.
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Finally, we present an example of a sequential moral dilemma –
the so-called public civility game, which is related to keeping streets
clean – that illustrates our structural solution. After applying our
structural solution, we empirically show that agents are capable of
learning an ethically-aligned equilibrium with a simple Q-learning
algorithm. Furthermore, we evaluate the effects of the learnt be-
haviour with several social behaviour metrics [23] that quantify
the benefits of behaving ethically.

The remainder of the article is structured as follows. Section 2
presents some background. Section 3 introduces SMDs and Section
4 describes our structural solution for SMDs. Section 5 presents an
example of SMD, the public civility game, which is evaluated in
Section 6. Finally, Section 7 draws conclusions and outlines possible
lines of future work.

2 BACKGROUND
Definition 1 (Markov game). A (finite) Markov game (MG)

[22, 24, 28] of𝑚 agents is the multi-agent extension of Markov decision
processes. It is defined as a tuple containing a (finite) set S of the
possible states of the environment, and a (finite) set A𝑖 of actions
for every agent 𝑖 . Actions upon the environment change the state
according to the transition function 𝑇 : S × A1 × · · · × A𝑚 × S →
[0, 1]. After every transition, each agent 𝑖 receives a reward based on
function 𝑅𝑖 : S × A1 × · · · × A𝑚 × S → R.

Each agent 𝑖 decides which action to perform according to its
policy 𝜋𝑖 : S ×A𝑖 → [0, 1] and we call joint policy 𝜋 =

∏𝑚
𝑖=1 𝜋

𝑖 to
the union of all agents’ policies. The agents learn their respective
policies with the goal of maximising their expected sum of rewards

𝑉 𝑖
𝜋 (𝑠) = E[

∞∑
𝑘=0

𝛾𝑘𝑅𝑖
𝑡+𝑘+1 | 𝜋, 𝑆𝑡 = 𝑠] (1)

for every state 𝑠 , where 𝛾 ∈ [0, 1] is called the discount factor and
is problem-dependant. Notice that 𝑉 𝑖

𝜋 depends on the joint policy.
When an agent 𝑖 tries to maximise its 𝑉 𝑖 with respect to all the

policies of the other agents (assuming the rest have fixed policies),
we refer to such policy as the best-response. When all agents reach
a situation such that all have a best-response policy, we say that we
have a Nash equilibrium (NE). NEs are stable points where no agent
would benefit from deviating from its current policy. Formally:

Definition 2 (Nash eqilibrium). Given a Markov game, we
define a Nash equilibrium (NE) [18] as a joint policy 𝜋∗ such that for
every agent, 𝑉 𝑖

⟨𝜋𝑖
∗,𝜋

−𝑖
∗ ⟩ (𝑠) = max𝜋𝑖 𝑉 𝑖

⟨𝜋𝑖 ,𝜋−𝑖
∗ ⟩ (𝑠) for every state 𝑠 .

Here, 𝜋−𝑖 refers to the joint policy of all the agents except agent 𝑖 .

3 SEQUENTIAL MORAL DILEMMAS
In this section, we model sequential moral dilemmas (SMD) as a
particular kind of Markov games where each agent is intended
to learn a policy aligned with a given moral value. We gradually
introduce the SMD concept. First, we propose a definition of the
so-called moral value signature in subsection 3.1 to build our model
on top of it. Then, in subsection 3.2, we show how this concept
can be introduced in Markov games. This allows us to formalise, in
subsection 3.3, what it means for a policy to be ethically-aligned
with respect to a moral value. After introducing all these concepts,
we can finally define sequential moral dilemmas in subsection 3.4.

3.1 Considering moral values
When considering a moral value, we propose to take into account
two main dimensions: (1) a normative dimension regulating those
actions that agents are obliged or forbidden to perform in order
to support a given moral value, and (2) an evaluative dimension
that considers praiseworthiness (with respect to the same moral
value) of actions performed by agents. Indeed, norms have been
extensively related to the values that they support [13, 33, 34, 38],
though they can also be related to legality [2]. Praiseworthy actions
follow a purely ethical perspective [17].

We call our model the signature of a moral value to emphasise
that we do not try to capture all the complexity and richness of
moral values, which is beyond the scope of this work. Instead, we
only aim at creating a workable model towards learning value-
aligned behaviours.

However, before defining the signature of a moral value, we
need to introduce the concept of norm. Norms are coordination
mechanisms that regulate (and constrain) the behaviour of agents
within a society. They have been extensively studied [8, 9, 27] and
are usually expressed in the form of prohibitions (𝑃𝑟ℎ), permissions
(𝑃𝑒𝑟 ) or obligations (𝑂𝑏𝑙 ) over given actions. Most often norms are
enforced in societies by means of punishments that are applied to
non-compliant agents. There is a myriad of norm definitions in the
normative multi-agent systems literature [8, 35]. The norm defini-
tion that we consider in this work is based on [26]. In our model
we expand their definition by including the concept of associated
penalty of a norm. Penalties or punishments have also been long
studied in the norm research community [32].

Definition 3 (Norm). A norm is a tuple ⟨𝑐, 𝜃 (𝑎), 𝑝⟩, where 𝑐 is a
condition for norm application, 𝜃 ∈ {𝑂𝑏𝑙, 𝑃𝑒𝑟, 𝑃𝑟ℎ} is a deontic oper-
ator regulating action 𝑎 ∈ A, and 𝑝 is a positive value representing
the punishment for non-compliance.

Note 1. Notice that the condition 𝑐 of a norm is a set of first-order
predicates 𝑝 (®𝜏), where each 𝑝 is a 𝑘𝑝 -arity predicate symbol and
®𝜏 ∈ T1 × · · · × T𝑘𝑝 is a vector of terms, and each T𝑖 is a set of terms of
a first-order language L.

Punishment 𝑝 is considered to be a positive penalty, as for speci-
fying the quantity that will be discounted from an agent’s outcome
upon non-compliance.

Example 1. In the public civility game (further detailed in Section
5), two agents walking in the street come across a piece of garbage.
In this context, we can think of a norm 𝑛1 that prohibits to throw
garbage at another agent to avoid aggressive behaviours and agents
being hurt. Following Def. 3, we define 𝑛1 as:

𝑛1 = ⟨(adj_agent, front_garbage), 𝑃𝑟ℎ(throw_to_agent), p1⟩ (2)

As previously mentioned, we consider norms promote (or sup-
port) moral values. Moral values are the object of study of moral
philosophy or ethics [11]. In particular, one of the main questions
of relevance to ethics is how we ought to resolve a moral dilemma
[5, 16]. Moral theories (such as Kantian or utilitarian ethics) provide
guidelines to accomplish ethically-aligned behaviours. These guide-
lines contain norms and also recommendations [37]. Recommenda-
tions are actions that are good to do but not bad not to do2. They are
2https://plato.stanford.edu/entries/supererogation/
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strongly related with praiseworthiness, since recommended actions
are also worthy of praise, a status that normative actions lack (since
the latter ones are the minimum expected for everybody). Hence,
recommendations can be regarded as praiseworthy actions.

Therefore, with the aim of giving the agents a framework to
learn to behave ethically, we propose that a moral value signature
is composed by: normative component containing a set of norms
that promote the value; and an evaluative component defined as
an evaluation function that signals how good (praiseworthy) are
actions according to the moral value:

Definition 4 (Moral value signature). The signature of a
moral value 𝑠𝑔𝑛𝑣 is a pair ⟨N𝑣, 𝐸𝑣⟩ such that:

• N𝑣 is a finite set of norms promoting the value.
• 𝐸𝑣 is an action evaluation function that, for a condition 𝑐 (ex-
pressed in a first-order language L) and an action ‘𝑎’, returns
a number in R meaning the degree of praiseworthiness of that
action to the moral value. Thus, given condition 𝑐 , the bigger
𝐸𝑣 (𝑐, 𝑎) > 0, the more praiseworthy an action ‘𝑎’ is according
to 𝑣 . Conversely, if 𝐸𝑣 (𝑐, 𝑎) < 0, it means ‘𝑎’ is considered a
blameworthy action, whereas 𝐸𝑣 (𝑐, 𝑎) = 0 represents a neutral
action with respect to 𝑣 .

Here, N𝑣 and 𝐸𝑣 satisfy the following consistency constraint:

• Given a norm 𝑛 = ⟨𝑐, 𝜃 (𝑎), 𝑝⟩ ∈ N𝑣 , if 𝑛 is such that 𝜃 =

𝑃𝑟ℎ, then 𝐸𝑣 (𝑐, 𝑎) < 0. Otherwise, if 𝜃 = 𝑃𝑒𝑟 or 𝑂𝑏𝑙 , then
𝐸𝑣 (𝑐, 𝑎) ≥ 0.

To simplify the notation, where there is no confusion, we will
write the signature of a moral value 𝑣 as 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, without
sub-indices.

Example 2. Back to our previous example, in the context of our
public civility game, we can consider the moral value signature of
civility 𝑠𝑔𝑛𝑐𝑖𝑣 that: promotes the action of throwing the garbage into
the wastebasket and considers that throwing it at other agents is
inadmissible. Thus, we include norm 𝑛1 into 𝑠𝑔𝑛𝑐𝑖𝑣 so to formalise
civility following Definition 4 as

𝑠𝑔𝑛𝑐𝑖𝑣 = ⟨{𝑛1}, 𝐸𝑐𝑖𝑣⟩, (3)

where 𝐸𝑐𝑖𝑣 is an evaluation function for the civility moral value
defined as: 𝐸𝑐𝑖𝑣 (front_garbage, garbage_to_wastebasket) = evalciv,
𝐸𝑐𝑖𝑣 ((adj_agent, front_garbage),throw_garbage) < 0 and 0 otherwise (i.e.,
for any other action and condition), being evalciv > 0 positive.

3.2 Extending Markov games with a moral
value signature

The next step is to introduce our formalisation of moral value
signatures inside the framework of Markov games. The most direct
way to do so is to extend the reward function of agents so they
take moral values into account. In this subsection we construct this
extension step by step.

We first need to define a couple of auxiliary functions to translate
the conditions of norms and moral values in terms of states. We
begin with the condition function, which describes the states in
which the deontic part of a norm holds, that is, where the conditions
of the norm hold.

Definition 5 (Condition function). Given a Markov game
with a set of states S and a first-order language L, with its associated
set of predicates P(L) , we define the Condition function 𝐶 : S →
2P(L) that maps every state to the set of predicates describing the
state.

Next, we proceed with the penalty function, which tells us in
which states 𝑠 an agent would receive a penalty for violating a norm
that is enforced (i.e., performing action 𝑎 when forbidden or failing
to perform it when obliged) and what is the value of such penalty.

Definition 6 (Penalty function). Given a norm𝑛 = ⟨𝑐, 𝜃 (𝑥), 𝑝⟩,
and a Markov game with a set of states S and a set of actions A𝑖 for
every agent 𝑖 , we define the penalty function 𝑃𝑖𝑛 : S × A𝑖 → {0, 𝑝}
of every agent 𝑖 as

𝑃𝑖𝑛 (𝑠, 𝑎𝑖 ) �


𝑝 if 𝑐 ∈ 𝐶 (𝑠), 𝜃 = 𝑃𝑟ℎ and 𝑎𝑖 = 𝑥

or if 𝑐 ∈ 𝐶 (𝑠), 𝜃 = 𝑂𝑏𝑙 and 𝑎𝑖 ≠ 𝑥 ,
0 otherwise,

(4)

where 𝑠 is a state of S and 𝑎𝑖 is an action of A𝑖 .

With the introduction of the penalty function we can now extend
the reward function of aMarkov gamewith a normative component,
ensuring that violating norms is penalised.

Definition 7 (Normative extension of a Markov game).
Given a set of norms N and a Markov game of 𝑚 agents with re-
ward functions 𝑅𝑖=1,...,𝑚0 , we define its normative extension as another
Markov game such that the reward function 𝑅𝑖 for each agent 𝑖 is
defined as 𝑅𝑖 = 𝑅𝑖0 + 𝑅𝑖N , where 𝑅𝑖N : S × A𝑖 → R− corresponds to
the normative reward function and is defined as

𝑅𝑖N (𝑠, 𝑎𝑖 ) � −
∑
𝑛∈N

𝑃𝑖𝑛 (𝑠, 𝑎𝑖 ) . (5)

The normative reward function 𝑅𝑖N accumulates the penalties (see Eq.
4) of all the norms in N enforced in a given state-action pair ⟨𝑠, 𝑎𝑖 ⟩.

Now that we have a method for incorporating norms in Markov
games, we can introduce the signature of a moral value in the same
vein. Thus, following Definition 4, our ethical extension of Markov
games has: i) a normative component identical to the one in Defini-
tion 7, and ii) an evaluative component that rewards praiseworthy
actions.

Definition 8 (Ethical extension of a Markov game). Given
a moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩ and a Markov game of 𝑚
agents with reward functions 𝑅𝑖=1,...,𝑚0 , we define its ethical extension
as another Markov game such that the reward function 𝑅𝑖 of each
agent 𝑖 is defined as 𝑅𝑖 = 𝑅𝑖0 + 𝑅𝑖N + 𝑅𝑖

𝐸
, where 𝑅𝑖N : S × A𝑖 → R−

is the normative reward function of norm set N applied to agent 𝑖
and 𝑅𝑖

𝐸
: S × A𝑖 → R+ is is a function of the form

𝑅𝑖𝐸 (𝑠, 𝑎
𝑖 ) = max(0, 𝐸 (𝐶 (𝑠), 𝑎𝑖 )) . (6)

We will refer to 𝑅𝑖
𝐸
as the evaluative reward function of a moral

value signature, which rewards praiseworthy actions performed under
certain conditions.

Notice that the evaluative reward function 𝑅𝑖
𝐸
from Eq. 6 is just

an adaptation of the action evaluation function 𝐸 from Def. 4 so it
can be used in Markov games, that have states instead of predicates.
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3.3 Defining ethically-aligned policies
Thanks to Definition 8, we can extend the agents’ rewards in a
Markov game to incorporate moral values. Thereafter, we move a
step further and define an ethically-aligned policy as one such that
the agent minimises the accumulation of normative punishments
and maximises the accumulation of evaluative rewards coming
from performing praiseworthy actions.

Likewise in previous subsections, we create the concept of an
ethically-aligned policy gradually. We start by defining norm com-
pliant policies as those that accumulate no normative penalty, and
then we expand this concept to define ethically-aligned policies as
policies that are norm-compliant and also accumulate the maximum
possible evaluative reward.

Prior to these definitions, it would be useful to count on functions
that measure the accumulation of normative and evaluative rewards
respectively. As explained in the background section above, Markov
games already have a function for the accumulation of reward
for each agent 𝑖: the state value function 𝑉 𝑖 . Furthermore, since,
according to Def. 8, in an ethically-extended Markov game the
reward can always be divided in three components (𝑅𝑖 = 𝑅𝑖0 +
𝑅𝑖N + 𝑅𝑖

𝐸
), we will also divide the state value function 𝑉 𝑖 in three

components (𝑉 𝑖 = 𝑉 𝑖
0 + 𝑉 𝑖

N + 𝑉 𝑖
𝐸
) in order to obtain our desired

functions. Formally:

Definition 9 (Normative and evaluative state value func-
tions). Given a Markov game with state value functions 𝑉 𝑖

0 , and a
moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, we define the random variables
𝑅𝑖N𝑡

and 𝑅𝑖
𝐸𝑡

such that they re-express the normative reward function

𝑅𝑖N and the evaluative reward function 𝑅𝑖
𝐸
in the ethical extension in

the following way:

𝑅𝑖N (𝑠, 𝑎𝑖 ) = E[𝑅𝑖N𝑡+1
| 𝑆𝑡 = 𝑠, 𝐴𝑖

𝑡 = 𝑎𝑖 ], (7)

𝑅𝑖𝐸 (𝑠, 𝑎
𝑖 ) = E[𝑅𝑖𝐸𝑡+1 | 𝑆𝑡 = 𝑠, 𝐴𝑖

𝑡 = 𝑎𝑖 ], (8)

where 𝑆𝑡 and 𝐴𝑡 are random variables. Moreover, we can respectively
define the normative state value function𝑉 𝑖

N and the evaluative state
value function 𝑉 𝑖

𝐸
of an agent 𝑖 as:

𝑉 𝑖
N𝜋

(𝑠) � E[
∞∑
𝑘=0

𝛾𝑘𝑅N𝑡+𝑘+1 | 𝜋, 𝑆𝑡 = 𝑠], (9)

𝑉 𝑖
𝐸𝜋

(𝑠) � E[
∞∑
𝑘=0

𝛾𝑘𝑅𝐸𝑡+𝑘+1 | 𝜋, 𝑆𝑡 = 𝑠] . (10)

Note that a policy 𝜋𝑖 that never violates any norm in a set N
will not receive a penalisation for its behaviour. Consequently, it
will generate no accumulated normative reward 𝑉 𝑖

N⟨𝜋𝑖 ,𝜋−𝑖 ⟩
. We will

refer to such policies as norm-compliant.

Definition 10 (Norm-compliant policy). Given aMarkov game
M and a set of norms N , we say that 𝜋𝑖 is a norm-compliant policy
with respect to N if and only if for every state 𝑠 of the normative
extension of M:

𝑉 𝑖
N⟨𝜋𝑖 ,𝜋−𝑖 ⟩

(𝑠) = 0. (11)

We canmake a similar observation for a policy 𝜋𝑖 that acts on the
most praiseworthyway possible according to an evaluation function
𝐸 of some moral value signature ⟨N , 𝐸⟩. Such policy will have the

maximum possible accumulated evaluative reward 𝑉 𝑖
𝐸⟨𝜋𝑖 ,𝜋−𝑖 ⟩

that
can be obtained. We will refer to those policies as praiseworthy.

Definition 11 (Praiseworthy policy). Given a Markov game
M and a moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, we say that 𝜋𝑖 is a
praiseworthy policy with respect to 𝐸 if and only if for every state 𝑠
of the ethical extension of M:

𝑉 𝑖
𝐸⟨𝜋𝑖 ,𝜋−𝑖 ⟩

(𝑠) = max
𝜌𝑖

𝑉 𝑖
𝐸⟨𝜌𝑖 ,𝜋−𝑖 ⟩

(𝑠) . (12)

With these two definitions we can conclude this subsection enun-
ciating that a policy is ethically-aligned if it is both norm-compliant
and praiseworthy.

Definition 12 (Ethically-aligned policy). Given a Markov
game M and a moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, a policy 𝜋𝑖 is
ethically-aligned with respect to 𝑠𝑔𝑛 if and only if it is norm-compliant
with respect to N and praiseworthy with respect to 𝐸.

We will also use the term ethically-aligned joint policy when
every agent follows an ethically-aligned policy with respect to a
moral value signature 𝑠𝑔𝑛.

Notice that ethically-aligned policies with respect to a given 𝑠𝑔𝑛
do not necessarily exist. The trivial example would be a Markov
game with one state 𝑠 and only one action 𝑎 that violates some
norm 𝑛 of a moral value signature. For that reason, we need to
differentiate between two kinds of Markov games: those for which
an ethically-aligned policy is attainable and those for which it is
not.

Definition 13 (Ethically-attainable Markov game). Given
a Markov game M and a moral value signature 𝑠𝑔𝑛, then M is
ethically-attainable with respect to 𝑠𝑔𝑛 if and only if there is at least
one joint policy 𝜋 ethically-aligned to 𝑠𝑔𝑛 inM.

3.4 Characterising sequential moral dilemmas
With ethically-aligned policies characterised by Definition 12, we
are finally prepared to define sequential moral dilemmas as Markov
games such that, if every agent just follows its individual interests
(i.e. by maximising its 𝑉 𝑖 ), then, the result is an equilibrium joint
policy that is not ethically-aligned. In game-theoretical terms [21],
we will also refer to such equilibria as ethically deficient.

Definition 14 (Seqential moral dilemma). LetM be aMarkov
game, 𝑠𝑔𝑛𝑣 the signature of a moral value 𝑣 , Π∗ the set of all Nash
equilibria, and Π𝑣 the set of all ethically-aligned joint policies with
respect to 𝑠𝑔𝑛𝑣 . Then M is a sequential moral dilemma with respect
to 𝑠𝑔𝑛𝑣 if and only if

• there is at least one Nash equilibrium that is not ethically-
aligned with respect to 𝑠𝑔𝑛𝑣 (i.e., Π∗ ⊈ Π𝑣); and

• the Markov game M is ethically-attainable with respect to
𝑠𝑔𝑛𝑣 (i.e., Π𝑣 ≠ ∅).

In a SMD, we want the agents to avoid ethically-deficient NE.
For that reason we consider that a SMD is solved when agents learn
an ethically-aligned Nash Equilibrium. Next section details how we
propose to solve them.
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4 A STRUCTURAL SOLUTION FOR
SEQUENTIAL MORAL DILEMMAS

As mentioned above, SMDs are Markov games in which agents may
learn to behave unethically if they solely follow their individual
goals. Hence, in SMDs there are NE not ethically-aligned and we
aim at solving them by avoiding those ethically-deficient NE.

The game theory community has long studied problems where
there exist deficient NE under the label of social dilemmas. They
have proposed three alternative solutions: strategic, motivational,
and structural [21]. Strategic solutions assume egoistic actors, mo-
tivational solutions assume that agents are not completely egoistic,
and structural solutions change the rules of the game.

As a starting point in the study of SMDs, this paper proposes a
structural solution ensuring that agents learn to pursue an ethically-
aligned policy. Specifically, this solution extends the Markov game
of a SMD into a new one that is no longer a dilemma. More formally,
if the problem of SMDs is that the set of NE Π∗ is not a subset of
the set of ethically-aligned joint policies Π𝑣 , we will transform the
game to ensure that Π∗ is indeed a subset of Π𝑣 .

As explained in the previous section, the natural way to create
such extension will be to reshape the reward functions of the game
through an ethical extension following Def. 8.

In aMarkov game, there always exists at least one NE [10]. Hence,
our structural solution will extend the rewards so that no ethically-
deficient joint policy can be a NE in the extended Markov game.
By elimination, any remaining Nash equilibrium will be ethically-
aligned. The only condition for application of this approach is that
ethically-aligned policies do exist in the original Markov game in
the first place (i.e., it is ethically-attainable).

Likewise in previous sections, we present our structural solution
step by step. First we characterise the properties that any structural
solution extending the rewards must fulfil and then we offer our
particular solution. We start with an initial result observing that
in a Markov game, every NE is ethically-aligned if and only if an
ethical policy is always the best response. Or, in other words, that
an unethical policy is never the best response. That is formally
captured by the following lemma:

Lemma 1. Given a Markov game, every Nash equilibrium joint
policy is ethically-aligned if for every joint policy 𝜋 with at least one
agent 𝑖 such that 𝜋𝑖 is not ethically-aligned, there is at least one state 𝑠
such that𝑉 𝑖

⟨𝜋𝑖
∗,𝜋−𝑖 ⟩ (𝑠) > 𝑉 𝑖

⟨𝜋𝑖 ,𝜋−𝑖 ⟩ (𝑠) for some other ethically-aligned

policy 𝜋𝑖∗ in ⟨𝜋𝑖∗, 𝜋−𝑖 ⟩.

Proof. Apply the contrapositive of Def. 2. □

From this lemma we know that any structural solution must
extend the Markov game so that being ethical is the best response in
the extended Markov game. With that, we are ready to characterise
the conditions that must hold for a SMD so that its ethical extension
is not a SMD. In other words, the conditions that guarantee that in
its extension agents always decide to behave ethically. For that, we
just need to impose that the conditions of Lemma 1 hold for the
extended Markov game.

Theorem 1 (Structural solutions characterisation). Given
a sequential moral dilemmaM0 with respect to 𝑠𝑔𝑛𝑣 , the ethical ex-
tensionM ofM0 is not a sequential moral dilemma if for every joint

policy 𝜋 with at least one agent 𝑖 such that 𝜋𝑖 is not ethically-aligned,
there is at least one state 𝑠 such that

𝑉 𝑖

⟨𝜋𝑖
∗,𝜋−𝑖 ⟩ (𝑠) > 𝑉 𝑖

⟨𝜋𝑖 ,𝜋−𝑖 ⟩ (𝑠) (13)

for some other ethically-aligned policy 𝜋𝑖∗ in ⟨𝜋𝑖∗, 𝜋−𝑖 ⟩.

Proof. Extension M is not a SMD if every NE is ethically-
aligned. Use Lemma 1 to reword the relation as in Theorem 1. □

Theorem 1 is telling us that an ethical extension will solve the
dilemma if and only if there is a reward surplus from being ethical.

Since Theorem 1 does not specify for which states inequation
13 must hold for every Nash equilibrium to be ethically-aligned,
we can assume that, in particular, it must hold at the initial state.
For Markov games that have more than one initial state, we can
simply divide them in several sub-Markov games with a different
unique initial state each. Therefore, without loss of generality, we
are going to assume from this point onwards that a Markov game
has only one initial state 𝑠0.

Corollary 1. Given a sequential moral dilemmaM0 with respect
to a moral value signature 𝑠𝑔𝑛𝑣 , the ethical extension M of M0 is
not a sequential moral dilemma if for every joint policy 𝜋 with at
least one agent 𝑖 such that 𝜋𝑖 is not ethically-aligned

𝑉 𝑖

⟨𝜋𝑖
∗,𝜋−𝑖 ⟩ (𝑠0) > 𝑉 𝑖

⟨𝜋𝑖 ,𝜋−𝑖 ⟩ (𝑠0) (14)

at the initial state 𝑠0 for some other ethically-aligned policy 𝜋𝑖∗ in
⟨𝜋𝑖∗, 𝜋−𝑖 ⟩.

Proof. An initial state 𝑠 = 𝑠0 is still a state, so by Theorem 1 the
implication is true. □

In the particular case of a Markov gameM0 with only one initial
state 𝑠0, Corollary 1 tells us exactly where we need to check the
inequality. This corollary tells us that by conveniently setting the
values for penalties for violating norms and rewards for praisewor-
thy actions, no unethical policy will be a best response because we
will always have a better alternative (that is also ethically-aligned).
And in order to find these values, it will suffice to check the inequal-
ities at the initial state.

Corollary 1 presents the minimal conditions that any structural
solution affecting the initial state 𝑠0 must fulfil. In particular, the
solution here presented requires a more demanding condition so we
can detect if we have chosen the correct sets of penalties and ethical
rewards via checking only one inequality. Our solution demands
that, for every agent, even the best non-ethically-aligned policy
provides a worse payoff than the ethically-aligned best-response
policy in the worst situation for being ethically-aligned. Without
further ado, we present our formula to solve a SMD:

Corollary 2 (Structural solution). Given a sequential moral
dilemmaM0 with respect to a moral value signature 𝑠𝑔𝑛𝑣 , the ethical
extension M of M0 is not a sequential moral dilemma if for every
agent 𝑖 :

min
𝜋−𝑖

𝑉 𝑖

⟨𝐵𝑅𝑖
𝑣 (𝜋−𝑖 ),𝜋−𝑖 ⟩ (𝑠0) > max

𝜌∉Π𝑖
𝑣

𝑉 𝑖
⟨𝜌𝑖 ,𝜌−𝑖 ⟩ (𝑠0) (15)

at the initial state 𝑠0. Here, Π𝑖
𝑣 is the subset of joint policies where

at least the agent 𝑖 is ethically-aligned, and 𝐵𝑅𝑖𝑣 is a function that
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Figure 1: Left: garbage blocking the path of the agent at the
left. Right: Our simulation representing the same state.

returns, for any joint policy 𝜋−𝑖 , the best-response policy 𝜋𝑖 subject
to being ethically-aligned with respect to 𝑠𝑔𝑛𝑣 .

Proof. Cor. 2 is a particular case of Cor. 1. □

Corollary 2 proves that any SMD can be solved. We only need to
select the values to set normative penalties and evaluative rewards
so inequality 15 holds for every agent. However, while checking
the inequation is a simple calculation from a mathematical point of
view, it can be computationally expensive for MG’s relatively big.

In order to illustrate how our structural solution can be applied
in a small SMD, we present in next section the public civility game.

5 AN EXAMPLE OF SMD: THE PUBLIC
CIVILITY GAME

The public civility game is a SMD in which two agents move every
day from their initial position to their destinations. At some point,
they find a garbage obstacle blocking the way of one agent, who
may decide how to deal with it by considering (or not) the moral
value of civility. This value demotes the violence of throwing the
garbage to other agents and praises throwing the garbage to a
wastebasket. Left-hand-side of Figure 1 illustrates the game.

The right image in Figure 13 depicts how we model our case
study as a multi-agent system consisting on a 2-dimensional grid,
where two agents traverse grey cells in their way towards their
destination. For illustrative purposes, we represent agents as black
circles –labelled as L (Left) and R (Right)– whose starting positions
are the ones depicted in the figure and their destination (Goal) cells
appear marked as GL and GR respectively. Moreover, two agents
cannot populate the same cell simultaneously. Initially, the garbage
–which is depicted as a purple square– is randomly located at any
of the grey cells except for the initial positions of the agents.

Time is discrete and measured in time-ticks. An episode or day
(which lasts for 𝑀𝑎𝑥𝑡 ticks at most) corresponds to the period of
time both agents need to reach their destinations. Every tick agents
are allowed to perform a single action: moving to an adjacent cell
or pushing the garbage if it is located in front.

As for the pure Markov game setting, we consider a state 𝑠 ∈
𝑆 to be defined as 𝑠 = ⟨𝑐𝑒𝑙𝑙𝐿, 𝑐𝑒𝑙𝑙𝑅, 𝑐𝑒𝑙𝑙𝐺 ⟩ where 𝑐𝑒𝑙𝑙𝐿 and 𝑐𝑒𝑙𝑙𝑅

correspond to the position (cell) of agents L and R respectively and
𝑐𝑒𝑙𝑙𝐺 identifies the position of the garbage.

The set of actions each agent can perform in every scenario is
A = {𝑚𝐹,𝑚𝑅,𝑚𝐿, 𝑝𝐹, 𝑝𝑅, 𝑝𝐿}, where m stands for movement, p

3Drawing courtesy of Jordi Reyes Iso.

for push, 𝐹=Forward, 𝑅=Right, and 𝐿=Left. Actions𝑚𝐹 ,𝑚𝑅, and
𝑚𝐿 imply a change (if possible) in the agent position (𝑠 .𝑐𝑒𝑙𝑙𝐿 or
𝑠 .𝑐𝑒𝑙𝑙𝑅 ), whereas actions 𝑝𝐹 , 𝑝𝑅, and 𝑝𝐿 will change the garbage’s
position (𝑠 .𝑐𝑒𝑙𝑙𝐺 ) whenever the garbage is in front of the agent.

As for the reward functions, considering 𝑠 ∈ 𝑆 to be the current
state, 𝑎𝐿 ∈ A the action agent L performs, 𝑎𝑅 ∈ A the action
agent 𝑅 performs, and 𝑠 ′ ∈ S such that ⟨𝑠, 𝑎𝐿, 𝑎𝑅, 𝑠 ′⟩ is a transition,
we define a deterministic reward function 𝑅𝑖 (𝑠, 𝑎𝐿, 𝑎𝑅, 𝑠 ′) for each
agent, with 𝑖 ∈ {𝐿, 𝑅} to identify the agent that it is associated with.

Each agent’s individual goal is to reach its respective destination
Gi (GR or GL) as fast as possible while avoiding getting hurt, thus

𝑅𝑖0 (𝑠, 𝑎
𝐿, 𝑎𝑅, 𝑠 ′) �


𝑀𝑎𝑥𝑡 if 𝑠 ′.𝑐𝑒𝑙𝑙𝑖=Gi and 𝑠 ′.𝑐𝑒𝑙𝑙𝑖 ≠ 𝑠 ′.𝑐𝑒𝑙𝑙𝐺 ,

𝑀𝑎𝑥𝑡 − ℎ if 𝑠 ′.𝑐𝑒𝑙𝑙𝑖=Gi and 𝑠 ′.𝑐𝑒𝑙𝑙𝑖 = 𝑠 ′.𝑐𝑒𝑙𝑙𝐺 ,

−ℎ − 1 otherwise if 𝑠 ′.𝑐𝑒𝑙𝑙𝑖 = 𝑠 ′.𝑐𝑒𝑙𝑙𝐺 ,

−1 otherwise.
(16)

By penalising the agent with a reward of -1 for being in any position
except its goal, we are encouraging it to never stop until it gets to
its goal. We also penalise getting hurt with a detrimental reward
of ℎ so agents try to avoid it. It is important to remark that other
formulations may be perfectly valid as well.

Finally, we describe three possible policies that an agent might
choose from upon encountering the garbage in front of it:

(1) Unethical policy: push the garbage away to reach the goal
as fast as possible.

(2) Regimented policy:wait until the other agent is not nearby
in order to push it awaywithout hurting anybody. This policy
is compliant with norm 𝑛1 defined in Eq. 2.

(3) Ethical policy: push it all the way to the nearest wastebas-
ket. This policy is ethically-aligned with civility as defined
in Eq. 3. Hence, this is the policy that we would want the

6 SOLVING THE PUBLIC CIVILITY GAME
We now apply our structural solution to the public civility game
to extend it to a new game where agents learn to behave civilly.
Afterwards, we let the agents choose their policy usingQ-learning, a
classical reinforcement learning algorithm. Once they have finished
learning, we evaluate the behaviour of our agents through several
experiments. Specifically, we ascertain whether the agents learn an
ethically-aligned NE: we check that each agent manages to find a
balance between pursuing its individual interests (reach the goal as
fast as possible) and societal ones (promote civility). Moreover, we
use several social behaviour measures to also assess if the multi-
agent society improves (as a whole) when they perform ethically.

Results illustrate (and corroborate) our theoretical findings and
show that agents can readily learn to behave ethically using a simple
RL algorithm if the environment structure is properly shaped.

6.1 Simulation Settings
In our experiments, we consider the following settings. The maxi-
mum amount of time-ticks per episode is set to𝑀𝑎𝑥𝑡 = 20, likewise
the reward function in Eq. 16 considers 𝑀𝑎𝑥𝑡 = 20, The damage
for being hurt is ℎ = 3. The discount factor is set to 𝛾 = 0.7.
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Agent R
E U

L
E

5.30
5.30

6.38
4.37

A
ge
nt

U
4.37

6.38
5.45

5.45
Table 1: Payoff matrix of the public civility game. Agent ac-
tions correspond to an unethical policy (U) and an ethically-
aligned policy (E). NE (in bold) is ethically-deficient.

With these settings, Table 1 shows the expected return 𝑉 𝑖
𝜋 (𝑠0)

(i.e., expected accumulated rewards per episode averaged for the
different initial states4 𝑠0) for the different joint policies. Notice that
the public civility game corresponds to a sequential moral dilemma
with the NE in the U-U (non-ethically-aligned) joint policy.

6.2 Solution
In order to ensure that agents learn an ethically-aligned policy,
we use our structural solution as explained in section 4. We do
so by extending the reward function of the Markov game defined
in subsection 5 in a way that shapes agents’ policies with ethical
components 𝑅𝑖 = 𝑅𝑖0 + 𝑅𝑖N + 𝑅𝑖

𝐸
following Definition 8.

More in detail, we define the normative reward function 𝑅𝑖N
instantiating Eq. 5:

𝑅𝑖N (𝑠, 𝑎𝑖 ) = −𝑃𝑖𝑛1 (𝑠, 𝑎
𝑖 ), (17)

and following Eq. 6, the evaluative reward function 𝑅𝑖
𝐸
becomes:

𝑅𝑖𝐸 (𝑠, 𝑎
𝑖 ) = max(0, 𝐸𝑐𝑖𝑣 (𝐶 (𝑠), 𝑎𝑖 )) . (18)

where 𝐸𝑐𝑖𝑣 (𝐶 (𝑠), 𝑎𝑖 ) only returns 𝑒𝑣𝑎𝑙𝑐𝑖𝑣 from Eq. 3 if agent 𝑖 per-
forms any garbage pushing action (𝑝𝐹 , 𝑝𝑅 or 𝑝𝐿) that will put the
garbage into a wastebasket, and returns 0 or less otherwise.

Using our structural solution defined in Corollary 2, we have to
set 𝑝1 and 𝑒𝑣𝑎𝑙𝑐𝑖𝑣 so even the ethically-aligned best-response in the
worst case (which from the point of view of agent 𝐿 corresponds
to the case E-U from Table 1) is better than the best possible non-
ethically-aligned policy (which from the point of view of agent 𝐿
corresponds to the case U-E from Table 1).

To ensure that inequality 15 holds, we set a punishment of p1 =
10 for not complying with norm 𝑛1 (see equation 2) and a reward of
10 for behaving civilly evalciv = 10 in equation 3. Other settings
might be valid as well, since the inequality has infinite solutions.

6.3 Social behaviour metrics
It may seem reasonable to think of a society composed by ethical
agents as a good one. In order to assess it, we can compare the
payoffs obtained in an ethical scenario versus an unethical one, as
we actually do in subsection 6.5. However, there are some global
aspects that can improve in an ethical scenario that are hard to study
by merely focusing on the rewards that individual agents receive.
For that reason, we have defined four social behaviour metrics [23]
for our public civility game.

4There are 6 initial states corresponding to the random initial positions of the garbage.

These four metrics measure the accomplishment of the societal
goals of the game: that agents reach their goals in a reasonable time,
that agents do not get hurt, and that streets are kept clean:

• Time: measures the average time-ticks each agent needs to
get to its goal.

• Violence: measures the degree of harmfulness of the soci-
ety as the ratio of episodes where an agent is hurt.

• Semi-civility:measures the number of episodes in which
the garbage ends up being on a side placewithout obstructing
agents’ way (i.e., red cells in Figure 1) divided by the total
number of testing episodes.

• Civility: measures the number of episodes in which the
garbage ends up being on a wastebasket (i.e., green cells in
Figure 1) divided by the total number of testing episodes.

6.4 Experiments
We compare the aforementioned social behaviour metrics and also
study the evolution of the obtained rewards in three scenarios.

First, an unethical scenario that corresponds to the original
Markov game. It represents an unregulated society where agents
only act on behalf of their own interests. This kind of amoral soci-
eties has been long studied by moral philosophy and moral politics
under the name state of nature [7, 15, 25].

A second, ethical scenario that corresponds to our ethically-
extended Markov game with respect to civility. It is a more sophis-
ticated scenario that represents the interactions of agents that have
internalised the moral value of civility. Moral philosophers have
also been interested in these proper –civil– societies that they study
under the name of social contract [30, 31].

A third, regimented scenario, that corresponds to a normative
extension of the Markov game with respect to norm𝑛1. To complete
the picture, we also study this intermediate scenario, that represents
a society where agents have not fully internalised the moral value of
civility but only its minimal, normative part. Similar scenarios have
been studied in moral philosophy and psychology, being the closest
example the intermediate stages of moral reasoning of Kohlberg’s
theory of moral development [20].

In each scenario, we use reinforcement learning (RL) in order to
let agents select the policy they want to achieve. We consider this
a natural solution for our problem if we take into account that we
have framed the public civility game as a Markov game.

In particular, agents use Q-learning [41] to learn their policies.
It is both easy to implement –since it is a model-free off-policy
algorithm– and capable of finding an optimal solution under the
right conditions. However, we consider it as an initial attempt to
tackle our problem, prior to trying more sophisticated algorithms
in further research. As for the training policy for Q-learning prior
to agents switching to their learnt policies, we use the well-known
𝜖-greedy policy [36] with a learning rate 𝛼 = 0.5.

In order to minimise the effects of randomness in the evaluation,
we repeat training-testing experiences (where each experience lasts
for 3000+1000 = 4000 episodes) 300 times per scenario.

6.5 Results
The reported results show the average metrics of the 3 · 300 = 900
experiments. The social behaviour metrics are measured after the
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Scenario Time Viol. Semi-civ. Civility
Unethical 3.68 ± 0.1 0.63 0.13 ± 0.0 0.13 ± 0.0
Regimented 4.05 ± 0.1 0.0 0.45 ± 0.1 0.45 ± 0.1

Ethical 4.08 ± 0.1 0.0 0.0 ± 0.0 1.0 ± 0.0
Table 2: Results in terms of our performance measures.

Figure 2: Evolution of the accumulated rewards per episode
in the three scenarios: unethical, regimented, and ethical.

agents finish training, whereas the reward analysis is measured
while the agents are learning.

6.5.1 Social behaviour metrics. Table 2 shows the results in
terms of our social behaviour metrics. The first row shows that in
the base-line unethical scenario agents take an average time of 3.68
ticks per trip, which represents a 23% of increment compared to the
3 ticks required for reaching the goal position without the garbage
blocking the way. The level of Violence is 63%, which indicates this
is a wild, aggressive scenario. As for Civility, both agents learn to
behave civilly only 13% of times because the garbage ends up on a
grey cell (i.e., blocking the way) 74% of the times, and the remaining
26% is equally distributed among red and green (wastebasket) cells.

The regimented scenario (see second raw in Table 2) tackles the
undesirably high aggressiveness in the unethical scenario by enact-
ing norm 𝑛1. Thus, agents learn this norm-compliant behaviour in
order to avoid the associated punishment. The effects of reducing
Violence down to 0 are two-fold. First, Time increases a 10%. Sec-
ond, the garbage ends up blocking the way far less times (10%) and
Civility and Semi-Civility increase because agents distribute
the garbage equally between red and green cells (45% each).

As for our ethical scenario (see third raw in Table 2), it does not
only keep Violence down to 0, but also increases Civility up to
1 by always throwing the garbage to the wastebasket. Obviously,
there is a price to pay related to the extra Time agents take to tidy
up the street. Thus, agents learn to sacrifice part of their individual
goal of reaching their goal as fast as possible to avoid violence and
to have clean streets, showing a praiseworthy behaviour.

6.5.2 Reward analysis. Figure 2 shows the averaged accumu-
lated reward that the agent obtains per episode5, which is the sum
of all the rewards the agent obtains during an episode6.
5Without lose of generality all results here only refer to the L agent, which are ex-
tremely similar to the results for agent R.
6For the sake of reducing the noise produced by the randomness while training, we
average these accumulated rewards considering a sliding window of last 100 episodes.

The unethical (blue) curve serves as the baseline curve. We can
appreciate that it starts at less than -20 (meaning that the agent
cannot even get to the goal position) and quickly this value rises in
less than 500 episodes up to 10. We observe that in 2000 episodes it
finally stabilises at around 15. This seems reasonable if we consider
that the maximum possible accumulated reward (when no garbage
blocks the way) is 𝑀𝑎𝑥𝑡 − 3 = 17, where 𝑀𝑎𝑥𝑡 = 20 and 3 comes
from the 3 cells that an agent has to cross to get to its goal position.

The regimented (orange) curve in Fig. 2 is almost equal to the
unethical one, except that it sometimes has a lower value due to
norm violations. We can see that at the end this difference is hard
to detect, which means that the agent has learnt to comply with 𝑛1
(see Eq. 2), the norm in place.

The ethical (green) curve is always the one that grows the most
(getting to up to 21), which was to be expected since only in the eth-
ical scenario the reward function gives an extra positive reward as-
sociated with throwing the garbage to the wastebasket. Specifically,
the maximum reward it can get is (𝑀𝑎𝑥𝑡 +𝑒𝑣𝑎𝑙𝑐𝑖𝑣)− (3+𝑑) = 27−𝑑 ,
where the 3 + 𝑑 comes from considering that the agent will need to
move itself thrice and also push the garbage 𝑑 times. Considering
that on average 𝑑 will have a value of 2, and that the agent only gets
the 𝑒𝑣𝑎𝑙𝑐𝑖𝑣 surplus half of the times (when the wastebasket is on its
side) its reward should stabilise at around (25 + 17)/2 = 21 which
is exactly what it does. This indicates us that the agent has both
learnt to throw the garbage to the wastebasket (to behave ethically)
and also an optimal policy from its point of view.

After studying analytically all these curves (and particularly
the one from the ethical scenario) we can claim that both agents
always manage to learn the best possible policy (since all the curves
stabilise at the highest possible reward values), and therefore we
obtain a Nash Equilibrium joint policy (that is also ethically-aligned
in the ethical scenario). In case you are interested, we have made
available some videos showing the learnt behaviours of agents in
all three scenarios 7.

We finish this subsection by remarking that these empirical
results are just a consequence of what was already asseverated by
Theorem 1: with the proper setting of our moral value signature,
every Nash equilibrium becomes ethically-aligned.

7 CONCLUSIONS
This paper proposes the inclusion of ethical aspects into Markov
game settings. In particular, we study value-alignment and propose
the so-called Sequential Moral Dilemma (SMD), which considers the
signature of a moral value. Subsequently, we characterise ethically-
aligned agent policies and discuss how to obtain them. Our solution
consists on extending the rewards of the Markov game with an
ethical component that ensures all NE become ethically-aligned.

We illustrate our proposal with the Public Civility game and solve
it with the tools herein presented. We empirically show that the
multi-agent society improves its overall performance in terms of
street cleanness and agents’ aggressiveness reduction.

As future work, we would like to further explore the formal
relationship between SSDs and SMDs, as well as the algorithmic
complexity of our structural solution.

7Unethical policy: https://youtu.be/20W3rAEpgJY. Regimented policy: https://youtu.
be/ICjrCNCCjcQ. Ethical policy: https://youtu.be/ZgM0vmlRvCU
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