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ABSTRACT
Model-based reinforcement learning algorithms make decisions by building and utilizing a model of the environment. However, none of the existing algorithms attempt to infer the dynamics of any state-action pair from known state-action pairs before meeting it for sufficient times. We propose a new model-based method called Greedy Inference Model (GIM) that infers the unknown dynamics from known dynamics based on the internal spectral properties of the environment. In other words, GIM can "learn by analogy". We further introduce a new exploration strategy which ensures that the agent rapidly and evenly visits unknown state-action pairs. GIM is much more computationally efficient than state-of-the-art model-based algorithms, as the number of dynamic programming operations is independent of the environment size. Lower sample complexity could also be achieved under mild conditions compared against methods without inferring. Experimental results demonstrate the effectiveness and efficiency of GIM in a variety of real-world tasks.
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1 INTRODUCTION
In Reinforcement Learning (RL)[37], an agent interacts with the environment by taking actions and receiving rewards or payoffs to figure out a policy that maximizes the total rewards. Recently, RL has been successfully applied in many fields such as robotics [27], games [30], recommendation systems [44], etc. However, the high sample complexity and cost of computational resources prevent RL algorithms from being successfully deployed in many real-world tasks.

We call the RL algorithms which explicitly learn a model from the environment by taking actions and receiving rewards or payoffs to figure out a policy that maximizes the total rewards. Recently, RL has been successfully applied in many fields such as robotics [27], games [30], recommendation systems [44], etc. However, the high sample complexity and cost of computational resources prevent RL algorithms from being successfully deployed in many real-world tasks.

The trade-off between exploration and exploitation is a crucial problem in RL. Should we always iteratively alternate between exploration and exploitation as implemented by most existing algorithms?

Recent efforts [20, 33, 38] improve the sample and computational efficiency of model-based RL algorithms from various perspectives. However, the internal structure of the underlying Markov Decision Process (MDP) is ignored. The internal structure of MDPs refers to the spectral properties of the transition and reward distributions. More explicitly, we observed that many MDPs have locally or globally interrelated dynamics, resulting from the existence of similar states, actions or transitions. For example, consider a simple 2 × 3 grid world in Table 1(left) where the agent can go up, down, left and right. The agent can "learn by analogy".

"Learn by analogy" means that the agent rapidly and evenly visits unknown state-action pairs. GIM is much more computationally efficient than state-of-the-art model-based algorithms, as the number of dynamic programming operations is independent of the environment size. Lower sample complexity could also be achieved under mild conditions compared against methods without inferring. Experimental results demonstrate the effectiveness and efficiency of GIM in a variety of real-world tasks.

can be achieved under mild conditions compared against methods without inferring. Experimental results demonstrate the effectiveness and efficiency of GIM in a variety of real-world tasks.

**High stochasticity**: The transitions among states are usually stochastic. The highly stochastic transitions require a large number of trials and errors to reach the right decisions. Can we avoid visiting the highly stochastic transitions and still achieve a good policy?

**Dilemma between sample and computational complexity**: Utilizing samples in an efficient manner requires more operations, while pursuing high speed may sacrifice accuracy and lead to more errors. Can we achieve both sample and computational efficiency?

**Interplay of exploration and exploitation**: The trade-off between exploration and exploitation is a crucial problem in RL. Should we always iteratively alternate between exploration and exploitation as implemented by most existing algorithms?

Recent efforts [20, 33, 38] improve the sample and computational efficiency of model-based RL algorithms from various perspectives. However, the internal structure of the underlying Markov Decision Process (MDP) is ignored. The internal structure of MDPs refers to the spectral properties of the transition and reward distributions. More explicitly, we observed that many MDPs have locally or globally interrelated dynamics, resulting from the existence of similar states, actions or transitions. For example, consider a simple 2 × 3 grid world in Table 1(left) where the agent can go up, down, left and right. Thef...
other actions). If there is a wall in the objective direction, it stays in the current state. Table 1(right) is the transition table from other states to state 2; the entries are the transition probabilities from state-action pairs to state 2. The rows of state 4 and 6 are omitted because state 2 is not immediately reachable from state 4 or 6. We find that the rows of state 2 and 5 are exactly the same, and the rank of this matrix is 3, smaller than the number of states or actions. This phenomenon becomes more ubiquitous in larger environments.

<table>
<thead>
<tr>
<th></th>
<th>up</th>
<th>down</th>
<th>left</th>
<th>right</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>0.2</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 1: A grid world example and the transition table to state 2.

Due to the existence of such similar structures, we do not have to learn every state and action thoroughly, and the exploration can be much more efficient. We propose to explore a subset of “essential” transition dynamics, then infer the remaining dynamics using spectral methods, to achieve sample and computational efficiency.

In this paper, we propose a novel model-based RL algorithm called Greedy Inference Model (GIM), which utilizes the structural and spectral characteristics of MDPs and thus expedites the learning process. GIM introduces a novel exploration strategy to discover the unknowns efficiently, and a spectral method to estimate the entire model with the knowledge of a fraction of the model. The core idea of GIM can be applied to any model-based methods. We prove that GIM is PAC-MDP, and it has significantly lower computational complexity and potentially lower sample complexity than state-of-the-art model-based algorithms. Systematic empirical studies demonstrate that GIM outperforms both model-based and model-free state-of-the-art approaches on a wide variety of tasks.

Our contributions are summarized as follows:

- To the best of our knowledge, we are the first to estimate the model by utilizing the internal structure of the MDPs with guaranteed accuracy. We avoid directly estimating the highly stochastic transitions, which is sample-consuming.
- We show that GIM can significantly reduce the computational cost, as the number of dynamic programming operations is independent of the environment size. We also prove GIM could improve the sample efficiency of model-based algorithms.
- We propose a new mechanism to address the exploration and exploitation dilemma. By using a new exploration strategy (β-curious walking), GIM takes fewer exploration steps in total than existing methods.

2 RELATED WORK

2.1 RL Algorithms

Model-based algorithms. Model-based algorithms like $E^3$ [24], RMax [6] and MBIE [35] construct a model from interactions, storing the transition probabilities and rewards of every state and action pair, and then make predictions with the model. Followup works improve the efficiency of aforementioned model-based algorithms. RTDP-RMax and RTDP-MBIE [35] reduce the number of updates and achieve lower computational complexity, with minor performance loss on the accumulated rewards achieved. MOR MAX [38] modifies RMax algorithm and reduces the sample complexity [12, 23] by maintaining an imperfect model, but the model estimation is not accurate which prevents accurate rewards predictions for some state-action pairs. [20] proposes a method with no dependence on the size of the state-action space, but it assumes that an approximate imperfect model is given.

Model-free algorithms. Model-free algorithms [18, 40, 41] decide what actions to take based on the trajectory/history. Delayed Q-learning [34] is a special model-free algorithm as it is PAC-MDP, whose sample complexity depends linearly on the state and the action number. However Delayed Q-learning has higher dependence on the discount factor $\gamma$ and the error tolerance $\epsilon$ than RMax.

Deep RL algorithms. Recently, researchers have made significant progress by combining deep learning with both model-based or model-free RL [30, 39] and achieving impressive empirical performance. However theoretical understanding of deep learning, and thus deep RL, remains unsettled. Deep RL, usually applied for large-scale decision-making problems, requires large number of training examples, which are not practical for tasks with limited training examples.

PAC RL. A key goal of RL algorithms is to maximize the reward with as few samples as possible. The sample-efficiency of RL algorithms can be measured by the PAC performance metric (sample complexity) formally defined in [23], [12] derives a tighter PAC upper bound for episodic xed-horizon RL tasks. Recently, more strict metrics like Uniform-PAC and IPOC [13, 14] are proposed to measure the performance of RL algorithms. And by computing PAC bounds up to lower-order terms are achieved under certain conditions.

2.2 Spectral Methods

Matrix completion. The spectral method we will use in this paper is mainly the well-studied matrix completion. It is proved that we can recover a matrix with only a fraction of its (noisy) entries [9, 26].

Spectral methods and RL. Spectral methods have been applied in RL in the learning of POMDP (Partially Observable Markov Decision Process) [1] and ROMDP (Rich-Observation Markov Decision Process) [5], where a multi-view model [2] is used. Researchers discover that knowledge can be transferred between tasks, domains or agents [7, 16, 28] using spectral methods. Moreover, some recent works propose new learning algorithms by constructing certain low-rank models [5, 21, 31], where spectral methods are involved.

Low-rank transition model. There is a line of works learning the low-rank structure of the transition model [15, 22, 29, 42, 43], although we focus on different low-rank objects and use different models as well as assumptions.

3 NOTATIONS AND PROBLEM SETUP

3.1 Notations for RL

In this paper, we focus on episodic, discrete-time, and xed horizon MDPs with finite state and action spaces. A Markov decision process (MDP) is defined as a tuple $< S, A, p(\cdot|\cdot, \cdot), r(\cdot, \cdot), \mu >$, where $S$ is
the state space (with cardinality $S$); $A$ is the action space (with cardinality $A$); $p(\cdot|\cdot, \cdot)$ is the transition probability function with $p(s_k|s, a, i)$ representing the probability of transitioning to state $s_k$ from state $s$ by taking action $a$; $r(\cdot, \cdot)$ is the reward function with $r(s, a, j)$ recording the reward one can get by taking action $a$ in state $s$; $\mu$ is the initial state distribution. $p(\cdot|\cdot, \cdot)$ and $r(\cdot, \cdot)$ together are called the dynamics of the MDP. We use $H$ to denote the horizon (number of steps one can take in an episode) of an MDP.

**Definition 3.1 (Dynamic Matrices).** Given an MDP $M$ denoted by tuple $< S, A, p(\cdot|\cdot, \cdot), r(\cdot, \cdot), \mu >$, we define $S + 1$ dynamic matrices $(M^s)_{s \in S}$ and $M^a$. $(M^s)_{s \in S}$ are called transition dynamic matrices, where $M^s_{ij} = p(s|s_i, a_j)$ for all $s \in S$. $M^a$ is called reward dynamic matrix in which $M^a_{ij} = r(s_i, a_j)$.

The empirical estimations of the dynamic matrices are:

$$\hat{M}^s_{ij} = \frac{n(s|s_i, a_j)}{n(s_i, a_j)} \quad \forall s \text{ and } \hat{M}^a_{ij} = \frac{R(s_i, a_j)}{n(s_i, a_j)},$$

where $n(s_i, a_j)$ is the total number of visits to state-action pair $(s_i, a_j)$, $n(s_i, a_j)$ the total number of transitions from $s_i$ to $s$ by taking action $a_j$ and $R(s_i, a_j)$ the total rewards for $(s_i, a_j)$. The empirical dynamic matrix $\hat{M}$ is an approximation of the corresponding dynamic matrix $M$, so we have $\hat{M} = M + Z$ where $Z$ is a noise matrix. The more observations we have, the more accurate the approximation is.

Our main goal is to recover every $M$ based on $\hat{M}$. More explicitly, given the empirical dynamic matrix $\hat{M}$, the algorithm should return a matrix $M$ that is $\epsilon$-close to the original $M$, i.e., $\|M - \hat{M}\| \leq \epsilon$.

The value function of a policy $\pi$ for a given MDP $M$ with horizon $H$ is the expected average reward $V^\pi_M = \mathbb{E}_{s_0 \sim \mu}[\sum_{t=0}^{H-1} r(s_h, \pi(s_h))]$. The optimal policy $\pi^*$ is the policy that achieves the largest possible value $V^*_M$.

In an RL task, an agent searches for the optimal policy by exploring. Moreover, an agent searches for the optimal policy by interacting with the MDP. The general goal of RL algorithms is to learn the optimal policy for any given MDP with as few interactions as possible. A widely-used framework to evaluate the performance of RL algorithms is sample complexity of exploration [23], or sample complexity for short.

**Definition 3.2 (Sample complexity of exploration).** For any $\epsilon > 0$ and $0 < \delta < 1$, and at any episode $t$, if the policy $\pi_t$ generated by an RL algorithm $L$ satisfies $V^\pi_t - V^{\pi_0} \leq \epsilon$, we say $L$ is near-optimal at episode $t$. If with probability at least $1 - \delta$, the total number of episodes that $L$ is not near-optimal is upper bounded by a function $\xi(\epsilon, \delta)$, then $\xi$ is called the sample complexity of $L$.

Intuitively, sample complexity illustrates the number of steps in which the agent does not act near-optimally.

### 3.2 Notations for Spectral Methods

Incoherence [26] of a matrix is an important property that demonstrates the “sparsity” of the singular vectors of the matrix: all coordinates of each singular vector are of comparably magnitude (a.k.a., a dense singular vector) vs just a few coordinates having significantly larger magnitudes (a.k.a., a sparse singular vector).

### 3.3 Incoherence of Spectral Methods

For any $\epsilon > 0$ and $0 < \delta < 1$, and at any episode $t$, if the policy $\pi_t$ generated by an RL algorithm $L$ satisfies $V^\pi_t - V^{\pi_0} \leq \epsilon$, we say $L$ is near-optimal at episode $t$. If with probability at least $1 - \delta$, the total number of episodes that $L$ is not near-optimal is upper bounded by a function $\xi(\epsilon, \delta)$, then $\xi$ is called the sample complexity of $L$.

Defining 3.3 ((\mu_0, \mu_1)-incoherence). A matrix $M \in \mathbb{R}^{m \times n}$ with rank $r$ has SVD $M = U \Sigma V^T$, where $U$ and $V$ are orthonormal. We say $M$ is $(\mu_0, \mu_1)$-incoherent if (1) for all $i \in [m], j \in [n]$ we have $\sum_{k=1}^{r} U_{ik} \leq \mu_0 r$, and $\sum_{k=1}^{r} V_{jk} \leq \mu_1 r$; (2) There exist $\mu_1$ such that $|\sum_{k=1}^{r} U_{ik}(\Sigma_{k}/\Sigma_{1})V_{jk}| \leq \mu_1 \forall k$, where $\Sigma_k$ is the $k$-th singular value of $M$.

The smaller $\mu_0$ and $\mu_1$ are, the more spread-out the singular vectors are. As a result, matrix completion methods require a smaller number of known entries to confidently recover the entire matrix. See Appendix A for details about matrix completion and incoherence.

### 4 MOTIVATIONS

Before the formal introduction of our proposed learning algorithm, we consider two questions:

**Is it necessary to learn every state-action pair from scratch?**

The key to RL is to evaluate the value of every state and action, with or without a model. The agent makes observations of each state-action pair, accumulates experience, and estimates the model or the values. It knows nothing about a state-action pair before meeting it. However, is it necessary to learn every new state-action pair from scratch? As humans, we can learn by analogy. For example, if one has jumped out of a window on the second floor and got injured, he will learn never to jump from another window on the third floor, because he accumulates knowledge from his previous experience and understands the internal connections between these two situations. But existing RL agents, which are not able to analyze new states, tend to make the same mistakes in similar situations.

Therefore, in this work, we extract and use the internal connections of the environment via spectral methods to reduce the unnecessary trials and errors for the agent.

**Should we always interleave exploration and exploitation?**

The exploration-exploitation dilemma has been intensively studied for decades and remains unsolved. In RL, exploration is to try the unknowns, while exploitation maximizes rewards based on the current knowledge. Most RL algorithms interleave (or alternate between) exploration and exploitation. An example is the widely-used $\epsilon$-greedy exploration method, which chooses actions greedily with respect to the action values with probability $1 - \epsilon$ (exploit), and randomly chooses actions with probability $\epsilon$ (explore). Moreover, many model-based algorithms, such as $E^3$ and RMax, choose actions with the maximum value in known states, and execute the action that has been tried the fewest times in unknown states. However, is this interleaving the only manner to get the optimal results? Is the agent “greedily” choosing the most rewarding action when it knows little about the whole environment, it usually misses the largest possible reward in the long run. Can the agent ignore the short-term benefits in the beginning, and keep exploring before it gains enough knowledge?

In this work, we implement a two-phase algorithm in which exploitation follows after exploration, instead of interleaving the two. And we prove that our new method requires fewer samples and computations.
5 GREEDY INFERENCE MODEL

In this section, we present a novel model-based RL algorithm called Greedy Inference Model (GIM) that considers the structural properties of MDPs and separates exploration from exploitation. More explicitly, two main ideas of GIM are (1) using matrix completion to recover/complete the dynamic matrices, and (2) greedily exploring the unknowns.

5.1 Complete Unknowns with Knowns

As in many model-based algorithms [6, 24], we distinguish all state-action pairs as “m-known” or “m-unknown” (we will say known and unknown for short) pairs: a state-action pair is known if we have visited it for over $m$ times, so that the estimations for its transition probabilities and average reward are guaranteed to be nearly accurate with high probability. We use $\mathcal{K}$ to denote the set of all known state-action pairs, and $\overline{\mathcal{K}}$ for unknowns.

**Definition 5.1 (Known-ness Mask).** For an MDP $M$ with $S$ states and $A$ actions, the known-ness mask $p^K \in \mathbb{R}^{S \times A}$ is a binary matrix defined as

$$p^K_{s,a} = \begin{cases} 1 & \text{if } (s,a) \text{ is } m\text{-known} \\ 0 & \text{otherwise} \end{cases}$$

(Eq. 2)

**Remark.** The summation of all entries of the known-ness mask is the total number of known state-action pairs in the MDP. Row sums and column sums are the numbers of known state-action pairs related to every state or action respectively.

As discussed in Motivations, unlike previous model-based methods such as RMax, we avoid the necessity of observing and gaining knowledge on every single state-action pair as the MDPs usually have some internal structure/pattern. We use matrix completion, a widely used spectral method, to estimate the missing values in partially observed matrices. We now introduce how to complete the “unknowns” with “knowns” in an MDP.

5.1.1 Estimate Unknowns via Matrix Completion. Matrix completion is the problem of recovering unknown entries in the matrix from a small fraction of its known (noisy) entries, which are randomly sampled from the matrix. When the matrix satisfies some assumptions that we will discuss later, the recovery is guaranteed to be accurate, even under noisy known entries. Based on matrix completion theory, GIM needs only a fraction of state-action pairs to be known to recover the unknown state-action pairs. Now we formally define the matrix completion problem as the optimization problem: for every dynamic matrix $M$,

$$\min_{\hat{M}} \|p^K \odot (\tilde{M} - \hat{M})\| \quad \text{subject to} \quad \text{rank}(\hat{M}) \leq r$$

(Eq. 3)

where $p^K$ is the known-ness mask defined in Definition 5.1, $\odot$ denotes element-wise product, and $r$ is the rank of $M$ or the upper bound of the rank.

5.1.2 Requirements for Accurate Completion. Matrix completion makes it possible to know all the dynamics from some known state-action pairs, but the accuracy of completed dynamics is determined by the structure of the matrix, as well as the number and the locations of known entries. In general, matrix completion with noisy observations requires (1) the number of known entries be greater than some threshold, and (2) the known entries be spread out randomly. We propose the following exploration strategy that conforms to the two requirements above.

5.2 Greedily Explore the Environment

To satisfy the two requirements on the known state-action pairs and guarantee the success of matrix completion, we propose a new exploration strategy called $\beta$-curious walking.

Let $\rho$ denote the fraction of known state-action pairs over all state-action pairs. Therefore $\rho S A = |\mathcal{K}|$. We introduce the concept of $\rho$-known state below.

**Definition 5.2 ($\rho$-known state).** A state $s$ is $\rho$-known if there exist $\rho$A distinct actions such that the corresponding state-action pair $(s,a)$ is known.

Intuitively, the idea of our proposed $\beta$-curious walking is: if the current state $s$ is not $\rho$-known, choose an action $a$ that the agent has taken the most but $(s,a)$ is still unknown; if the current state is $\rho$-known, select the action which most likely leads to a non-$\rho$-known state. The agent also chooses actions randomly with a small probability $\beta$ to avoid being trapped in local optima.

Algorithm 1 shows the procedure of $\beta$-curious walking, where Random() generates a random number from a uniform distribution in $[0,1]$; $n(s,a)$ is the total number of visits to state-action pair $(s,a)$; $n(s'|s,a)$ is the total number of transitions from $s$ to $s'$ by taking action $a$; the indicator function $I(s'$ is non-$\rho$-known) is 1 if $s'$ is not $\rho$-known, and 0 otherwise.

**Algorithm 1: $\beta$-CuriousWalking**

**Input:** The current state $s$, a hyper-parameter $\beta$

**Output:** The chosen action $a^*$

1. if Random() < $\beta$ then
   2. return $a^* \leftarrow$ a random action
3. if $s$ is non-$\rho$-known then
   4. $\mathcal{A} \leftarrow \mathcal{A}$
   5. foreach $a \in \mathcal{A}$ do
      6. $\mathcal{A} \leftarrow \mathcal{A} \setminus \{a\}$ if $(s,a)$ is known
   7. $a^* \leftarrow \arg\max_a n(s,a), a \in \mathcal{A}$
   else
   8. foreach $a \in \mathcal{A}$ do
      9. $t(a) = \sum_{s'} \frac{n(s'|s,a)}{n(s,a)}$ if $(s',a)$ is non-$\rho$-known
   10. $a^* \leftarrow \arg\max_a t(a), a \in \mathcal{A}$
11. return $a^*$

Compared with the balanced walking method used in both $E^3$ and RMax, $\beta$-curious walking:

- Encourages the agent to choose the actions it has the most experience with, until the action is known for the current state. So the agent rapidly knows $\rho S A$ state-action pairs.
- Spreads the knowledge evenly, i.e., the agent attempts to know every state with $\rho A$ actions instead of attempting to know all $A$ actions for some states but nothing for other states.
5.3 GIM Algorithm

The proposed GIM algorithm is described in Algorithm 2. When there are less than pSA m-known state-action pairs, the agent keeps exploring with β-curious walking (see lines 7-14). As long as pSA pairs are m-known, the algorithm performs matrix completion for all dynamic matrices (see lines 15-20). MatComp could be any off-the-shelf matrix completion algorithm that solves the problem defined in Equation (3). Note that matrix completion algorithms implicitly estimate the rank $r$ of the input matrix, so there is no need to specify the rank as an input to Algorithm 2.

**Known threshold.** $m$ is the least number of visits to one state-action pair to make the estimation and the completion accurate. The choice of $m$ is specified in Theorem 6.3.

**Fraction of known state-action pairs.** $p$ controls the fraction of known state-action pairs, based on which the matrix completion can get convincing results for unknowns. The value of $p$ is determined by the structure of the underlying MDP. The more the states and actions in the MDP are interrelated, the smaller $p$ can be. If the underlying MDP has completely unrelated dynamics, then $p$ is set to be 1, and matrix completion does nothing but returning the empirical transition model itself.

We will further discuss parameters $m$ and $p$ in theory and practice in the next two sections. More importantly, we will show that the advantage of our proposed algorithm over previous model-based algorithms is larger for smaller $p$. Even under the worst scenario of $p = 1$, our β-curious walking improves learning efficiency under certain conditions.

**Algorithm 2: Greedy Inference Algorithm**

<table>
<thead>
<tr>
<th>Input: $T$, $H$, $\epsilon$, $m$, $p$, $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Near-optimal policy $\hat{\pi}$ such that $V_{\hat{\pi}} \geq V^* - \epsilon$</td>
</tr>
<tr>
<td>1. Initialize dynamic matrices ${M^s}_{s \in S}$, $\hat{M}$</td>
</tr>
<tr>
<td>2. Initialize $n(s, a), n(s', s, a), R(s, a)$ for all $s, s' \in S, a \in A$</td>
</tr>
<tr>
<td>3. Initialize $p^K$ as all zeros</td>
</tr>
<tr>
<td>4. for episode $t \leftarrow 1$ to $T$ do</td>
</tr>
<tr>
<td>5. $s_1 \leftarrow$ initial state</td>
</tr>
<tr>
<td>6. for step $h \leftarrow 1$ to $H$ do</td>
</tr>
<tr>
<td>7. if $\text{sum}(p^K) &lt; pSA$ then</td>
</tr>
<tr>
<td>8. $a_h \leftarrow \beta$-CuriousWalking($s_h, \beta$)</td>
</tr>
<tr>
<td>9. Execute $a_h$, get $s_{h+1}$ and $r_{h+1}$</td>
</tr>
<tr>
<td>10. $n(s_h, a_h) \leftarrow n(s_h, a_h) + 1$</td>
</tr>
<tr>
<td>11. $n(s_{h+1}, s_h, a_h) \leftarrow n(s_{h+1}, s_h, a_h) + 1$</td>
</tr>
<tr>
<td>12. $R(s_h, a_h) \leftarrow R(s_h, a_h) + r_{h+1}$</td>
</tr>
<tr>
<td>13. Update $\hat{M}^s_{h+1}$ and $\hat{M}$ by Equation (1)</td>
</tr>
<tr>
<td>14. if $n(s_h, a_h) \geq m$ then Update $p^K$</td>
</tr>
<tr>
<td>15. if $\text{sum}(p^K) \geq pSA$ then</td>
</tr>
<tr>
<td>16. for $s \in S$ do</td>
</tr>
<tr>
<td>17. $\hat{M}^s \leftarrow \text{MatComp}(\hat{M}, p^K)$</td>
</tr>
<tr>
<td>18. $\hat{M} \leftarrow \text{MatComp}(\hat{M}, p^K)$</td>
</tr>
<tr>
<td>19. Set all state-action pairs as known</td>
</tr>
<tr>
<td>20. Compute the optimal policy $\hat{\pi}$</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>21. Choose $a_h$ with optimal policy $\hat{\pi}$</td>
</tr>
</tbody>
</table>

5.4 GIM As a Framework

Although Algorithm 2 estimates the dynamics by directly averaging collected samples, which is similar to the classic RMax algorithm, GIM can also be regarded as a framework and can be combined with other model-based methods. The simple RMax-style structure in Algorithm 2 is an illustration of how GIM could be combined with a model-based method; the analysis we will provide in Section 6 exhibits how GIM could improve a model-based method.

The key ideas of GIM are to infer the unknown dynamics as well as to know the environment greedily and evenly, which improve the model-based method combined. For example, in algorithms driven by confidence interval estimation, such as MBIE [35], UCRL2 [19] and etc, we can also use matrix completion to recover the “uncertain dynamics” using the “dynamics with high confidence”. This extra operation will not affect what has been learned, but rather make a guaranteed estimation of the unlearned parts. Therefore, the learning process is boosted by utilizing the internal structures of the environment, and as a result, samples are saved.

Overall, it is not our goal to propose a specific algorithm with the best complexity. Instead, we attempt to improve any model-based algorithm by inferring the dynamics.

6 THEORETICAL ANALYSIS ON COMPLEXITIES

In this section, we analyze the computational complexity, sample complexity and space complexity of GIM. By comparing with existing model-based methods, we show that GIM achieves a much better computational complexity and improves the sample complexity under mild conditions.

6.1 Computational Complexity

Theorem 6.1 states the computational complexity of GIM.

**Theorem 6.1 (Computational Complexity of GIM).** Given an MDP $M$ with $S$ states and $A$ actions, if GIM is executed for $N$ steps, then the total computational complexity of GIM is

$$\hat{O}(\varphi + S \max\{S, A\} + N),$$

where $\varphi$ is the number of computations for one dynamic programming operation, i.e., updating the policy by solving Bellman equations.

**Remark.** $\varphi$ depends on the environment size. More specifically, if the maximum number of iterations for dynamic programming is set as $U$, then $\varphi = O(SA/U)$.

**Proof.** During the execution of GIM, both dynamic programming and matrix completion are implemented only once, which lead to $O(\varphi)$ and $\hat{O}(S \max\{S, A\})$ [17] computations. For every time step, GIM updates $n(s, a), n(s', s, a)$ and $R(s, a)$, which can be done in constant time. Although β-curious walking in Algorithm 1 performs a loop over all the actions, in practice we are able to find the best action within constant time or logarithmic time through maintaining the known-ness table. These constant-time per step computations together lead to the $\hat{O}(N)$ term.

**Comparison with RMax and RTDP-RMAX[33].** Wefirst compare the cost of dynamic programming, the major computational burden for most RL algorithms. Since within each dynamic programming,
the amount of computation required is the same for GIM and other model-based methods, we use the number of dynamic programming operations as the metric for computation complexity comparison.

**Lemma 6.2.** The number of dynamic programming operations required by GIM is $O(1)$, whereas the number of dynamic programming operations required by RMax and RTDP-RMAX are $O(S)$ and $O(SA)$, respectively.

RMax’s computational complexity is $O(S^2)$, as RMax computes the action values every time a new state is known. RTDP-RMAX is proposed to reduce the computational complexity of RMax. It initializes all action values to be $v_{max}$, and only updates the value of one state-action pair when the value decreases more than some threshold $r$. So it requires at most $O(S^A \log v_{max})$ computations for the dynamic programming, where $\epsilon$ is the error tolerance of action-value estimation. Thus in terms of dynamic programming computation complexity, GIM is much faster than RMax and RTDP-RMAX.

Besides the dynamic programming, as shown in Theorem 6.1, GIM requires some constant-time operations per step, which is inevitable for all algorithms, and an extra matrix completion computation, which is a one-time cost and is negligible in a long learning process. Experiments in Section 7.1.4 verifies this fact.

### 6.2 Sample Complexity

As stated in Section 5.4, what we propose is a new exploration and estimation approach, that could be combined with model-based PAC algorithms [12, 36, 38] to get lower sample complexity. In this section, we analyze the sample complexity of Algorithm 2 by adapting the analysis of RMax [23]. RMax is chosen due to its simplicity and versatility.

We now introduce a few notations that are essential in our analysis. (1) Denote the upper bounds of the condition number and the rank of every dynamic matrix by $\kappa$ and $r$. (2) All dynamic matrices are at least $(\mu_0, \mu_1)$-incoherent. (3) Let $m_{in} = \min(S, A)$, and $M_{ax} = \max(S, A)$.

We also make the following two mild assumptions.

**Assumption 1.** There is a known diameter $D$, such that any state $s'$ is reachable from any state $s$ in at most $D$ steps on average. Assume that the diameter $D$ is smaller than the horizon $H$.

The assumption about diameter is commonly used in RL [19], and it ensures the reachability of all states from any state on average. It is mild to assume $D < H$ as the horizon is often set large.

**Assumption 2.** The distribution of the estimation noise, $\hat{p}(s'|s, a)$ and $\hat{r}(s'|s, a)$, is sub-Gaussian with 0 mean. The estimation noises for different state-action pairs are independent.

This modeling of difference between the ground-truth probability and empirical estimation using sub-Gaussian variables is widely used.

The sample complexity of GIM is in Theorem 6.3.

**Theorem 6.3 (Sample Complexity of GIM).** Given an MDP $M$ with fixed horizon $H$ and diameter $D$, suppose the upper bounds of the condition number, rank and incoherence parameters of dynamic matrices are $\kappa$, $r$, $\mu_0$ and $\mu_1$, for any $0 < \epsilon < 1$, $0 \leq \delta < 1$, with the completion fraction

$$\rho \geq \Omega\left(\frac{1}{\sqrt{S A}} \kappa^2 \max\{\mu_0 r, \mu_1^2 r^2 \sqrt{M_{ax}} \log m_{in}\} \right),$$

and the known threshold

$$m \geq O\left(\frac{\kappa^4 r S H^2 M_{ax}}{\rho A e^2}\right),$$

algorithm 2 produces a policy $\hat{\pi}$, which satisfies $V^\pi_M \geq V^*_M - \epsilon$ for all but $O\left(\frac{r S H^2 M_{ax} H^3}{\rho A \epsilon^2}\right)$ episodes, with probability at least $1 - \delta - 1/M_{in}^3$.

**Remark.** For low-rank dynamic matrices, $\kappa$ tends to be small. In our experiments, $\kappa$ is typically less than 2. If we regard $\frac{\kappa^4 D}{(1-\beta)^2}$ as a constant, the sample complexity of GIM becomes $O\left(\frac{S H^2 M_{ax} H^3}{\rho A \epsilon^2}\right)$.  

**Proof Sketch.** We fix set $m$ to be the least number of visits to a state-action pair to make it known (see Condition 1 in Appendix B.1).

Then, we prove with at most $O\left(\frac{S m A D}{(1-\beta)^2}\right)$ episodes, we know $\rho S A$ pairs as Lemma B.1. Finally, we prove the value of $m$ should be $O\left(\frac{\kappa^4 r S H^2 M_{ax}}{\rho A e^2}\right)$ by Lemma B.2, Lemma B.4 and Lemma B.3. The full proof and the lemmas are in Appendix B.

**Comparison with RMax.** The sample complexity of RMax, in our settings, is $O\left(\frac{S^2 A H^2}{\epsilon^2} \log \frac{S A}{\rho} \frac{\log m_{in}}{H}\right)$ [23]. We compare the sample complexity of GIM and RMax in the following scenarios.

(1) When $A \geq S$, GIM has lower sample complexity than RMax if $r < O\left(\frac{1}{\sqrt{S A}} \log \frac{S A}{\rho}\right)$.

(2) When $S > A$, GIM has lower sample complexity than RMax if $r < O\left(\frac{A H}{\sqrt{S A}} \log \frac{S A}{\rho}\right)$.

(3) Worst Scenario ($\rho = 1$). We deactivate the matrix completion steps by simply setting $r = 1$ and $m = O\left(\frac{A H}{\epsilon^2} \log \frac{S A}{\rho}\right)$, when the underlying MDP does not have any inner-related structure. This makes GIM follow $\beta$-curious walking until all the state-actions are known. In this case, the sample complexity becomes $O\left(\frac{S^2 A H^2}{\epsilon^2} \log \frac{1}{\beta} \log \frac{S A}{\rho}\right)$. Because $H \gg D$ and $1-\beta$ is close to 1, GIM generates less non-$\epsilon$-optimal episodes than RMax does. So $\beta$-curious walking strategy itself saves samples. Note that $r \leq \min(S, A)$, so the conditions in (1) and (2) are satisfied for most tasks.

**Achieve Lower Sample Complexity.** One may note that the sample complexity bound in Theorem 6.3 is not optimal in terms of the dependency on $S$ and $A$. When $A > S$, GIM needs $O(SA)$ samples to learn a near-optimal policy. However, the best known bounds of model-based algorithms are of order $O(SA)$ [13, 14, 38]. The saved factor of $S$ results from the direct analysis of the value function (and an imperfect model approximation). Since we claim that GIM can work as a framework, can GIM also achieve linear dependency? In our analysis and the original analysis of RMax, the known threshold is at least $m = O(S \ln S)$, but as indicated by [25], with specific updating strategies, $m = O(\ln S)$ samples might be enough to maximize the rewards. So it is possible for GIM to avoid an $S$ factor by...
incorporating re-estimating methods, although this is out of the scope of this paper.

### 6.3 Space Complexity

The memory GIM needs is mainly for the storage of dynamic matrices. Similar with other model-based RL algorithms, the space complexity of GIM is $O(S^2 \cdot A)$, as we have $S + 2$ matrices with size $S \times A$. In contrast, the space complexity of model-free algorithm such as Delayed Q-learning could be as low as $O(SA)$. Although a large space complexity seems to be unavoidable for model-based methods, one can consider storing the sparse dynamics in a sparse format where only non-zero elements are stored if the dynamic matrices are sparse. Then the space complexity will be reduced to $O(nnz)$, where $nnz$ is the number of non-zero entries.

# 7 EXPERIMENTS

### 7.1 Performance on Multiple Tasks

#### 7.1.1 Tasks. To exhibit the universal applicability of GIM, we conduct experiments on multiple tasks of varying levels of hardness: (1) Synthetic. We create various MDPs by randomly generating the dynamic matrices with varying numbers of states, actions and ranks. (2) GridWorld. A classic grid world task, with world size $4 \times 4$, slip probability 0.4 and step cost 0.2. (3) CasinoLand. A challenging task constructed by [32], which consists of six rooms and three levers. Pulling some levers may lead to a large reward with a small probability. (4) RiverSwim. Another challenging task constructed by [32], where a chain of 6 states represents a river, and an agent needs to "swim" from the first state to the last one to get a large reward. See Appendix C.1 for detailed description of CasinoLand and RiverSwim.

#### 7.1.2 Baselines. To verify the effectiveness and efficiency of GIM, it is compared against popular model-based and model-free methods: RMax, Q-learning, Delayed Q-learning, and Double Q-learning [18] methods. We select RMax among all model-based methods, because Algorithm 2 is designed on the basis of RMax. So the effectiveness of our proposed strategies can be justified by comparing with RMax. Note that it is also possible to apply similar strategies to other existing model-based algorithms, as claimed in Section 5.4.

Moreover, we implement an “optimal” agent which knows all the dynamics and deploys the optimal policy from the beginning. As well as a “random” agent which chooses action randomly. The “optimal” agent is the best any agent could achieve, while the “random” agent is the worst any agent could perform. We use the simple rl framework provided by Abel [1] to conduct the experiments.

#### 7.1.3 Reward Comparison. We demonstrate the average cumulative reward over 20 runs of GIM and baselines on various tasks in Figure 1. The plots are smoothed out by setting very few hundred epochs for better illustration. Note that a line of reward increases linearly after it hits the best policy. Agents whose sample complexities are lower converge to the best policy earlier. For hyperparameters, we set the known threshold $m$ for both RMax and GIM to be 40, and set the completion fraction threshold $\rho$ for GIM to be 0.8. We will discuss the influence of different settings on RMax and GIM later. Among all these methods, GIM achieves the highest total reward. Although Q-learning, Delayed-Q and Double-Q converge to a good policy quickly, they are sometimes trapped in local-optima and cannot win in the long run. On the contrary, RMax fails to converge to that policy. GIM avoids these two drawbacks; it converges quickly and the returned policy is near-optimal.

#### 7.1.4 Running Time Comparison. Table 2 provides the average running times of each agent on various tasks. In general, our model-based GIM is faster than model-based RMax, and is even comparable to the model-free methods which are generally faster as there is no need to maintain a model. For RiverSwim, GIM is slightly slower than RMax as the one-time cost of computation of matrix completion slows down the GIM agent. This one-time cost is less significant for time-consuming tasks where running time is the bottleneck.

#### 7.1.5 Scale Up to Larger Environments. Although many model-based algorithms perform well in small environments, it is usually not easy for them to work on large-scale problems. However, GIM avoids exhaustively visiting and estimating the whole environment by inferring some dynamics. When the environment is highly internal-dependent, only the knowledge of a small fraction of the space is needed. Thus fewer samples and computations are consumed. To evaluate the scalability of GIM compared with baselines, we gradually enlarge the size of the synthetic task and show the cumulative rewards in Figure 2. GIM performs well compared with baselines, while RMax fails to converge to the optima within the

![Figure 1: Comparison of the mean cumulative reward over 20 runs of GIM and baselines on various tasks.](image_url)

![Table 2: Comparison of running times in seconds.](image_url)
given number of episodes. We set the known thresholds for both GIM and RMax to be 100. As a result, the performance of learned policy by GIM is slightly worse than Q-learning, since $m = 100$ is not adequate for estimating the large environments. But one can anticipate higher rewards by GIM, once $m$ is set higher.

The running times corresponding to Figure 2, are shown in Table 3, where one can find GIM is much faster than RMax and Double Q-learning. As the environment size gets larger, GIM takes slightly longer to run, while RMax spends much more time due to the increased computation requirements.

7.2 Experiments on Parameters

In practice, it is important to select an appropriate known threshold $m$ for GIM and RMax. GIM also requires a completion fraction $\rho$. Although we can choose $\rho$ based on experience, it is related to the properties of the dynamic matrices ($\kappa, r, \mu_0, \mu_1$) as proved in Theorem 6.3. So, we design and conduct a series of systematic tests to study how $m, \kappa, r, \mu_0, \mu_1$ (for fixed $\rho$) influence the learning effectiveness and efficiency of GIM, in comparison with RMax.

The following three measurements are evaluated. (1) **AvgReward**: average reward per episode; (2) **TotalEps**: number of episodes needed to know all states and actions; and (3) **PostAvgReward**: average reward after knowing all states and actions (after exploration), which reflects accurateness of the learned dynamics.

7.2.1 Values of the Known Threshold $m$. We run experiments on synthetic and GridWorld tasks with different known threshold $m$. Figure 3 shows the AvgReward, PostAvgReward and TotalEps of RMax and GIM with different values of $m$. For the same $m$, GIM gains more rewards (Figure 3a), and completes exploration faster than RMax (Figure 3b), with a slightly worse returned policy (Figure 3c). When $m$ varies, RMax requires much more episodes to explore, while GIM is more robust to the changing $m$ as shown in Figure 3b. We present the results on higher-rank synthetic tasks and the GridWorld task in Appendix C.2.

7.2.2 Properties of Dynamic Matrices. We visualize the AvgReward of GIM and RMax under varying dynamic matrix ranks $r$’s, incoherence parameter $\mu_0$’s and condition number $\kappa$’s in Figure 4. (1) **Influence of $r$**. As Figure 4a shows, the average rewards of both GIM and RMax drop slightly when rank becomes higher. Even if the dynamic matrix is full-rank, the policy returned by GIM still obtains a high reward.

(2) **Influence of $\mu_0$ and $\kappa$**. We see from Figure 4b and Figure 4c that GIM outperforms RMax, and does not change much with varying $\mu_0$ or $\kappa$.

Experiments of matrix properties are conducted on synthetic tasks because it is easy to control the properties of their underlying MDPs. But the observed connections between studied properties and learning results can be extended to any other tasks. Additional experimental results including PostAvgReward, TotalEps are shown in Appendix C.3, as well as the results for $\mu_1$.

8 CONCLUSION

This paper proposes a model-based RL algorithm called GIM. GIM utilizes the internal structures of MDPs to infer the unknown dynamics, and uses a novel exploration strategy to efficiently explore the environment. Theoretical analysis and empirical results show that GIM can reduce both sample complexity and computational complexity when combined with classic model-based algorithms. We envision incorporating our proposed techniques for multi-task RL where internal structures of MDPs can connect different tasks.
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