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ABSTRACT
Recent years have shown a large increase in applications and re-
search of problems that include moving a fleet of physical robots.
One particular application that is currently a multi-billion industry
led by tech giants such as Amazon robotics and Alibaba is ware-
house robots. In this application, a large number of robots operate
autonomously in the warehouse picking up, carrying, and putting
down the inventory pods. In this paper, we outline several key re-
search challenges and opportunities that manifest in this warehouse
application. The first challenge, known as the Multi-Agent Path
Finding (MAPF) problem, is the problem of finding a non-colliding
path for each agent. While this problem has been well-studied in
recent years, we outline several open questions, including under-
standing the actual hardness of the problem, learning thewarehouse
to improve online computations, and distributing the problem. The
second challenge is known as the Multi-Agent Package and Deliv-
ery (MAPD) problem, which is the problem of moving packages in
the warehouse. This problem has received some attention, but with
limited theoretical understanding or exploitation of the incoming
stream of requests. Finally, we highlight a third, often overlooked
challenge, which is the challenge of designing the warehouse in a
way that will allow efficient solutions of the two above challenges.
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1 INTRODUCTION
Coordinating the movement of a fleet of agents or robots1 is a
decades-old family of problems that has been intensively studied by
1Here we use the terms agents and robots to distinguish between the setting that the
planning problem is discrete and continuous, respectively. Unless stated otherwise,
here we limit ourselves to the study of the discrete setting.
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the robotics and artificial intelligence communities [7, 8, 11, 15, 21,
30, 47, 50, 51, 55, 56, 62, 69, 70, 72, inter alia]. Applications of this
family of problems can be found in diverse settings including assem-
bly [22, 40], evacuation [44], formation [5, 41, 60], localization [17],
micro-droplet manipulation [20], object transportation [45], search-
and-rescue [27], and air-traffic management [54].

One specific application of this general problem that gained
significant interest in the research community is the warehouse
domain, which we will use as a motivating running example. Here,
storage locations host inventory pods that hold one or more kinds
of goods. A large number (several hundreds and some times even
several thousands) of robots operate autonomously in the ware-
house picking up, carrying, and putting down the inventory pods.
The robots move the pods from their storage locations to designated
dropoff locations where the needed goods are manually removed
from the inventory pods (to be packaged and then shipped to cus-
tomers). Each pod is then carried back by a robot to a (possibly
different) storage location [67]. The robots operate on a shared
infrastructure, and thus may be directed by a central controller. The
successful use of such robots in warehouse applications is currently
a multi-billion industry led by tech giants such as Amazon robotics
and Alibaba [1]. For a visualization, see Fig. 1.

Here, we are interested in two types of problems that can be
used to model this application (as well as many others). In the first,
called Multi Agent Path Finding (MAPF), we are given a graph G =
(V , E) which, in our motivating example, is a discretization of the
warehouse into cells where each cell represents a graph vertex and
two vertices are connected in the graph if their corresponding cells
are adjacent and do not contain pods. In addition, we are given s :
[1, . . . ,k] → V and t : [1, . . . ,k] → V which map each one of the k
agents to a start and target vertex, respectively. Time is typically
discretized as well and at each time step an agent performs one of
two actions: it can either wait in its cell or move to an adjacent cell.2
An action is considered conflict free or valid if two agents do not
occupy the same vertex or the same edge at a given timestep. The
objective is to find conflict-free paths for the agents from their start
to their target locations that minimize some objective. Typically,
we wish to minimize the makespan which is the latest arrival time

2While some works plan in the continuous space to account for continuous time and
robot kinematics (see e.g., [25, 26, 35]), the discretized model is considered realistic
enough to model many applications, including warehouse domains.
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Figure 1: Warehouse robots. (a) Amazon robots (orange)
moving pods (yellow) containing goods in a warehouse envi-
ronment. Figure adapted from http://tiny.cc/ief6cz. (b) Typ-
ical layout of pods in a warehouse. Pods and dropoff loca-
tions are depicted by green and purple squares, respectively.
Agents are depicted using orange circles. Notice that some
agents carry the pods and some don’t.

of an agent at its target location or the flowtime which is the sum
of the arrival times of all agents at their target locations.3

The second problem, which can be viewed as an extension to
the MAPF problem, is called the multi-agent pickup and delivery
(MAPD) problem or lifelong MAPF. In this problem, agents have to
attend to a stream of delivery tasks in an online setting.4 Here, we
need to assign each delivery task to an agent. Subsequently, each
agent has to move to its given pickup location and then to its given
delivery location while avoiding collisions with other agents.

To a layman, it may seem that the wide use of fleets of robots in
warehouse applications implies that the MAPF and MAPD problem
have already been solved. This is far from true. From a theoretical
point of view, the general MAPF problem is computationally hard
for a wide range of optimization criteria [6, 18, 43, 58, 68, 71]. This
implies that computing optimal solutions to the MAPF problem for
instances involving a large number of robots is computationally
intractable in many settings. From an application point of view,
3For a complete taxonomy of different MAPF problems, including conflict types,
objective functions and more, see [57].
4An offline version of this problem has been discussed [33].

deployed systems use planning algorithms that have no guarantees
on the quality of the solution, relying on a large amount of human
experience and intuition with little-to-no scientific grounding.

In this paper, we list open challenges and possible research di-
rections that the community may take in order to address these
challenges as well as propose new research questions that arise for
this domain.

2 RELATEDWORK
To address the inherent hardness of MAPF and MAPD, the re-
search community designed general centralized and decentralized
MAPD algorithms that use MAPF algorithms as underlying build-
ing blocks. Centralized approaches typically allow for optimal or
bounded suboptimal algorithms by reducing the MAPF problem to
other well-known problems such as network flow [70], satisfiabil-
ity [59], Answer Set Programming [14] or by using search-based
methods [7, 8, 24, 50, 51, 63]. Unfortunately these methods fail to
scale to more than several hundreds of agents—still an order of
magnitude less than what is required by many real-world applica-
tions. Decentralized algorithms can scale to thousands of agents
but provide no guarantees on the quality (i.e., throughput) of the
solution [34, 36].

3 MAPF: CHALLENGES & OPPORTUNITIES
3.1 Hardness of MAPF in warehouse domains
Solving the MAPF problem without accounting for path quality (i.e.,
addressing the feasibility problem) can be done efficiently. Specif-
ically, variants of the problem can be solved in O(n3) where n is
the number of vertices in the graph (see, e.g., [4, 19, 73]). How-
ever, optimally solving the MAPF problem is computationally in-
tractable [18, 43, 58, 71] for different optimization criteria. Similar
results can be shown even in the planar setting [68] and when
restricting the problem to grids [6]. While variants of this problem
are NP-hard to approximate within any factor less than 4/3 [37], it is
not clear whether solving the MAPF problem optimally is APX-hard
or if polynomial-time approximation schemes (PTAS) exist.

Interestingly, for specific cases this optimal-efficiency gap can
be narrowed down. Recently, Yu [69] presented a MAPF algorithm
that exhibits a constant-time approximation in the average case
for the setting where the environment is well connected. Roughly
speaking, a (grid-like) environment is said to be well connected if it
is composed of small cycles and in two adjacent rows (or columns)
multiple swapping of agent locations can be done in constant time.

A major open challenge is to deepen the understanding of why
and when the problem is computationally hard. Specifically, if we
narrow down the MAPF problem to the specific setting of grid-
like domains with rectangular obstacles (the storage locations, in
our running example) and if we restrict the set of start and tar-
gets to non-pathological cases is the problem still computationally
hard? Both positive and negative answers to this question may be
invaluable in progressing the state-of-the-art.

The entire problem may still be computationally hard (just as
the general MAPF), but this requires new hardness results. Alter-
natively, it may be solvable in polynomial time. A third option
exists, which we conjecture to be the truth, where the problem can
be solved by algorithms that are exponential only in the size of a
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fixed parameter while polynomial in the size of the input. Such an
algorithm is called a fixed-parameter tractable (FPT-) algorithm [12].

This research direction draws inspiration from recent results
in multi-robot motion planning [29].5 This well-studied problem
(see, e.g., [55, 62, 70]) is also computationally hard (see [23] and
references within). However, it was recently shown that a slight
relaxation of the problem, requiring a limited amount of spacing
among robots in their initial and final placements, lends itself to
very efficient polynomial solutions [2].

3.2 Faster MAPF by learning from experience
MAPF problems are typically defined as a one-shot problem where
a query is provided to the algorithm and it is tasked with computing
a collision-free path for the fleet of agents between their respective
start and target locations. However, in many cases the environment
is known in advance (e.g., in our motivating warehouse application,
the layout of the pods is known in advance). While this layout is
constantly changing (e.g., as agents move from place to place, with
and without pods), at any given point of time, the vast majority
of the environment remains unchanged (e.g., in terms of pod loca-
tion), when compared to the original layout. Thus, when solving
the MAPF problem, we often have the additional flexibility of pre-
processing the environment to efficiently answer multiple MAPF
problems in a query phase. This was shown to be extremely useful
for the continuous motion-planning problem [28, 42, 46, 48, 49, 55].
An immediate question that follows is “how can the query phase
benefit from preprocessing the environment”?

We suggest to explore how learning from experience can help
to solve computationally-hard problems. Here, experience may be
obtained in a preprocessing phase or throughout the lifetime of the
system. Such an experience-based approach may integrate with
other techniques that pre-process and use the physical and virtual
environment to improve planning [65, 66].

3.3 Dec. MAPF with quality guarantees
Interestingly, much of the work on decentralized algorithms for
MAPF has actually been done on a single computer [53, 64]. This
avoids the need to address communication overhead and synchro-
nization issues. This is surprising because the MAPF problem is
inherently a multi-agent problem,6 and thus one could gain effi-
ciency by performing the problem-solving by the multiple agents
in parallel. On the other hand, there has been much work on dis-
tributed motion planning for robots, which can often scale elegantly
but lacks solution quality guarantees. A major open challenge is
how can existing centralized and decentralized MAPF algorithms
be distributed in practice over multiple machines while maintaining
their advantageous properties (e.g., completeness and optimality).

One can distribute the process of solving large-scale MAPF prob-
lems in more than one way. A promising approach for distributing
MAPF is to split the graph to regions and have a planning agent per
region. That agent will then interact with other planning agents
to find a path for all agents, even if it crosses multiple regions.

5A similar problem to the MAPF where the robots operate in a continuous space and
have kinematic constraints.
6By multi-agent we mean that there are multiple entities that perform actions, and
not necessarily in a distributed manner.

Distributing MAPF raises several interesting challenges such as lim-
iting the communication overhead and balancing the computational
load. Addressing these challenges can allow elegant scaling of cur-
rent MAPF algorithms to thousands of agents while providing some
notion of solution quality. The vast literature on agent-oriented pro-
gramming [52] and distributed AI [13] addressed similar challenges,
and thus may provide the foundation for scalable distributed MAPF
solutions.

4 MAPD: CHALLENGES & OPPORTUNITIES
4.1 Realistic MAPD models
A first step in analyzing a MAPD instance is to argue if it can
be solved or not. Čáp et al. [10] introduced the notion of a well
formed environment which gives a sufficient (though not necessary)
condition for aMAPD instance to be solvable. Here, an environment
is said to be well formed if (i) the number of tasks is finite and
(ii) each agent can wait indefinitely at its start and target vertices
without blocking any other agent.

In practice, however, we are interested in infinite streams of tasks.
Therefore, a MAPD is an online algorithm [3], and can be analyzed
in terms of competitive ratio (overhead over an offline-optimal
algorithm) and worst-case behavior. Further analysis can be done
by modeling how the stream of tasks arrives to the system. This
includes both the rate at which tasks arrive and the distribution of
start and target placements of each task. Such models are beneficial
not only from a theoretic point of view but also from a practical
one—if a MAPD algorithm is given a model of how the stream of
tasks arrive to the system, it can leverage this additional knowledge
e.g., by preprocessing the environment.

4.2 Lifelong learning in MAPD
Deployed MAPD systems often see similar queries across local time
periods (for example, before the school year, school supplies will be
in high demand causing the pods storing them in our running exam-
ple to be accessed frequently). This calls for online local adaptation
of a MAPD algorithm. Here, we will need to learn or estimate the
distribution of queries that arrive in an online manner and adapt
the system accordingly.

4.3 Dec. MAPD as a distributed AI problem
Performing the MAPD computation over multiple machines poses
similar challenges and opportunities as discussed in Sec. 3.3 for
MAPF, such as how to distribute the problem solving in an effective
way and how to minimize communication overhead. In addition,
since MAPD is fundamentally a multi-agent planning problem, one
can build on existing work on distributed multi-agent planning [31,
32, 39].

For example, research in multi-agent STRIPS [9, 16] includes
methods to identify actions that are private to specific agents, and
thus agents do not need to coordinate their application. Then, one
can distribute the planning process and have the agent only com-
municate about planned actions that are not public. Several such
frameworks have been proposed for multi-agent-STRIPS [38, 61].
Using these frameworks directly for MAPD is challenging, since it
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(a) (b)
Figure 2: Pods and drop-off locations are depicted by green and purple squares, respectively. In both figures, there are almost
the same number of pods. However, the different layout has a dramatic effect on solution quality.

is not clear how to identify private actions. But, weaker forms of pri-
vacy may be of use in MAPD. In general, bridging between MAPD
and the literature on multi-agent planning suggests potential gains.

5 CHALLENGES BEYOND MAPF AND MAPD
In theMAPD problem, our ultimate goal is to maximize the system’s
efficiency. In the warehouse domain, a key efficiency measure is
throughput. Namely, the number of tasks completed per unit of
time. Given a MAPD algorithm, the throughput can be increased
by (i) changing the layout of the environment—here the layout
is defined as the number and positions of designated pickup and
dropoff locations (pods in our running example—see also Fig. 2)
and (ii) changing the number of agents.

Intuitively, given a layout ℓ in a given environment, gradually
increasing the number of agents from a single agent will result
in higher throughput as the agents can service more tasks simul-
taneously. However, after a certain number of agents is reached,
coordination becomes a limiting factor and the throughput will
decrease. This will be either because planning times are larger than
execution times (and the agents need to wait for future plans to be
computed) or because the execution time increases dramatically (for
example when some agents will have to make large detours to avoid
other agents). Similarly, given a fixed number of agents and a given
environment, adding pods increases throughput as the probability
that a given pod will contain a required item increases. This, in
turn, results in shorter paths for the agents to execute. However,
after a certain number of pods is reached, the agents have less space
to maneuver and higher coordination is required (resulting both in
longer planning times as well as longer execution times).

Thus, given an environment which contains static obstacles
(walls, pillars in the room etc.), an immediate question that should
be addressed (and surprisingly has not been asked to the extent of
our knowledge) is what is the optimal layout and optimal number of
agents to maximize the expected throughput of the system? Here we
propose to algorithmically design the environment in a way that the
pathological cases that cause the problem to be computationally
hard will not appear (or will appear as little as possible).

6 CONCLUSION
In this paper, we described several algorithmic open challenges in
MAPF and MAPD research, with an effort to scale to fleets of thou-
sands of agents while maintaining theoretic guarantees both on the
running time as well as the quality of the solution obtained. These
challenges include a deeper understanding of the complexity of
these problems and mapping it to applicable algorithms, exploiting
the ability to preprocess the environment and past execution, and
distributing the planning process. In addition, we outline the design
challenge of how to structure the environment in a way that will
enable efficient planning. With the growing number of large-scale
multi-agent systems of this type, advances in solving MAPF, MAPD,
and the corresponding design problem, holds the potential to be
one of the great successes of multi-agent AI research.
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