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ABSTRACT

We propose an abstract framework for XAI based on MAS encompassing the main definitions and results from the literature, focussing on the key notions of interpretation and explanation.
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1 INTRODUCTION

The adoption of intelligent systems (IS) in modern society is booming, mostly due to the recent momentum gained by Machine Learning (ML). As in the previous AI springs, expectations are being inflated by the promising predictive capabilities showed by ML-based IS. However, researchers and stakeholders are experiencing problems stemming from the opacity of ML-based solutions [1, 2, 8, 13].

The opacity of numeric, ML-powered, predictors is a broadly acknowledged issue [8, 10]. Nowadays, however, mostly due to the unprecedented pace and extent of ML adoption in many critical domains, addressing the issue of opacity is more needed than ever.

The opaqueness of ML-based solutions is an unacceptable condition in a world where ML is involved in many (safety-)critical activities. Indeed, performing good automatic predictions is as essential as letting humans involved in these contexts understand the rationale behind such predictions [3]. This is required, for instance, by modern regulations, which “start to” recognise citizens’ right to receive meaningful explanations when automated decisions may affect their lives [4, 7]. Thus, the problem of understanding ML results is rapidly gaining momentum in recent AI research [5].

The topic of understandability in AI is nowadays the primary concern of the explainable AI (XAI) community—whose name is due to a successful project of DARPA [9]. In this paper, we argue that a fundamental issue flanks most studies in this field: namely, the lack of an unambiguous definition for the concept of explanation—and, consequently, of a clear understanding of what X in XAI actually means. Indeed, the notion of explanation is not explicitly established into the literature, nor is there a consensus on what the property named “explainability” should imply. Similar issues exist as far as the notion of interpretation is concerned. The two terms are sometimes used interchangeably into the literature, whereas other times they carry different meanings [10]. To face such issues, we argue that, since multi-agent systems (MAS) offer a coherent yet expressive set of abstractions, promoting conceptual integrity in the engineering of complex software systems [11] – and of socio-technical systems in particular –, they can be exploited to define a sound and unambiguous reference framework for XAI. Accordingly, we propose an abstract framework for XAI relying on notions and results from the MAS literature.

2 EXPLANATION VS. INTERPRETATION

Inspired by the field of Logic, we define the act of “interpreting” some object X as the activity performed by an agent A – either human or software – assigning a subjective meaning to X [6]: that meaning is what we call interpretation. Roughly speaking, an object X is said to be interpretable for an agent A if it is easy for A to draw an interpretation for X – where by “easy” we mean A requires a low computational (or cognitive) effort.

This is modelled by a function $I_A(X) \to [0, 1]$ providing a (degree of) interpretability for X, in the eyes of A. The value $I_A(X)$ is not required to be directly observable or measurable in practice, since agents’ mind is inaccessible in most cases. This is far from being an issue, since we are interested not in the absolute value of $I_A(X)$, for some object X, but rather in being able to order different objects w.r.t. their subjective interpretability. For instance, we write $I_A(X) > I_A(Y)$, for two objects X and Y, meaning that the former is more interpretable than the latter, according to A. We stress the subjective nature of interpretations, as agents assign them to objects according to their State of Mind (SoM) [12] and background knowledge, and they need to not be formally defined any further.

Conversely, we define “explaining” as the activity of producing a more interpretable object $X'$ out of a less interpretable one, namely X, performed by agent A. More formally, we define explanation as a function $E(X) \to X'$ mapping objects into other objects, in such a way that $I_A(X') > I_A(X)$, for some agent A.
2.1 A conceptual framework for XAI

Several AI tasks can be reduced to a functional model $M : X \rightarrow Y$ mapping some input data $X \subseteq X$ from an input domain $X$ into some output data $Y \subseteq Y$ from an output domain $Y$.

We denote as $M$ the set of all analogous models $M' : X \rightarrow Y$, which attempts to solve the same problem on the same input data in different ways. For instance, according to this definition, a decision tree and a neural network, both trained on the same data set to solve the same classification problem with similar accuracies, are analogous—even if they belong to different families of predictors.

Let $M, M' \in M$ be two analogous models. We say $M$ has a locally good fidelity w.r.t. $M'$ and $Z$ if and only if $\Delta f(M(Z), M'(Z)) < \delta$ for some arbitrarily small threshold $\delta > 0$ and for some subset of the input data $Z \subseteq X$. There, $\Delta f : 2^Y \times 2^Y \rightarrow \mathbb{R}_{\geq 0}$ measures the performance difference between two analogous models.

When an observer agent $A$ is interpreting a model $M$ behaviour w.r.t. some input data $Z \subseteq X$, it is actually trying to assign a subjective interpretability value $I_A(R)$ to some representation $R = r(M, Z)$ of choice, aimed at highlighting the behaviour of $M$ w.r.t. the data in $Z$. There, $r : M \times 2^X \rightarrow \mathcal{R}$ is representation means, i.e., a function mapping models into local representations w.r.t. a particular subset of the input domain, whereas $\mathcal{R}$ is the set of model representations. For instance, in case $M$ is a classifier, $R$ may be a graphical representation of (a portion of) the decision boundary/surface for a couple of input features. There may be more or less interpretable representations of a particular model for the same observer $A$. So, providing an interpretation for a given model behaviour w.r.t. a particular sort of inputs is about looking for the right representation in the eyes of the observer.

When an observer $A$ is explaining a model $M$ w.r.t. some input data $Z \subseteq X$, it is actually trying to produce a model $M' = E(M, Z)$ through some function $E : M \times 2^X \rightarrow M$. In this case, we say $M'$ is a local explanation for $M$ w.r.t. to $Z$. We also say the $M'$ is produced through the explanation strategy $E$. Furthermore, we say an explanation $M'$ is admissible if it has a good fidelity w.r.t. the original model $M$ and and the data in $Z$—where $Z$ is the same subset of the input data used by the explanation strategy. More precisely, we say $M'$ is $\delta$-admissible in $Z$ w.r.t. $M$ if $\Delta f(M(Z), M'(Z)) < \delta$.

Finally, we say an explanation $M'$ is clear for $A$, in $Z$, and w.r.t. the original model $M$, if there exists some representation $R' = r(M', Z)$ which is more interpretable than the original model representation $R$. More precisely, we say $M'$ is $\epsilon$-clear for $A$, in $Z$, and w.r.t. $M$ if $I_A(R') - I_A(R) > \epsilon$ for some arbitrarily big threshold $\epsilon > 0$.

Several explanations may be actually produced for the same model $M$. For each explanation, there may be again more or less interpretable representations. Of course, explanations are useful if they make the search for more interpretable representations easy. Thus, providing an explanation for a given model behaviour w.r.t. a particular class of inputs is about creating ad-hoc metaphors aimed at easing the observer’s understanding.

The theoretical framework described so far aims at modelling local interpretations and explanations—as the two means an explanator agent may use in order to make AI tasks’ outcomes more understandable to some observer. However, when the goal is not to understand some model outcome but the model itself, from a global perspective, the framework is simplified by considering $Z \equiv X$.

2.2 Discussion

Our framework is deliberately abstract in order to capture a number of features we believe to be essential in XAI. First of all, our framework acknowledges and properly captures the orthogonality of interpretability w.r.t. explainability. Furthermore, our framework explicitly recognises the subjective nature of interpretation, as well as the objective nature of explanation. Indeed, interpretation is a subjective activity directly related to agents’ perception and SoM, whereas explanation is an epistemic, computational action aimed at producing a high-fidelity model. Our framework also captures the importance of representations. This is yet another degree of freedom that agents may exploit in their search for a wider understandability of a given model. Finally, our framework acknowledges the global/local duality of both explanation and interpretation, thus enabling AI models to be understood either in general or with respect to a particular input/output pair.

2.3 Practical remarks

According to our conceptual framework, a rational agent trying to understand some model $M$ (or, make it understandable) may either choose to elaborate on the interpretation axis—thus looking for a (better) representation $R$ of $M$—or it can elaborate on the explainability axis—thus producing a novel, high-fidelity model $M'$, coming with a representation $R'$ which is more interpretable than the original one (i.e., $R$).

The nature of the model actually constrains the set of admissible representations. We argue that each family of AI models comes with just a few natural representations. In real-world scenarios, then, an agent looking for understandability could be expected to “work” on both the interpretation and the explanation axes.

Another features of our framework concerns the semantics of clear explanations. The current definition simply requires explanation strategies to consume a model $M$ with a given representation $R$ and to produce an high-fidelity model $M'$ for which a representation $R'$ exists, which is more interpretable than $R$. Several semantics may fit this definition: this is deliberate, since different semantics may come with different computational requirements, properties, and guarantees. Similarly, in some cases, it may be enough – other than more feasible – to find an admissible explanation—that is, a high-fidelity model for which some representation exists that is more interpretable than some representation of the original model.

3 CONCLUSION

Intelligent systems adopting machine learning techniques are increasingly pervading our everyday lives. The ever-increasing (and sometimes indiscriminate) adoption of ML-based approaches generates the impelling need to understand the no longer acceptable opacity of systems. Besides the efforts of the XAI community in addressing such issues, most works in this area tend to rely on natural-language-based definitions of fundamental concepts such as explanation and interpretation. In this work, we first explore the inconsistencies still affecting the definitions of interpretability and explainability in some recent impactful papers. Then, in order to overcome the classical limitations of natural language definitions, we propose an abstract and formal framework for XAI deeply rooted in the MAS mindset.
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