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ABSTRACT MPCs fully satisfies a number of desirable requirements, which

we list informed by theoretical and empirical studies in privacy,

Online social networks lack support for the collaborative manage-
artificial intelligence and social sciences [1, 9, 14, 21]:

ment of access control. This is crucial for content that may involve
multiple users such as photos, as this lack of support causes con-
flicts that lead to privacy violations. Previous research proposed
collaborative mechanisms to support users in these cases, but most
of these attempts fail to satisfy some desirable requirements, such
as explainability, role-agnosticism, adaptability, and being utility-
and value-driven at the same time. In this paper, we outline an agent
architecture that has been designed to meet all these requirements.

o explainability: a model should be able to justify its output,
by providing explanations of its processes [11] to help the
users comprehend the recommended solution [14];

o adaptability: a model should behave differently according
to the users’ subjective preferences, because different indi-
viduals manage privacy in different ways and in different
contexts [1];
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o value-driven: a model should support the promotion of hu-

man values, because empirical evidence suggests that users
1 INTRODUCTION go beyond their personal utility when evaluating solutions
and compromises, being aware of their impact on the other

In the recent years, privacy is raising increasing concern. Especially
involved users [4, 21].

regarding online behaviour, users are becoming more aware of
the consequences of privacy leaks. Online services have in general
progresseq in protecting the.indivi.dual privacy, but disregtarded 2 THE MODEL
the collective one. In fact, privacy is not only what we decide to
share about ourselves, but also what others can disclose about us
[20]. This is particularly relevant in the context of online collabora-
tive platforms, such as social networks, which represent the most
studied example, where multiuser privacy conflicts (MPCs) occur
whenever the degree of online publicity/privacy that is assigned
to some content by some user, namely the uploader, is not aligned
with the privacy preferences of the other involved users, namely
the co-owners.

In online social networks (OSNs), MPCs are highly frequent
and documented [4, 10, 21, 24]. However, the large majority of
conflicts involves people who are willing to collaboratively find a
solution that is satisfying for all the involved users. In particular,
uploaders of material wished to have known in advance the negative each possible candidate solution a score sy sp = g sp * Ok sp, Which

consequences experienced by some co-owners, to avoid the conflict interprets the user k’s appreciation of the sharing policy sp in terms
beforehand [21]. of both utility (u, defined in sec. 2.1) and moral values (v, defined

in sec. 2.2). Then, the agent that acts on behalf of the uploader of
the content collects from the other agents their individual scores
and, by maximising the aggregated scores, identifies the optimal
solution to the conflict:

In this paper we outline an agent architecture that can act on behalf
of the users of an OSN, both uploaders and co-owners, and support
them to solve MPCs. We design the agent in such a way to satisfy all
the requirements previously introduced, i.e. the agent is explainable,
adaptive, role-agnostic, and both utility- and value-driven. In the
remaining part of this section, we introduce the crucial features of
the agent architecture which allow to satisfy these requirements.
Whenever a conflict occurs, each agent k € Ag representing a
user involved in the MPC evaluates the set of possible solutions SP,
which includes the initial preferences of each involved user plus
an option that represents a compromise for everyone (i.e., that is
different from all the initial preferences). Each agent computes for

Researchers have proposed a variety of solutions, ranging from
game theoretical solutions [15, 17, 19, 22], to argumentation-based
systems [5, 8], to learning models [6, 23], and more technical, fine-
grained systems [7]. However, none of these approaches for solving
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2.1 Utility-driven Component

We define a OSN as a graph, where the nodes represent the users
and the links their connections. The policies to share content online
are defined in terms of maximum distance, i.e. length of the path
between users, and minimum intimacy, i.e. the weight of such path.

Every user has a preferred sharing policy for any item that could
be shared online, and this can be elicited automatically [12, 18]. By
comparing the preferred audience, i.e. the set of users who satisfy
the conditions established by the preferred sharing policy, with
a possible solution audience, i.e. the set of users who satisfy the
conditions established by the sharing policy examined as solution,
the agent can estimate the user’s appreciation of the solution. In
particular, based on empirical evidence [9, 21], we assume that (i)
users gain utility when desired people are granted access to an
online item; (ii) users lose utility when desired people are denied
access to an online item; (iii) users lose utility when undesired
people are granted access to an online item. By quantifying these
intuitions and aggregating them, each agent computes the utility
function for each user k given a sharing policy sp: uy sp.

2.2 Value-driven Component

In a similar way as in [13], we base the moral component of the
agent on the theory of basic values by Schwartz [16], that is one of
the most well-known and established theory of human values and
is backed by strong empirical evidence. In this theory, values are
socially desirable concepts that represent the mental goals which
drive human behaviour [3, 16], with people taking daily decisions
influenced by the values they believe in.

We adapt the interpretation of the Schwartz values to the MPC
scenario, by considering how the main value-dimensions, namely
self-enhancement, self-transcendence, conservation and openness-
to-change, impact on the user’s behaviour while interacting with
other users in order to find an acceptable solution. For instance,
by accommodating someone else’s preference for a more private
sharing policy, a user could promote self-transcendence and con-
servation. We can elicit the users’ preferred order over the value-
dimensions through some tools validated by Schwartz [16]. Once
the preferred values are known, the agent can evaluate the user k’s
appreciation of any candidate solution sp with the value promotion
function vy s, which describes whether each value-dimension is
promoted or demoted by selecting the option sp.

2.3 Explainable Components

We provide our agent architecture with the cognitive process [11]
that is necessary for explainability. We argue that this is possible
by implementing practical reasoning techniques [2] from computa-
tional argumentation.

We model the resolution of a MPC as a joint action, i.e. a complex
action which comprises simple actions performed by individual
agents, such as the combination of an offer, in terms of sharing
policies, of the uploader and a response (either accept or reject) for
each of the co-owners.

Each agent is able to instantiate an argumentation scheme that
supports the choice of a particular simple action. The reasoning pro-
cess that leads to the identification of the best solution is supported
by an AATS+V [2], that provides the underlying semantics for the
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argumentation scheme and its critical questions. By going through
each step of the practical reasoning process, the agent gathers all
the necessary knowledge to provide an explanation for its decision,
that is, the agent presents an appropriate cognitive process for the
explainability requirement.

2.4 Role-agnosticism and Adaptability

The solution to the MPC is computed in such a manner that role-
agnosticism is satisfied. In fact, as we show in 1, because of the
commutative property of the addition, the individual scores for each
candidate solution are aggregated in a way that is not sensitive to
permutations of the users, i.e. all the involved users are treated the
same.

Also, the solution is identified in order to satisfy as much as
possible the users’ preferences, which always influence explicitly
the outcome. This makes the model adaptive.

3 FUTURE DIRECTIONS

We introduced an agent-based approach to solve MPCs in OSNs
which, first in the related literature, satisfies a number of desirable
requirements, namely explainability, adaptability, role-agnosticism,
being utility-driven and value-driven. For some of these require-
ments and other properties such soundness and completeness, we
will work on formal proofs; we will also study the computational
complexity of the model.

However, we still need to validate such model. First, through soft-
ware simulations, we will test the goodness of our solution concept
compared with the ones provided by other models suggested in the
literature. Then, user studies will inform us on the efficacy of such
model, i.e. the users’ appreciation for the recommended solution.
However, before deploying a user study, we need to complete the
design of the explainable component of the model. In fact, as it is
properly pointed out in [11], the cognitive process is necessary but
not sufficient for guaranteeing explainability: the agent needs to
be provided with a social process as well, that is the social ability
of satisfyingly interacting with the user. Then, the user interaction
with the model will inform us on their appreciation for both the
recommended output and the provided explanation.

Finally, we would like to extend our model in order to consider
also adversarial behaviour. This is because, even if the vast major-
ity of MPCs are created without malicious intent and most MPC
situations can be considered non-adversarial and collaborative [21],
there are some much less frequent but severe cases of MPCs where
adversarial behaviour may be present, such as revenge porn and
cyber-bullism.
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