C-CoCoA: A Continuous Cooperative Constraint Approximation Algorithm to Solve Functional DCOPs
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ABSTRACT

Distributed Constraint Optimization Problems (DCOPs) are a suitable formulation for coordinating interactions (i.e. constraints) in cooperative multi-agent systems. The traditional DCOP model deals with variables that can take only discrete values. However, there are many applications where the variables are continuous decision variables. The existing methods for solving DCOPs with continuous variables come with a huge computation and communication overhead. In this paper, we apply continuous non-linear optimization methods on Cooperative Constraint Approximation (CoCoA) algorithm. Empirical results show that our algorithm is able to provide high-quality solutions at the expense of small communication cost and execution time.
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1 INTRODUCTION AND BACKGROUND

Distributed Constraint Optimization Problems (DCOPs) are a powerful framework to model cooperative multi-agent systems wherein multiple agents communicate directly or indirectly with each other. The agents act autonomously in a common environment in order to optimize a global objective which is an aggregation of their corresponding constraint cost functions. Each of the functions is associated with a set of variables controlled by the corresponding agents. In DCOPs, agents need to coordinate value assignments to their variables in such a way that maximize their aggregated utility or minimize the overall cost [4, 13, 14]. A number of multi-agent coordination problems, such as meeting scheduling [12], multi-robot coordination [20] and smart homes [5, 16], have been dealt with this model.

A DCOP is defined as a tuple $(A, X, D, F, \alpha)$, where, $A$ is a finite set of agents, $X$ is a finite set of discrete decision variables, $D$ is a set of finite discrete domains, $F$ is a finite set of cost functions, $\alpha : X \rightarrow A$ is a mapping function. The traditional DCOP model is based on an assumption; that is, each of the variables that are involved in the constraints can take values from discrete domain(s) and a constraint is typically represented in a cost (i.e. utility) table. During almost the last two decades, a number of algorithms [3, 13, 14] and their extensions [10, 11, 15, 21] have been developed to solve DCOPs involving discrete valued variables. Nevertheless, a number of applications, such as target tracking sensor orientation [6], cooperative air and ground surveillance [7], Network coverage using low duty-cycled sensors [9] and many others besides, can be best modeled with continuous-valued variables. Therefore, the traditional DCOP setting is not well-suited to such algorithms. To address this, the regular DCOP model is extended for continuous-valued variables [17]. Later, [8] refer this continuous version of DCOP as Functional DCOPs (F-DCOPs).

In more detail, [17] propose a new version of the Max-Sum algorithm (i.e. Continuous Max-Sum - CMS) in order to solve continuous-valued DCOPs. Then, Hybrid CMS (HCMS) has been proposed which uses discrete Max-Sum as the underlying framework with the addition of a continuous non-linear optimization method [19]. Note that none of CMS and HCMS provides quality guarantees on the solutions because both of them are based on discrete Max-Sum which does not provide any quality guarantees when applied to general graphs [8]. Recently three extensions of the Distributed Pseudo-free Optimization Procedure (DPOP) [14] algorithm has been proposed – Exact Functional DPOP (EF-DPOP), Approximate Functional DPOP (AF-DPOP) and Clustered AF-DPOP (CAF-DPOP) [8]. However, as they are based on DPOP, a key limitation of these approximate algorithms is that they require exponential memory.

Against this background, we extend the Cooperative Constraint Approximation (CoCoA) [18] algorithm so that it can solve functional DCOPs. Our continuous version of CoCoA, that we call C-CoCoA, is an approximate local search algorithm that can solve F-DCOPs with a very lower communication cost. In C-CoCoA, we combine the discrete CoCoA algorithm with continuous non-linear optimization methods. We empirically show that C-CoCoA outperforms HCMS and AF-DPOP in terms of solution quality, number of messages and time.

2 THE C-COCoA ALGORITHM

The C-CoCoA algorithm first discretize the domain of the variables into a fixed number of points. Note that the states of the participating agents are defined as IDLE, ACTIVE, HOLD and DONE, as defined in [18]. We define a set $\psi$ that contains the set of agents who finish their variable assignments. Therefore, $A - \psi$ is the set of unassigned agents (i.e. the value assignments to their variables are not finished). Then in the initialization step, each agent initializes its state to IDLE, the Current Partial Assignment (CPA) with an empty...
assignment and $\psi$ with an empty set. After this step, C-CoCoA activates an agent $a_i$ randomly from the set $A - \psi$ as starting with any agent yields the same result. Upon activation, the agent $a_i$ sends an inquiry message to its neighboring agents $N_i$. When $a_i$ sends the inquiry message to $a_j \in N_i$, each $a_j$ calculates cost for every value in the discretized domain of $a_i$ using the following equation:

$$\zeta_{j,k} = \min_{x_j \in D_j} \sum_{C \in F_i} C(x_j \cap x_{i,k} \cap x_{j,l})$$  \hspace{1cm} (1)

In Equation 1, $\zeta_{j,k}$ is the cost for the $k^{th}$ value of agent $a_j$'s discretized domain which is calculated by the neighbor $a_j$, $x_{j,l}$ indicates that $x_j$ is assigned the $l^{th}$ value of $a_j$'s discretized domain $D_j$, $C$ is the cost for the function which is an element of all the constraint function set $F_i$ between agent $a_i$ and $a_j$. $x_{i,k}$ is the current partial assignment sent from $a_i$ to $a_j$ that contains the known assigned values of the neighbors of $a_i$, $x_{i,k}$ indicates that $x_i$ is assigned the $k^{th}$ value of agent $a_j$'s discretized domain $D_i$. Agent $a_i$ calculates $\zeta_{j,k}$ for all the values of $k \in D_j$ and the resulting cost map $\zeta_j = [\zeta_{j,1}, \zeta_{j,2}, \ldots, \zeta_{j,D_j}]$ is sent to the inquiring agent $a_i$. Then, $a_i$ finds the value of its variable $x_i$ from the following equation:

$$\delta = \min \{ |N_i| \cap \zeta_{j,k} \}; \hspace{0.5cm} \rho = \{ k : |N_i| \cap \zeta_{j,k} = \delta \}$$  \hspace{1cm} (2)

Here, $\delta$ is the minimum aggregated cost received from the neighbors for each $k \in D_j$, $\rho$ is a set of values from agent $a_i$'s domain for which the cost is minimum and $\zeta_{j,k}$ is the received cost messages from its neighbors. Agent $a_i$ also stores the variable values of $a_j \in N_i$ in a set $\chi$ for which the minimum cost results.

Now, more than one value in $a_i$’s domain can achieve the minimum cost. In this case, a unique-first approach is followed to determine whether the current solution is accepted or not. In this approach, $|\rho|$ is compared with a bound $\beta$. The initial value of $\beta$ is set to 1. This means that the value is acceptable if it is unique local optimum. If $|\rho| > \beta$, agent $a_i$ goes into HOLD state and waits for more information. Otherwise, a value is selected randomly from $\rho$ and is assigned to its controlled variable. This assignment is near-optimal within the discretized domain. In order to find the best solution within the actual continuous domain, we use a non-linear optimization technique. We choose gradient-based optimization approach because this can be implemented in a decentralized way using only local information. Now, for employing the gradient-based non-linear optimization, agent $a_i$ calculates the local objective function $F_{N_i}$ by using the following equation:

$$F_{N_i}^{x_i} = \sum_{a_j \in N_i} f(a_i, a_j)$$  \hspace{1cm} (3)

where, $f(a_i, a_j)$ is the cost function that is related to agent $a_j$ and its direct neighbor $a_j \in N_i$. After that, the agent $a_i$ performs gradient-based approach for optimizing its local objective function $F_{N_i}^{x_i}$ by using the following equation:

$$v_x(t) = v_x(t-1) - \alpha \frac{\partial F_{N_i}^{x_i}}{\partial x_i}$$  \hspace{1cm} (4)

In Equation 4, $\alpha$ is the learning rate of the algorithm. The agent continues this update process until it converges or a maximum number of iterations is reached. After termination, the current value of $v_x$ is actually the approximate optimal assignment for the variable $x_i$. Then the agent $a_i$ updates its state to DONE, updates the set $\psi$ and communicates to its neighbors $a_j \in N_i$ in a SetValue message by receiving this message, each neighbor $a_j$ updates its CPA with the value of $x_i$ and repeats the algorithm for the unassigned agents ($a_i \in A - \psi$). When the set $A - \psi$ is empty (all the agents finish their variable assignment), the algorithm terminates. Note that each agent can only assign its value once and when assigned it cannot change its value. To be precise, each agent updates its value locally with gradient descent and sends the setValue() message only once to a neighbor, and thus C-CoCoA is a non-iterative approach.

### 3 RESULTS AND CONCLUSIONS

When we define the total number of agents $|A| = n$, $d$ is the total number of discrete points taken from the agents’ continuous domain, $b$ is the number of times an agent updates the values of the variables in the gradient based update, then in C-CoCoA, the total number of messages sent or received by an agent $a_i$ is $O(5n + dn)$, the total message size for an agent $a_i$ is $O(2n^2 + dn)$ and the overall computational complexity is $O(n(d^2 + b))$. We empirically compare the performance of C-CoCoA with HCMS and AF-DPOP in terms of solution cost (C), time in sec (T) and the number of messages (M). Table 1 shows the detailed comparison. We set the number of agents to 50 and use the Erdős-Rényi topology [2]. Moreover, we stop HCMS after 500 iterations (I). The averages are taken over 50 randomly generated problems.

<table>
<thead>
<tr>
<th>Graph Type</th>
<th>Algorithm</th>
<th>I</th>
<th>C</th>
<th>T (sec)</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sparse</td>
<td>C-CoCoA</td>
<td>N/A</td>
<td>-1266521.13</td>
<td>53.85</td>
<td>2510</td>
</tr>
<tr>
<td></td>
<td>HCMS</td>
<td>500</td>
<td>-1064611.6</td>
<td>66.61</td>
<td>98464</td>
</tr>
<tr>
<td>Dense</td>
<td>C-CoCoA</td>
<td>N/A</td>
<td>-282012.78</td>
<td>275.66</td>
<td>2603</td>
</tr>
<tr>
<td></td>
<td>HCMS</td>
<td>500</td>
<td>-260016.83</td>
<td>340.75</td>
<td>519440</td>
</tr>
<tr>
<td>Scale-Free</td>
<td>C-CoCoA</td>
<td>N/A</td>
<td>-713674.37</td>
<td>38.95</td>
<td>725</td>
</tr>
<tr>
<td></td>
<td>AF-DPOP</td>
<td>N/A</td>
<td>-306311.19</td>
<td>185.87</td>
<td>100</td>
</tr>
</tbody>
</table>

In all the experimental settings, C-CoCoA shows better results than the other benchmarking algorithms in terms of solution quality, time and number of messages propagated. In the future, we would like to further investigate the potential of C-CoCoA on various F-DCOP applications, as recommended in [1, 8, 17]. We would also like to explore the ways to extend C-CoCoA to solve multi-objective and asymmetric DCOPs having continuous-valued variables.
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