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ABSTRACT
Visual question answering (VQA) is a challenging task that requires
a deep understanding of language and images. Currently, most VQA
algorithms focus on finding the correlations between basic question
embeddings and image features by using an element-wise product
or bilinear pooling between these two vectors. Some algorithms also
use attention models to extract features. In this extended abstract,
a novel interpretable multimodal system using attention-based
weighted contextual features (MA-WCF) is proposed for VQA tasks.
This multimodal system can assign adaptive weights to the features
of questions and images themselves and to their contextual features
based on their importance. Our new model yields state-of-the-art
results on the MS COCO VQA datasets for open-ended question
tasks.
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1 INTRODUCTION
Despite the decent results that have been obtained by using different
attention mechanisms for VQA, the overall performance achieved
is still not comparable to that of human beings [9]. One possible
reason for this shortfall is that humans can use more contextual
information in both the question and the image to infer the answer.

In the example shown in Figure 1, the orange-colored text is
contextual information that should be de-emphasized by the model
since the text in purple is the real question that needs to be ad-
dressed. Consequently, although the correct regions of the image
are emphasized in the attention map, the model still cannot find
the correct answer. To overcome these two potential difficulties, in
this paper, a new interpretable multimodal structure for VQA is de-
signed by considering the contextual information in questions and
images. A weighted contextual feature (WCF) structure is also pro-
posed to balance the essential information from the question/image
and the contextual information by assigning appropriate ratios
through learning. In this paper. we propose a framework in which
contextual features extracted from multiple sources (image and
query) are used to improve VQA performance by further consider-
ing the cross-impact of these features with different types of data.
It is shown that our model achieves state-of-the-art results on two
benchmark VQA datasets.

Proc. of the 19th International Conference on Autonomous Agents and Multiagent 
Systems (AAMAS 2020), B. An, N. Yorke-Smith, A. El Fallah Seghrouchni, G. Sukthankar 
(eds.), May 9–13, 2020, Auckland, New Zealand. © 2020 International Foundation for 
Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

2 AN INTERPRETABLE VQA MULTIMODAL
SYSTEM USING ATTENTION-BASED
WEIGHTED CONTEXTUAL FEATURES
(MA-WCF)

The system structure is as shown in Figure 2. We extract the se-
mantic contextual features using an RNN-based encoder-decoder
structure and image contextual features using an MDLSTM-based
encoder-decoder structure. Specifically, the RNN structure in our
system is chosen to be a bidirectional LSTM (BLSTM) structure
[7]. Moreover, as demonstrated by the VQA example given in Fig-
ure 1, many instances of misinterpretation in VQA tasks can be
attributed to a misunderstanding of the contextual information
present in the question (which can be extremely important) or im-
age. Inspired by these observations and model features, we propose
an attention-based multimodal system that leverages contextual
features of both questions and images for VQA tasks. Due to the
page limitation, readers can refer to the full paper about the details
of system structure [18]. Related works on multimodal VQA/QA,
co-attention networks, multi-model neural networks for learning
tasks can also be found in [4, 5, 8–12, 12, 14–17, 19–21].

Q: Is the boy wearing protective headgear 

playing basketball?

Ans: Yes (Incorrect)

Original Image Attention Map

Figure 1: An example in which an incorrect answer is ob-
tained using a VQA model

3 EXPERIMENT
In this section, we evaluate our new model’s performance on two
VQA datasets: MS COCO VQA dataset (v1 [3] and v2 [6])

3.1 Dataset and Different Model
Configurations

We report our evaluation results obtained using the test-standard
dataset. Moreover, the results obtained on open-ended tasks (on
both VQA v1 and VQA v2) are reported. The model was trained
on the training and validation sets, and the results are compared
with those of the current state-of-the-art models for each category
and the whole dataset. We tested our MA-WCF model with several
different configurations:
MA-WCFmodelwithout question contextual features: In this
model configuration, we removed the question contextual features
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Figure 2: The general structure of the multimodal attention-
based WCF (MA-WCF) model
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Q: What is the number 
of the person kicking the 
ball? 

Q: What is the number 
of the person kicking the 
ball? 

Q: What is the number 
of the person kicking the 
ball? 

MA-WCF: 23 (Correct) MA-WCF w/o question 
context: 2 (Incorrect) 

Q: What types of 
material is used for 
making baseball bats? 

MA-WCF: Wood (Correct) MA-WCF w/o question 
context: 5 (Incorrect) 

MA-WCF w/o image 
context: 2 (Incorrect) 

MA-WCF w/o image 
context: 5 (Incorrect) 

Figure 3: Examples used for comparison between MA-WCF
and state-of-the-art models

𝒗𝒄𝒐𝒏 shown in Figure 2. The entire model only contains the image
contextual features 𝑫𝑰

𝒄𝒐𝒏 .
MA-WCF model without image contextual features: The sec-
ond model configuration was created by removing the image con-
textual features from the MA-WCF model.
MA-WCF model with both question and image contextual
features: This is the original model as shown in Figure 2.

3.2 Experiments
The three different configurations of our model were trained on
the training and validation sets from the MS COCO VQA dataset
for comparison with state-of-the-art models. The results are shown
in Table 1.

3.2.1 Interpretablilty of MA-WCF. Figure 3 shows the results
of applying the three different MA-WCF configurations to two
different examples. In the first example, the noun “the person” is
modified by the postpositional phrase “kicking the ball”; therefore,
question-level contextual features must be considered for the ques-
tion to be correctly understood. Otherwise, the model may not be
able to focus on the correct subregions of the image since the ques-
tion is not fully understood. In the second configuration, with the
image-level contextual features removed, the model can locate the
correct subregions of the image; however, it still cannot generate
the correct answer since the contextual correlations between the
masked sub-regions cannot be fully understood. Therefore, incor-
rect answers are generated when the image contextual features are
not considered.

Table 1: Results for Open-ended Answers on the Test-
standard Datasets in VQA v1 and VQA v2

Test-standard (%)
VQA v1 Y/N Num. Other All Categories

Ensemble MCB 83.2 39.5 58.0 66.5
[5]

Alpha VQA 87.61 45.63 63.30 71.48
[1]

MA-WCF w/o
Question Context

84.73 43.13 63.56 69.3

MA-WCF w/o Image
Context

85.3 44.13 63.39 69.7

MA-WCF 88.92 46.73 64.46 73.52

VQA v2 Y/N Num. Other All Categories

IL-QTA 88.26 55.22 63.63 72.93
[13]

MIL@HDU 90.36 59.17 65.75 75.23
[2]

MA-WCF w/o
Question Context

89.45 55.46 62.63 73.35

MA-WCF w/o Image
Context

90.35 57.86 63.94 74.98

MA-WCF 91.45 59.65 65.38 76.33

Similarly, in the second example, the question-level semantic
contextual features help to locate the correct image subregion(s) to
enable the identification of the “type of material”. Then, the image
contextual features further help to generate the correct answer by
filtering out some noisy image information (such as the presence
of 5 baseball bats) by giving them lower weights, hence generating
the correct answer.

3.2.2 Experiment Results on VQA Datasets. One observation
that can be drawn from Table 1 is that the performance of the
model without question contextual features is far inferior to both
that of the model without image contextual features and that of
the model with both types of contextual features. This finding
demonstrates the importance of question contextual features to
our system. The MA-WCF model with both image and question
contextual features outperforms the previous state-of-the-art re-
sults on each category of the test-standard sets in VQA v1 and on
most categories in VQA v2. Excitingly, our model even shows better
performance than ensemble/stacking-based models do. On VQA v1,
the MA-WCF model outperforms the current state-of-the-art Alpha
VQA model by 2.1% on the test-standard dataset. On VQA v2, the
MA-WCF model outperforms the current state-of-the-art model by
MIL@HDU by 1.1%.

4 CONCLUSION
In this paper, we have proposed a novel interpretable multimodal
system using attention-based weighted contextual features (MA-
WCF) to address the visual question answering (VQA) problem. By
using adaptively weighted contextual features extracted from both
questions and images, our system gains the advantageous ability
to pinpoint the most important parts of both questions and images
while de-emphasizing less important features. We have achieved
new state-of-the-art results on the MS COCO VQA dataset for
open-ended question tasks. As a relatively general technique, our
MA-WCF approach can be further extended to other text- or image-
related tasks, such as question answering, text summarization or
visual grounding. The interpretability of the model also endows it
with great potential for application to more complex VQA tasks;
we are currently working on these problems and will report our
progress in future works.
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