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ABSTRACT
Numerous real-world problems involve multiple interacting enti-
ties and are inherently multi-objective in nature. Multi-objective
multi-agent systems are a suitable paradigm to model such settings
Despite the rising interest in this field, it has become difficult to
compare or categorise approaches and identify the state-of-the-art
solutions. Therefore, our first contribution is to develop a new tax-
onomy on the basis of the reward structures and utility functions,
to offer a more structured view of the field. We note that utility
functions are usually modelled as weights that define preferences
over objectives, despite the fact that in many problems this as-
sumption is not valid. We analyse the effect of non-linear utility
functions on the set of equilibria in general multi-objective normal
form games, under different optimisation criteria and look at how
opponent modelling can aid the learning process in this setting.
For future work, we are interested in how sequential settings can
be approached under these considerations, to get a step closer to
creating hybrid, artificial-and-human, multi-agent collectives that
can deal with the different preferences w.r.t. the objectives of the
different agents in the collective.

CCS CONCEPTS
•Theory of computation→Multi-agent reinforcement learn-
ing;Convergence and learning in games; •Computingmethod-
ologies →Multi-agent systems;
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1 INTRODUCTION
In multi-objective multi-agent systems (MOMAS) the reward sig-
nal for each agent is a vector, where each component represents
the performance w.r.t. a different objective. Compromises between
competing objectives should be made on the basis of the utility that
these compromises have for the users. In other words, if we can
define a utility function that maps the vector value of a compromise
solution to a scalar utility, then we can derive what to optimise
[3]. However, in many situations, knowing or applying the utility
function in advance is not feasible. In such cases, we should search
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Figure 1: Multi-objective multi-agent decision making tax-
onomy and mapping of solution concepts.

for a set of solutions that are optimal with respect to the space of all
possible utility functions (i.e., a coverage set). Furthermore, in MAS,
the structure of the reward function will also determine the nature
of the system (e.g., collaborative, competitive), adding an additional
complexity layer to how a problem should be approached.

2 A STRUCTURED VIEW ON MOMAS
In single-agent multi-objective problems, the shape of the utility
function, in conjunction with the allowed policy space, can be used
to derive the optimal solution set [3]. In multi-agent settings, the
situation is more complex, as the utility function may vary per
agent. That is why we propose a taxonomy based on the reward
as well as the utility functions [6]. We distinguish between two
types of reward functions: a team reward, in which each agent
receives the same reward vector, and individual rewards in which
each agent receives a different reward vector. Furthermore, wemake
a distinction in three types of utility, i.e., team utility, which is what
happens when all the agents serve the same interest, e.g., when they
all work for a single company; social choice utility, when we are
interested in optimising the overall social welfare across all agents;
and individual utility, when each agent serves a different agenda
and just tries to optimise for that. This results in the taxonomy
provided in Figure 1. Furthermore, we note that the individual
rewards with a team utility setting is not realistic; even if the utility
function of all the individual agents would be the same, that would
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still lead to different individual utilities due to different rewards.
Hence, we also treat this situation as individual utilities.

3 LEARNING IN MULTI-OBJECTIVE NORMAL
FORM GAMES

In single-objective learning scenarios, agents are interested in opti-
mising a return, i.e., a sum of reward signals received over the entire
duration of the task. In the multi-objective case, when dealing with
non-linear utility functions that should be applied to this return,
we are faced with two options: i) to apply the utility function on the
vectorial reward after each time step – expected scalarised return
(ESR); or ii) to apply the utility function at the end of the task –
scalarised expected return (SER) [3]. The choice between these two
optimisation criteria depends on what is important to the user: the
outcome after each interaction or over multiple interactions.

As a model of MOMAS we have studied multi-objective normal
form games (MONFG) under the SER optimisation criterion with
non-linear utility functions [5]. We introduce a new MONFG (Ta-
ble 1) and show that while Nash equilibria (NE) [2] need not exist,
correlated equilibria [1] can still be present when optimising with
respect to a given signal (i.e., single-signal CE).

L M R
L (4, 0) (3, 1) (2, 2)
M (3, 1) (2, 2) (1, 3)
R (2, 2) (1, 3) (0, 4)

L M R
L 0 0.25 0
M 0 0 0
R 0 0.75 0

Table 1: (Im)balancing act game (left), together with a corre-
sponding correlated equilibrium (right).

The correlated signal used for our experiments is presented in
Table 1 (right). Notice how without any action recommendations
(Figure 2a) the agent does not manage to converge to a stable
strategy, while under the given correlation signal (Figure 2b), the
agent follows the recommended actions without any incentive to
deviate. We have also shown that using correlated equilibria allows
us to reach higher SER for the players, compared to NE, a property
also present in the single-objective setting.
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(a) No recommendations
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(b) Single-signal CE

Figure 2: Agent 1 – strategy evolution

3.1 Opponent Modelling
When the same multi-objective reward vector leads to different
utilities for each user, it becomes essential for an agent to learn
about the behaviour of other agents in the system. In Zhang et al. [7]
we present the first study of the effects of opponent modelling (OM)
on MONFGs with non-linear utilities, under the SER criteria. We
contribute a novel actor-critic formulation to allow reinforcement
learning of mixed strategies in this setting, along with an extension

that incorporates opponent policy reconstruction using conditional
action frequencies. We demonstrate that OM can alter the learning
dynamics in this setting: when there are no NE, OM can have
adverse effects on utility, or a neutral effect at best (Figure 3a);
when equilibria are present, OM can confer significant benefits
(Figure 3b).
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(a) Game without NE under SER
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(b) Game with NE under SER

Figure 3: Agent 1 – SER, for different OM settings

4 CONCLUSION
We focus on general multi-objective multi-agent systems, without
imposing any constraints on the reward or utility functions. Our
first contribution is to built a taxonomy of what constitutes a so-
lution for a multi-objective multi-agent decision problem based
on reward structures and utility functions. We noted that many of
the different settings we identify are under-explored in the current
literature and would merit further investigation. We then explore
multi-objective normal form games, where agents have distinct
non-linear utility functions. We studied the set of equilibria in
this setting and how properties of Nash and correlated equilibria
translate from single- to multi-objective settings. Furthermore, we
investigated how and if opponent modelling can aid agents obtain
better outcomes in these cases.

For future work, we plan to expand this discussion to sequential
decision making settings (e.g, traffic [4]), where an additional com-
plexity level comes from having to also deal with state information
and dependencies. This will be a step closer to achieving hybrid
multi-agent collectives, that can deal with the different preferences
w.r.t. the objectives of the different agents in the collective.
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