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ABSTRACT
The Belief Desire Intention (BDI) model of agency is a popular and mature paradigm for designing and implementing multiagent systems. There are several agent implementation platforms that follow the BDI model. In BDI systems, the agents typically have to pursue multiple goals, and often concurrently. The way in which the agents commit to achieving their goals forms their intentions. There has been much work on scheduling the intentions of agents. However, most of this work has focused on scheduling the intentions of a single agent with no awareness and consideration of other agents that may be operating in the same environment. They schedule the intentions of the single-agent in order to maximise the total number of goals achieved. In this work, we investigate techniques for scheduling the intentions of an agent in a multiagent setting, where an agent is aware (or partially aware) of the intentions of other agents in the environment. We use a Monte Carlo Tree Search (MCTS)-based approach and show that our intention-aware scheduler generates better outcomes in cooperative, neutral (selfish) and adversarial settings than the state-of-the-art schedulers that do not consider other agents’ intentions.
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1 INTRODUCTION
The Belief-Desire-Intention (BDI) agent paradigm is a well established agent development paradigm with solid theoretical foundations [18] and practical implementations in the form of agent programming languages (e.g.

plans that can be used to achieve it. This relationship between a top level goal, its plans and sub-goals defines a tree structure for each top-level goal, which is termed the goal-plan tree (GPT) [26, 27].

During the execution of a goal, the agent will select plans to achieve the goal and subsequently further plans to achieve any subgoals, which in essence is progressively selecting a path through the goal’s GPT structure. The path that the agent commits to forms the intentions of the agent and thus the GPT structures can be viewed as a model of the agent’s potential intentions. The GPT structures can therefore be used to schedule the agent’s intentions in order to maximise the number of goals achieved, for example. Logan et al. [15] proposed the Intention Progression Competition, which aims to evaluate state-of-the-art approaches to the intention scheduling problem that utilise these GPT structures.

Previous work has used GPTs to schedule the intentions of an agent using techniques such as summary-information-based scheduling [25, 26], coverage-based scheduling [28, 32], and Monte Carlo Tree Search (MCTS)-based scheduling [37, 40].

All of these existing works however, have focused on scheduling the intentions of a single agent with no awareness and consideration of other agents that may be operating in the same environment. The schedulers work on the assumption that the intentions of the single agent are to be scheduled cooperatively, i.e. so as to maximise the total number of goals achieved.

In this paper, we present the multiagent intention-aware scheduler, $\mathcal{I}_A$, a novel framework for scheduling the intentions of an agent in a multiagent setting, where an agent is aware (or partially aware) of the intentions of other agents in the environment. $\mathcal{I}_A$ adapts and extends the work of Yao et al. [37] to a multiagent setting. We do this not only because their work was shown to outperform other approaches, but because the MCTS-based approach is inherently well-suited to the multiagent case. In the multiagent setting, we consider the case where each agent is aware of the other agents’ intentions, in the form of the set of GPT structures. In this work, we do not explore how these may be attained or inferred, and assume they are a true reflection of the other agent’s intentions. We do however consider the case of partial vision – where only some of the other agent’s intentions are known.

We evaluate our approach in three types of multiagent setting that are characterised by the nature of the agents’ behaviour towards one another:

- **Allied**, where the agents collaborate to maximise the combined goal achievement;
- **Neutral**, where they neither collaborate nor compete but only interested in pursuing their own goals (i.e. they act selfishly); and
- **Adversarial**, where the agents compete with each other.
Whilst there could be systems with a combination of agent behaviour types, we present these distinct cases for simplicity and clarity to better understand the effect of our approach in these different types of systems. We benchmark $I_A$ in terms of goal completions, against the single-agent schedulers mentioned above and also the standard round-robin, first-in-first-out, and random schedulers. We show that $I_A$ outperforms all of them.

The remainder of the paper is structured as follows. In Section 2 we present a brief overview of BDI agents and closely related work on intention scheduling, including the MCTS-based scheduler of Yao et al. We describe our approach and the $I_A$ scheduler in Section 3. The evaluation of our approach, including the experimental setup and findings are presented in Section 4. We discuss related work in Section 5 and conclude with some future directions.

2 BACKGROUND

As explained above, the behaviour of a BDI agent is specified in terms of beliefs, goals, and plans. We assume that the agent’s beliefs and goals are represented by sets of literals. Each plan is of the form: $e : \psi \leftarrow \delta$, where $e$ is the event goal the plan is going to achieve, $\psi$ is the context condition, and $\delta$ is plan body. The context condition is a set of literals that must be true for the plan to be considered an applicable means of achieving $e$ in the current context. The plan body consists of a sequence of steps that are either primitive actions or subgoals. Each primitive action is specified by its precondition and postcondition which are respectively the states of the environment that must hold immediately before the action is executed, and the set of literals that are brought about by executing the action.

The relationship between goals, plans and actions can be represented by a goal-plan tree [25, 26, 36]. The root of a goal-plan tree is a top-level goal (goal-node), and its children are plan nodes representing the potential plans to achieve the top-level goal. Each plan may contain actions (action nodes) and subgoals (goal-nodes). The leaf nodes are action-nodes representing the primitive actions that directly change the state of the environment. An example goal-plan tree for the goal $G_0$ of going to the airport is shown in Figure 1. There are two plans to achieve $G_0$, $P_0$ and $P_1$, only one of which needs to be executed to achieve the goal. Therefore, in a goal-plan tree, the children of a goal-node can be seen as “OR” nodes. In contrast, all the subgoals and actions in a plan must be achieved or executed successfully in order for the plan to succeed. Hence, the children of a plan-node can be seen as “AND” nodes. For example, the plan $P_0$ contains four execution steps, i.e., WalkToCar, EnterCar, DriveOverAirport and Parking. If we want $P_0$ to succeed such that the top-level goal $G_0$ is achieved, then all these steps need to be executed in sequence. For an action to be executable, its preconditions must hold in the current environment. For example, the action $A_1$ has the precondition that the agent is close to the car and executing the action has the effect of the agent being in the car.

The progression of an agent’s intentions can be seen as choosing an appropriate interleaving of paths through the goal-plans trees corresponding to the agent’s top-level goals.

2.1 Single-Agent Intention Scheduling

A number of GPT-based approaches to scheduling the intentions of a single agent have been proposed in the literature. (We discuss other approaches to intention scheduling in Section 5.)

One strand of work involves reasoning about possible interactions between intentions. Thangarajah et al. [25, 26] describe an approach based on summary information that avoids conflicts by reasoning about necessary and possible preconditions and postconditions of different ways of achieving a goal. They give algorithms for computing summary information at compile time, and for dynamically updating it at run-time. They also present mechanisms to determine whether a newly adopted (sub)goal will definitely be safe to execute without conflicts, will definitely result in conflicts, or may result in conflicts. If the goal cannot be executed safely, execution of the intention is deferred.

Another approach that uses the goal-plan tree structure is the coverage-based approach proposed by Thangarajah et al. [28]. The coverage of an intention is defined as the percentage of world states for which there is some applicable plan for any subgoal within an intention. In the coverage-based approach, the intention with the lowest coverage, i.e., the highest probability of becoming non-executable due to changes in the environment, is selected for execution. Waters et al. [32, 33] implemented two versions of the coverage-based approach, and showed a significant improvement compared to round-robin and FIFO in scheduling agent’s intentions in dynamic environments.

Arguably the state-of-the-art in GPT-based intention scheduling for a single agent is that of Yao et al. [37–40]. They present an anytime stochastic approach to intention progression based on Monte-Carlo and Single-Player Monte-Carlo Tree Search [6, 14, 20], which uses random sampling to guide the expansion of the search tree. Given a set of goal-plan trees representing an agent’s intentions, the MCTS-based scheduler estimates how good a next step will be based on random sampling of possible interleaving of

Figure 1: Example GPT; circles, rectangles and octagons represent respectively goal, plan and action nodes.
paths through each goal-plan tree. The estimation results of each node become more and more accurate as the search tree is iteratively expanded. When the algorithm halts, the step which leads to the best child node of the root node is returned for execution. In [37], Yao et al. show that their approach outperforms most existing methods used for intention progression including first-in-first-out, round-robin, summary information approaches and coverage-based approaches.

2.2 MCTS-based Intention Scheduling

In this section, we briefly recall the MCTS-based scheduler of Yao et al. [37] which forms the starting point for our approach to scheduling in a multiagent setting, as presented in Section 3.

The MCTS-based intention scheduler takes 4 parameters as input: (1) The current state of the environment, E. (2) A set of goal-plan trees and their step pointer, corresponding to the agent’s intentions, I. (3) The number of node expansions to be performed, α. (4) The number of simulations performed per node expansion, β. The parameters E and I represent the agent’s current state, while α and β together define the computational budget, i.e., how much effort is to be spent on intention selection.

The root node of the MCTS tree, n₀, captures the agent’s current intentions I and the current state of the environment E. The algorithm then iteratively builds a search tree from n₀ based on stochastic simulations. The edges in the search tree represent either the selection of a plan or the execution of an action, which connect the (parent) node representing the original state and the (child) node, which is the state resulting from the plan selection or subgoal selection. In addition, each node in the MCTS tree contains not only the agent’s current intention base and the environment states, but also the statistics resulting from the random simulations, including the total simulation value of the node and the number of times the node has been visited.

The algorithm for building the search tree consists of 4 phases:

Selection: In the selection phase, the leaf node nₑ with the greatest urgency is selected for expansion. A policy called UCT (Upper Confidence Bound for Trees) is used to determine the urgency, by balancing the exploration of less visited nodes with the exploitation of high reward nodes.

Expansion: A list of nodes representing the state after executing one step from nₑ are generated and added as the children of nₑ. Each child represents a different choice of plan or intention.

Simulation: After the expansion phase, one of the newly generated child nodes nₛ is selected for random simulation. The simulation starts from the selected node nₛ, and continues via the random selection of executable steps until a terminal state is reached, i.e., a state where all intentions have been achieved or the remaining intentions cannot be executed any further. An action or a plan is executable if its precondition or context condition holds in the current environment. When a terminal state is reached, the simulation stops and a reward value based on the evaluation function is returned. The evaluation function represents the criteria used to measure the performance of the agent and can be tailored for different problem domains. For example, one criteria used in [37] is the fairness in achieving the agent’s top-level goals.

Back-propagation: Finally, after β simulations, the results are back-propagated from nₛ to all nodes on the path to the root node.

The MCTS-based intention scheduler runs α iterations and then returns the step leading to the child node with the most favourable simulation statistics.

3 OUR APPROACH

In order to extend previous work to the multiagent setting as seamlessly as possible, we assume that the agents act in a turn-based manner, as outlined in Algorithm 1. The agents are also assumed to act in a decentralised manner, such that they may use completely different scheduling strategies, and no agent knows exactly how any other agent is going to schedule its intentions. For a given agent acting in this environment, the intention scheduling problem boils down to finding a schedule/action() method that yields strong performance with respect to its own objective (which may differ from the objectives of the other agents).

As explained in the introduction, previous methods for scheduling BDI agents are not designed for multiagent environments. However, since Yao and Logan’s approach [37] is based on MCTS, which is known to perform well in many multiplayer games [4, 23], we hypothesise that it ought to be adaptable to this setting. Our central idea is just to replace the single player logic in Yao and Logan’s scheduler with the logic in multiplayer MCTS. However, this high-level explanation belies a number of subtle changes that must be made to the agent model, which we describe in detail below.

3.1 Iₐ: Intention-Aware MCTS Scheduling

Since our approach is based on multiplayer MCTS, which involves simulating the behaviour of other agents, it requires a model of how the other agents act. In multiplayer MCTS, it is assumed during the selection phase that external agents will seek to maximise their own objective functions. Therefore, our model must include assumptions about what these objectives are. For example, in a team-oriented task, one might assume that all agents have the same objective; namely, to maximise the total number of team goals completed. However, in a less team-oriented task, such as driving a car in heavy traffic, one might expect other agents to behave somewhat

---

**Algorithm 1 Environment Loop**

1: initialise environment state, s
2: while any agent has valid actions remaining do
3: for each agent ∈ agents do
4: a ← agent.scheduleAction() ▷ turn-based scheduling
5: if a ≠ null and preconditions of a are met then
6: update s according to a
7: else
8: do nothing ▷ ignore null/invalid actions
9: end if
10: end for
11: end while
selfishly, i.e. to favour the completion of their own goals over the completion of other agents’ goals.

Under our approach, we capture this information via two components. First, we assume that for each of the $n$ agents in the environment, the scheduler has a model of that agent’s plans, structured as a forest of goal-plan trees. We denote the forest modelling agent $i$’s plans as $T_i$:

$$T_i = \{ i_1^1, i_1^2, \ldots, i_1^{N_i} \}$$

(1)

where $N_i$ is the total number of top-level goals attributed to agent $i$, and each $i_k^j$ is a goal-plan tree for achieving the $k$th goal. Note that agent $i$ may in reality have fewer or greater than $N_i$ top-level goals, and that even if the goal of $i_k^j$ corresponds to a true goal of agent $i$, some details of the modelled GPT may be inaccurate. The question of how well our scheduler performs under faulty assumptions about the other agents’ intentions is explored in our later experiments.

The second component of our model, which aims to capture the overall objective of each agent (with respect to both its own goals and the goals of the other agents acting in the environment) is a payoff matrix, $P$:

$$P = \begin{pmatrix} P_{11} & P_{12} & P_{13} & \cdots & P_{1n} \\ P_{21} & P_{22} & P_{23} & \cdots & P_{2n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ P_{n1} & P_{n2} & P_{n3} & \cdots & P_{nn} \end{pmatrix}$$

(2)

where $P_{ij} = (p_{ij}^1, p_{ij}^2, \ldots, p_{ij}^{N_i})$ are the assumed payoffs that agent $i$ receives upon the completion of agent $j$’s goals. Payoffs may be positive (implying a shared objective), zero (implying neutrality) or negative (implying that agent $i$ would prefer agent $j$ not to complete the corresponding goal).

Under this model, the total payoff to an agent at the end of a simulation depends on the completion status of all agents’ goals. Let $C_j$ be a binary vector that captures the completion status of agent $j$’s goals, i.e.

$$C_j = \langle c_j^1, c_j^2, \ldots, c_j^{N_i} \rangle$$

(3)

where

$$c_k^j = \begin{cases} 1, & \text{if } i_k^j \in T_i \text{ has been completed} \\ 0, & \text{otherwise} \end{cases}$$

(4)

Agent $i$’s total payoff can then be written as:

$$\text{payoff}_i = \sum_{j=1}^{n} P_{ij} \cdot C_j$$

(5)

where the sum is taken over all agents in the environment.

In the selection phase of MCTS, actions are determined by maximising the UCB1 value [4], which is calculated by summing the average payoff with an exploration bonus:

$$\text{UCB1 value} = \frac{\text{sum(payoffs)}}{n} + c \sqrt{\frac{2 \ln N}{n}}$$

(6)

where $c$ is an exploration constant, $n$ is the number of times the action has been tried, $N$ is the total number of simulations performed so far, and payoffs are calculated according to Equation 5. In our experiments we set $c$ to the standard value of $\sqrt{2}$; we also tried doubling and halving this value to little effect.

We name the overall scheduling approach, $I_A$.

### 3.2 Assumptions

One of the main assumptions made in $I_A$ is that the scheduling is turn-based. An alternative approach would be to add execution times to actions, as in Yao et al.’s work [39], and let each agent act whenever it is free. However, this would require an approach to handling environment variable conflicts, i.e. when two agents are attempting to modify the same environment variable simultaneously. Since temporal aspects are not the main focus of this work, we deliberately avoid this complication.

Another requirement of our approach is that the scheduler can somehow infer the progress of the other agents’ GPTs, so that it knows the starting point for the simulations. In this work, we take a simple approach: First, we assume that the scheduler can observe all environment variable changes. Then, when an action is taken by some external agent, it either:

(i) conforms to the scheduler’s model of that agent, i.e. the action taken was possible under the scheduler’s model, and implies that the external agent progressed a particular intention. The scheduler then records the progress of that intention; or

(ii) does not conform to the scheduler’s model of the external agent, in which case the scheduler does not record an update.

A more sophisticated approach would be to somehow maintain a probability distribution over the other agents’ statuses and sample from that distribution at the beginning of the simulations, though we leave this as an idea for future work.

Finally, one additional consideration in multiagent scheduling is that it may not always be beneficial for an agent to progress an intention, since doing so may obstruct an allied agent, or assist an adversary. To account for this, we allow schedulers to pass. In preliminary experiments, this occasionally led to stalemates, where all schedulers passed repeatedly. We resolved this by terminating the task if all schedulers passed three times in a row.

### 4 Experiments

In this section, we investigate the properties of our proposed scheduler by conducting a series of experiments.

#### 4.1 Experimental Setup

While $I_A$ can in theory handle environments containing any number of agents, we limited our study to two-agent environments in order to simplify analysis. To investigate the behaviour of $I_A$ under different payoff schemes, we considered three configurations:

- **Allied** (Section 4.2). $I_A$ is incentivised to behave in a team-oriented manner, receiving a +1 payoff whenever either agent completes a goal. An example of where such scenarios might arise is a team robotics task where the behaviour of all robots is known, but not all of them can be reprogrammed to act under a single scheduler.

- **Neutral** (Section 4.3). $I_A$ is configured to behave “selfishly”, receiving a +1 payoff whenever it completes a goal, but 0 payoff whenever the other agent completes a goal. This scenario is motivated by tasks involving a limited resource, where agents will naturally interfere with each other by pursuing their intentions.

- **Adversarial** (Section 4.4). $I_A$ still receives a +1 payoff for completing its own goals, but is also encouraged to obstruct the other agent via a -1 payoff whenever the other agent completes a goal.
An example scenario is a capture-the-flag game, where each team knows roughly the high-level strategies of the other team. Note that the individual payoff values need not be in \([-1, 0, +1]\), nor are the above the only possible alliance types; they were merely chosen as a diverse set of scenarios.

To generate goal-plan trees for our experiments, we used the same generator as Yao and Logan [37]. This generator was also used for the 2019 Intention Progression Competition\(^1\), and is designed to generate non-trivial tasks that include conflicting goals and actions. In keeping with our assumption that the environment is turned-based, the actions in the generated GPTs are not durative. It is possible for an agent to block another agent’s future action by violating its preconditions, but it is impossible to violate the preconditions of an action during its execution. For the most part, we used the same generator settings as in Section 6.1.1 of Yao and Logan’s work [37]. The generated GPTs had a depth of 5 and one subgoal per plan. Each forest contained 12 GPTs, with 6 assigned to each scheduler in our two-agent experiments. Each GPT contained either one or two plans, with a 50% chance of each.\(^2\)

The first key question we sought to answer was whether \(I_A\)’s intention-awareness would actually give it an advantage in practice. To answer this, we benchmarked against a number of different single-agent schedulers from previous work. These “naïve” schedulers simply progress their own intentions, ignoring those of other agents. They still witness environment variable changes caused by other agents, but cannot anticipate these changes. The specific schedulers we benchmarked against were as follows:

- **Naïve MCTS.** Our implementation of this scheduler was taken from Yao and Logan [37]. It can be thought of as an “intention-unaware” version of \(I_A\).
- **First in, First out (FIFO).** FIFO selects the first intention in its GPT forest that is progressable, then continues progressing that intention until it is completed or no longer progressable. It keeps repeating this process until no intentions are progressable.
- **C0 and C1.** These schedulers are based on the coverage heuristic, as explained in Section 2.1. C1 always progresses the intention with the least coverage, while C0 is essentially a hybrid between C1 and FIFO: It selects the intention with the least coverage, then progresses that intention until it is completed or no longer progressable. Our implementations are exactly the same as in Yao and Logan [37].
- **Round robin (RR).** Iterates through the intentions in turn, skipping intentions that are unprogressable.
- **Random.** Randomly selects a progressable intention. This is the same scheduling approach used to generate the rollouts in the simulation phase of \(I_A\).

Besides serving as baselines, the above schedulers also serve as different partner types in our experiments.

On the presumption that intention-awareness would prove beneficial in at least some cases, we sought to investigate whether the edge would persist if \(I_A\) was given only partial knowledge of the other agent’s intentions. To do so, we configured two versions of \(I_A\): Full vision, which sees only half of the other agent’s GPTs. The partial vision scheduler sees 9 GPTs in total: Its own 6 GPTs, plus 3 belonging to the other agent. Moreover, it only receives payoffs for the completion of goals that it is aware of.

Finally, we sought to investigate how much \(I_A\)’s performance would be affected by its assumption regarding the other agent’s objective; namely, by whether \(I_A\) expects the other agent to behave selfishly or in a team-oriented manner. Accordingly, we ran the allied and neutral experiments twice: Once with \(I_A\) expecting the other agent to maximise the neutral objective, and once with it expecting the other agent to maximise the allied objective. In the adversarial experiments, \(I_A\) was configured to expect adversarial behaviour from the other agent, since this is arguably the most natural assumption in adversarial domains.

Following Yao and Logan [37], we set \(\alpha = 100\) and \(\beta = 10\) for all MCTS-based schedulers (full vision \(I_A\), partial vision \(I_A\) and naïve MCTS). To account for the fact that first agent to act will generally complete more intentions on average, we ran two-sided “mirror matches”, with the GPT assignments and first agent to act swapped for the second leg. All results were obtained by averaging over 100 randomly generated GPT forests.

### 4.2 Allied

Results for the **allied** experiment are displayed in Table 1. The top section of the table shows the average total team score when the scheduler to the left was teamed with the various allies along the top. The remaining sections of the table break down the score into the average number goals that the scheduler itself completed, and the average number of goals that its ally completed.

As indicated by the figures in bold, the highest total team score for each ally type was achieved by either full vision \(I_A\) or partial vision \(I_A\). The edge held by the intention-aware schedulers was particularly pronounced when partnered with weak allies. For example, when partnered with the random scheduler, full vision \(I_A\)’s average team score was 10.0, which is almost a full point higher than what any other scheduler achieved. As the score breakdown highlights, this was not only because \(I_A\) completed more of its own goals; it was also because \(I_A\) enabled its allies to complete more goals, despite *not* having direct control over its allies’ decisions. In the case above, the random scheduler completed roughly a full goal more on average when allied with full vision \(I_A\) compared to when it was allied with naive MCTS. This is a very strong result, as it implies that including an intention-aware agent on a team can potentially elevate the performance of other agents, even without reconfiguring them.

The results shown in Table 1 were generated with \(I_A\) configured to expect allied behaviour from its partner. That is, it was assumed in the MCTS simulations that the other agent would seek to maximise the total team score. In reality though, the naïve schedulers are inherently neutral, since they are unaware of other agents. For this reason, we suspected that \(I_A\) might perform better if configured to expect neutral behaviour from its partner. However, when we reran the experiment with this configuration, the results were much the same. We omit the full results here to save space, but to briefly summarise: Under the neutral behaviour assumption, full vision \(I_A\) achieved \(\approx 0.2\) more team goals when allied with round robin, but

---

\(^1\)https://www.intentionprogression.org/

\(^2\)Yao and Logan vary the chance of there being one plan through 0–75%. We fix this value to 50% as a happy medium, and to avoid an excessive number of configurations.
Approximately 0.2 less team goals when allied with naïve MCTS and random. All other differences were negligible. The results for partial vision $I_A$ differed by similarly small magnitudes. Despite not matching our expectations, these results are positive because they imply that $I_A$ is not overly reliant on the accuracy of the payoff matrix.

One final point worth noting about the allied setting is that even in scenarios where the entire team can theoretically be scheduled collaboratively, it may not be tractable to do so, especially if there is a large number of GPTs. This is especially pertinent to MCTS-based scheduling, since the more GPTs, the larger the branching factor of the search tree and the greater the length of the simulations. To illustrate this point, we ran a side experiment using the same randomly generated GPTs as above, but with a single MCTS scheduler responsible for scheduling the entire forest.

The single scheduler completed a fractionally larger percentage of goals than any of the pairings in Table 1, achieving 11.28 goals on average. However, its total computation time was almost double that of the dual $I_A$ partial + $I_A$ partial alliance (precisely, it took 92% longer), and even compared to the dual full vision alliance, it took 36% longer. An idea for future work is to consider ways of splitting a team’s goals between partial vision schedulers so as to achieve the best possible trade-off between average goal completions and computation time.

### 4.3 Neutral

The results of the neutral experiment are summarised in Table 2. For this experiment, we report only the scheduler’s own number of goals completed, since it is the only measure that matters in this scenario. The results clearly show the benefit of intention-awareness: No matter the type of other agent acting in the environment, full vision $I_A$ completed the most goals on average, while partial vision $I_A$ completed the second most goals. As in the allied experiments, it mattered little whether $I_A$ was configured to expect allied behaviour or neutral behaviour from the other agent. (The $I_A$ results in Table 2 are based on assuming neutral behaviour from the other agent; results under the other setting differed by no more than ±0.1).

### 4.4 Adversarial

In the adversarial experiment, full vision $I_A$ achieved a net positive score against all other schedulers (see Table 3). Partial vision $I_A$ achieved a positive score against all schedulers other than full vision $I_A$, again illustrating that $I_A$ was able to exploit even limited knowledge of the other agent’s intentions.

For context, it is important to note that the GPT generator we used does not purposely create “wrecker plans”, i.e. plans whose goal is the negation of another agent’s goal. As such, the adversarial scenario should not be interpreted as typical head-to-head combat; rather, it resembles a situation where there is a “mole” trying to obstruct the plans of another agent while seemingly following its

---

This second result might seem counter-intuitive, given that none of the GPTs are excluded from the simulations in the full vision case. However, forcing the schedulers to select from one half of the forest makes them behave more FIFO-like, which in turn leads to less drawn out simulations.

---

Table 1: Allied setting. The best total team score with each ally type is bolded. Since each scheduler was assigned 6 GPTs, the maximum possible team score was 12.

<table>
<thead>
<tr>
<th>Ally</th>
<th>$I_A$ full</th>
<th>$I_A$ partial</th>
<th>Naïve MCTS</th>
<th>FIFO</th>
<th>C0</th>
<th>C1</th>
<th>Round Rob.</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Own Score</td>
<td>5.63</td>
<td>5.591</td>
<td>5.489</td>
<td>5.409</td>
<td>5.369</td>
<td>5.426</td>
<td>5.193</td>
<td>5.398</td>
</tr>
<tr>
<td>Ally Score</td>
<td>5.563</td>
<td>5.648</td>
<td>5.699</td>
<td>4.739</td>
<td>5.261</td>
<td>5.214</td>
<td>5.504</td>
<td>5.420</td>
</tr>
</tbody>
</table>

(continued)
other scheduler

<table>
<thead>
<tr>
<th></th>
<th>IA full</th>
<th>IA partial</th>
<th>Naive MCTS</th>
<th>FIFO</th>
<th>C0</th>
<th>C1</th>
<th>Round Rob.</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>5.561</td>
<td>5.578</td>
<td>5.606</td>
<td>5.528</td>
<td>5.517</td>
<td>5.528</td>
<td>5.388</td>
<td>5.506</td>
</tr>
<tr>
<td>Opponent</td>
<td>IA full</td>
<td>IA partial</td>
<td>Naive MCTS</td>
<td>FIFO</td>
<td>C0</td>
<td>C1</td>
<td>Round Rob.</td>
<td>Random</td>
</tr>
<tr>
<td>Score</td>
<td>0.000</td>
<td>0.363</td>
<td>0.706</td>
<td>1.029</td>
<td>0.512</td>
<td>1.424</td>
<td>2.118</td>
<td>2.329</td>
</tr>
<tr>
<td>Net Score</td>
<td>1.143</td>
<td>2.065</td>
<td>1.395</td>
<td>1.621</td>
<td>1.183</td>
<td>2.100</td>
<td>2.798</td>
<td>2.999</td>
</tr>
<tr>
<td>Score Against</td>
<td>IA full</td>
<td>IA partial</td>
<td>Naive MCTS</td>
<td>FIFO</td>
<td>C0</td>
<td>C1</td>
<td>Round Rob.</td>
<td>Random</td>
</tr>
<tr>
<td>Score</td>
<td>3.099</td>
<td>4.015</td>
<td>4.658</td>
<td>5.293</td>
<td>4.781</td>
<td>5.296</td>
<td>5.028</td>
<td>4.950</td>
</tr>
<tr>
<td>Score For</td>
<td>IA full</td>
<td>IA partial</td>
<td>Naive MCTS</td>
<td>FIFO</td>
<td>C0</td>
<td>C1</td>
<td>Round Rob.</td>
<td>Random</td>
</tr>
</tbody>
</table>
| Table 2: Neutral setting. The best results achieved with respect to the other scheduler type are bolded.

own plans. Nonetheless, our framework is certainly capable of accommodating wrecker plans, and IA’s edge would almost certainly be stronger if they were included.

Even without wrecker plans, IA was effective at interfering with the plans of other agents. For example, naive MCTS completed roughly 0.5 goals less against full vision IA than it did against any of the non-intention-aware agents. Interestingly though, IA had relatively less success obstructing C0 and FIFO. (Recall from earlier that C0 also behaves in a FIFO-like manner.) One explanation for this is that the policy of completing one intention before starting another is an effective defense mechanism against plan interruption. An idea for future work is to bias IA’s rollouts via the FIFO heuristic to see if it yields better performance than uniform random rollouts.

A final point to note regarding IA’s performance is that the α and β values we used for the MCTS simulations (α = 100 and β = 10), are relatively small compared to those usually employed in game-playing agents. We chose these values partly so that we could run a large number of experiments, and partly to match Yao and Logan [37]. In a side experiment, we tried increasing α to 500, and ran the agent against the default configuration with α = 100. The α = 500 scheduler achieved a net score of +0.11, completing an average of 5.08 goals versus 4.97 by the α = 100 scheduler. On our hardware, the α = 500 scheduler still only took at most a few seconds to calculate each action, which is reasonable for many applications. In domains that allow more deliberation time, it ought to be possible to improve IA’s performance by further increasing α.

Table 3: Adversarial setting. The best net score achieved against each opponent type is bolded.
5 RELATED WORK

In addition to the work of Thangarajah et al. [25, 26, 28], Waters et al. [32, 33] and Yao et al. [38] discussed previously, a number of other approaches to scheduling intentions to avoid conflicts have been proposed in the literature.

Shaw and Bordini have proposed approaches to intention selection based on Petri nets [21] and constraint logic programming [22]. In their work (as in [25, 26]), the plans and sub-goals in a goal-plan tree are regarded as basic steps, and interleaving is at the level of sub-plans and sub-goals. They do not consider interactions between actions in plans.

The TÆMS (Task Analysis, Environment Modelling, and Simulation) framework [10] together with Design-To-Criteria (DTC) scheduling [30] have been used in agent architectures such the Soft Real-Time Agent Architecture [29] and AgentSpeak(XL) [2] to schedule intentions. TÆMS provides a high-level framework for specifying the expected quality, cost and duration of methods (actions) and relationships between tasks (plans). DTC decides which tasks to perform, how to perform them, and the order in which they should be performed, so as to satisfy hard constraints (e.g. deadlines) and maximise the agent’s objective function. DTC can produce schedules that allow interleaved or parallel execution of tasks and can be used in an anytime fashion. In the work closest to that presented here [2], DTC was used to schedule execution of AgentSpeak intentions at the level of individual plans. The TÆMS relations between plans required to generate a schedule (enables, facilitates and hinders) were specified as part of the agent program.

In [19] Sardina et al. show how an HTN planner can be integrated into a BDI agent architecture. However, their focus is on finding a hierarchical decomposition of a plan that is less likely to fail by avoiding incorrect decisions at choice points, and they do not take into account interactions with other concurrent intentions.

In [34], Wilkins et al. presented the Cypress architecture, which combines the Procedural Reasoning System reactive executor PRSCL, and the SIPE-2 look-ahead planner. A Cypress agent uses PRSCL to pursue its intentions using a library of procedures (plans). If a failure occurs during the execution of the plan due to an unanticipated change in the agent’s environment, the executor calls SIPE-2 to produce a new plan to achieve the goal, and continues executing those portions of plans which are not affected. However, their approach focuses on generating new plans to recover from plan failures, rather than interleaving intentions so as to avoid conflicts.

There has also been work on avoiding conflicts in a multi-agent setting. For example, Clement and Durfee [7–9] propose an approach to coordinating concurrent hierarchical planning agents using summary information and HTN planning. However, in this work, summary information is used to identify when conflicts may arise between two or more agents rather than to avoid conflicts between the intentions of a single agent. Moreover, it is assumed that the agents plan offline in a static environment. In [11], Ephraim et al. present an approach to planning and interleaving the execution of tasks by multiple agents. The task of each agent is assigned dynamically, and the execution of all tasks achieves a global goal. They show how conflicts between intentions can be avoided by appropriate scheduling of the actions of the agents.

There has also been work on using MCTS to coordinate the activities of multiple agents. Baker et al. [1] present Co-MCTS, a factored coordinated Monte Carlo tree search algorithm to perform decentralised path planning for multiple coordinated UAVs, and show that it out-performs both conventional path planning and MCTS on real-world examples. However, unlike $I_A$, Co-MCTS takes a centralised approach.

At a high level, multiagent scheduling methods are also related to multiagent reinforcement learning (MARL) [5]. Within MARL, there is extensive work on learning to communicate [12, 24], coordinating exploration [16, 31], and handling non-stationarity (which arises if other agents in the environment also change their behaviour over the course of training) [13]. However, these issues are less relevant to multiagent scheduling, where it is generally assumed that the agents are already capable of performing various behaviours, and the focus is more on achieving synergy. While synergy is also important in multiagent RL, it is often implicit, i.e. by striving for greater expected rewards, the agents naturally learn to perform synergistic actions. Moreover, in multiagent scheduling, it is commonly assumed that there is explicit structure in place that allows agents to reason about conflicts, e.g. GPTs.

6 CONCLUSION

In this paper we introduced $I_A$, an MCTS-based framework for performing intention-aware scheduling in multiagent environments. We tested our approach in three dual-agent scenarios: (i) allied, where the agents collaborate to maximise the total number of goals achieved; (ii) neutral, where the agents pursue the selfish objective of maximising only their own goal achievement; and (iii) adversarial, where the agents strive to complete their own goals whilst interfering with the other agent.

Compared to several previously proposed schedulers that act without regard to other agents, $I_A$’s awareness of other agents’ plan structures gave it a clear edge. In the allied and adversarial experiments, it was not just that $I_A$ completed more of its own goals; it also enabled its allies – particularly the weaker ones – to complete more goals, and was effective at blocking the plans of its adversaries, despite not possessing “wrecker” plans.

When configured so that it could only see some of the other agent’s goal-plan trees, the scheduler’s performance expectedly dropped off compared to full vision $I_A$, but remained above that of naive MCTS (the state-of-the-art approach for the single agent setting), thus confirming that our approach was able to exploit partial information. Moreover, in the allied and neutral experiments, $I_A$’s performance proved robust to different assumptions about the selfishness of the other agent.

Besides the several extension ideas already outlined throughout the paper, a natural direction for future work is to try to reduce $I_A$’s reliance on upfront knowledge about the other agents’ goal-plan trees. For example, one idea is to start with a candidate set of goal-plan trees for the other agents, and try to infer by their actions which trees they are actually following.