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ABSTRACT
In many applications, selfish, dishonest or malicious agents may

find an interest in manipulating others. While many works deal

with designing robust systems, few works deal with logical rea-

soning about manipulation. Based on social science literature, we

propose a new logical framework to express and reason about ma-

nipulation, defined as a deliberate effect to instrumentalize a victim

while making sure to conceal that instrumentalization. Since ma-

nipulation relies on deliberate effects of a manipulator, we propose

a new BIAT operator to catch deliberate effects. We first prove

that this logical framework is sound and complete. Then we for-

mally define manipulation and we show our logical framework also

expresses related notions such as coercion, persuasion, or deception.
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In many applications, selfish, dishonest or malicious agents may

find an interest in manipulating others. In computer science and

social science, manipulation is viewed as controlling or influencing

somebody or something, often in a dishonest way so that they do

not realize it. For example, reputation systems evaluate the trust

that one agent should place in another depending on other agent’s

testimonies. In those systems, agents may have interest in lying so

as to mislead others, and push them to interact with some specific

agents [18, 19, 30]. This is manipulation in the sense that, to be

effective, the liar must ensure that the other agents are unaware he

intended to mislead them.

In the field of artificial intelligence, many works dealt with

manipulation in social choice theory [12, 26, 29, 33], game the-

ory [11, 46], recommendation systems [24, 28]. However, very few

works have focused on modeling manipulation using a formal logic

to describe and reason about it. In modal logic literature, some

related works have examined modeling social influence [22] and

deception [32, 45]. Interestingly, manipulation can be seen as the

combination of both approaches, namely modeling the deliberate

effect of influencing another agent while concealing this influence.

By deliberate effect, we mean an effect that an agent has fully de-

cided and anticipated [8]. Furthermore, in this article, rather than
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talking about influence, we prefer talking about instrumentalization.
According to the Oxford dictionnary, it means "To make or render

(something) instrumental to accomplishing a purpose or result; to

use as a means to an end". Thus instrumentalization can be seen as

a special case of influence restricted to other agents’ actions.

Thus, we propose in this article a new modal logic that allows to

reason about manipulation. The contribution of this work is twofold.

Firstly, we propose a new deliberate BIAT modality which does

not already exist in the literature and combine it with a classical

STIT modality to catch all consequences of actions and side-effects

of actions. Secondly, we use this framework to provide a formal

definition of manipulation, based on social science literature.

The remainder of this article is structured as follows. In Section 1,

we propose a general definition of manipulation and make a review

of related works in modal logic literature. In Section 2, in view of

the previous definition of manipulation, we survey available logical

tools that are able to express it. In Section 3, we propose a logical

framework and show that it is sound and complete. In Section 4,

we formally define manipulation, and show our formal framework

also models coercion, persuasion and deception. Finally, in Section 5

we instantiate an example.

1 FORMALIZING MANIPULATION
In this section, we first present several works about manipulation

from the point of view of social science and use them to give a

general synthetic definition of manipulation. We then present some

related works about modeling influence and dishonesty in multi-

agent systems.

1.1 Manipulation in social science
In the field of politics, marketing and psychiatry, manipulation

is sometimes defined as the act of altering the judgment of indi-

viduals, depriving them of part of their judgment and deliberate

choices [9, 21, 39]. However, according to most psychologists, this

definition brings rational persuasion, deception or even coercion

into the field of manipulation while "most people would distinguish

manipulation from persuasion, on one hand, and from coercion,

on the other" [31]. There seems to be a consensus on that "manip-

ulation is not exactly coercion, not precisely persuasion, and not

entirely similar to deception" [15].

One of the major characteristic of manipulation is that it is an

invisible exercise of power and so it is necessarily hidden from the

target. As Goodin [14] stated: "One person manipulates another

when he deceptively influences him, causing the other to act con-

trary to his putative will. Manipulation is something which actually

happens invisibly. [...] By the time we start talking about manipula-

tion at all, the act has been already exposed. But when we do speak

of manipulation, either in the past tense (’I was manipulated’) or in
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the second third person (’You/they are beingmanipulated’) we think

we really are telling him something he does not already know". Sim-

ilarly, Handelman [15] highlights that "the inevitable conclusion is

that during a manipulation interaction the target cannot identify

that he operates under a manipulative influence". Consequently

manipulation is an instrumentalization and it is hidden from the

target. Hence, by considering a synthesis of the definitions given

in [2, 10, 15, 40] and adapting it to multi-agent systems, we retain

the following definition of manipulation.

Definition 1.1. An agent (called a manipulator) is manipulating

another agent (called a victim) if, and only if, the manipulator de-

liberately instrumentalizes the victim while making sure to conceal

that instrumentalization to the victim.

1.2 Related works in artificial intelligence
In artificial intelligence, works on manipulation only focus either

on exhibiting manipulations to show a system’s weakness, or on

designing robust systems such as in reputation systems [42], in

social choice theory [12] or in game theory [46]. However these

approaches do not express manipulation as social science does but

only focus on decision-making processes. Modal logics allow to

explicitly describe notions of intention, belief and knowledge that

are fundamental to manipulations. Several logical approaches have

already studied similar notions such as social influence [7, 22, 34],

lying and deception [32, 45].

Concerning the social influence, Lorini and Sartor [22] define

with a STIT logic the fact that an agent i makes sure that another

agent j realizes in the future the action expected by i . Bottazzi and
Troquard [7] define the influence with a BIAT logic as the effect of

an agent i to bring another agent j to do something. Let us notice

that STIT and BIAT formalisms appear to be appropriate to model

instrumentalization and we detail them in Section 2.2.

Concerning deception, lying is the intention of an agent i to
inform an agent j about something in order to make j believing it
while the agent i believes in its opposite [32, 45]. Van Ditmarsch

et al. [45] use dynamic doxastic logics with a modality to describe

the action of private announcements which is used to describe lying.

Sakama et al. [32] use a modal logic and introduce a modality of

communication between two agents, a modality of belief as well

as a modality of intention in order to express lying, bullshitting or

deception by withholding information.

After having reviewed works on manipulation in point of view of

social science and then by having reviewed works on formal logics

that deal with related notions of deception and social influence,

there is, to the best of our knowledge, no work in formal logics that

deals with modeling manipulation.

2 INGREDIENTS TO MODEL MANIPULATION
In this section, since manipulation is a deliberate effet with conceal-

ment, we survey related works in literature about how to represent

concealment and deliberate effects.

2.1 Manipulation as a lack of being aware?
Logicians [17, 35, 43] expressed the meaning of being aware about

something in dynamic logical frameworks. According to them, an

agent i is aware of a formula ϕ if ϕ is in the agent’s awareness

correspondence function [35]. This function is a set-valued function

that associates for each possible world and each agent, the set of

formula that the agent is aware of. We might think that we need

to consider concealment of manipulation as a lack of being aware

rather than a lack of knowledge. However in this work, we consider

concealment of manipulation as a lack of knowledge and we let the

awareness representation as a future perspective.

2.2 Modeling deliberate effects
Since manipulation is a deliberate effect, we need an action logic to

represent both deliberate effects and consequences of actions. To

formalize the notion of actions in logic, many formalisms exist. For

instance, dynamic logics [16] and temporal logics [3] consider sev-

eral action modalities where each action modality is associated with

a program and its outputs. Giordano et al. [13] consider distinct

modalities for each possible action and add to their formalism a

consequence operator in order to catch causality and ramifications.

Dynamic epistemic logics express the logical consequences gener-

ated by public or private announcements of agents [44]. Many other

formalisms exist such as fluent calculus. For a detailed survey, the

interested reader may refer to Segerberg et al. [36]. However in our

case, we do not want to consider explicit actions as distinct modal-

ities because manipulation can take many forms (e.g. lies, rumor

propagation, emotional blackmail) and does not depend on partic-

ular actions but rather on its results. Thus, two approaches seem

relevant: the STIT [4, 5, 22] and the BIAT formalism [27, 34, 41],

which both consider, in an abstract way, the fact of ensuring that

something is done.

Both STIT and BIAT formalisms consider actions as the fruit

of their consequences. This level of abstraction is well-adapted to

define manipulation. The BIAT approaches consider a modality Ei
which means that the agent i brings it about. BIAT is side-effects free,
i.e. indirect consequences of actions are not considered as intended

effects. While STIT approaches represent a modality [ST IT ]i which
describes the fact that the agent i sees to it that and catches all
consequences of actions. Although these two approaches are often

confused, the main difference between these two formalisms lies in

the semantics of these modalities. STIT approaches consider a S5

system whereas BIAT is a non normal system based on neighbor-

hood functions. Furthermore, standard STIT logics use a notion of

temporality while BIAT logics do not.

In the literature, STIT approaches already defined a deliberate

effect. Lorini and Sartor [22] consider that something is done delib-

erately by one agent i if i sees to it that something is done while

it is not necessarily the case. Let us imagine a situation in which

one agent i caused a car crash deliberately to take advantage of car

insurance. But after this car accident, a person was dead on the road.

By following the formal definition of Lorini and Sartor’s deliberate

STIT, we would deduce that the agent i deliberate sees to it that

"the car is crashed" but also, all indirect consequences as "a person

is dead". Consequently by following STIT reasoning and since it

was not necessarily the case (if the agent did not choose to cause

this accident) that the person is dead, we would also deduce that i
deliberate sees to it that "the person is dead". However we claim the

opposite. Even if the agent i deliberately caused this car accident,

he did not deliberately kill the victim. Furthermore a deliberate

Research Paper  AAMAS 2020, May 9–13, Auckland, New Zealand

700



effect must be known by the agent. Indeed when we deliberate do

or do not something, then we know what we are doing. Because

they use standard STIT approach, Lorini and Sartor do not and

cannot consider positive and negative introspection on knowledge.

To the best of our knowledge, there is no other deliberate effect

operator with the following properties:

• negative and positive introspection;

• side-effect free.

Consequently, since BIAT is side-effect free and makes it easy to

express positive and negative introspection, we define in the sequel

a new deliberate BIAT operator that takes into account these points.

3 A MODAL LOGIC FOR MANIPULATION
We propose in this section a modal logic that considers several

modalities: deliberate effects, all consequences of actions, belief

and knowledge. As explained previously, STIT semantic catches

all (and indirect) consequences of actions while BIAT semantics

catches the deliberate effects. Thus, we distinguish a modality of

deliberate effects (expressed by a BIAT-like modality Edi ) from a

notion to capture consequences of actions performed (expressed

by a STIT-like modality Ei ). Thanks to these modalities we are able

to express instrumentalization and concealment.

3.1 Language
Let P = {a,b, c, ...} be a set of propositional letters, and N be

a finite set of agents with i, j ∈ N two agents, and p ∈ P be

a propositional variable. We define LKBE the language with the

following BNF grammar rule:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | ϕ ∧ ϕ | ϕ ⇒ ϕ | Kiϕ | Biϕ | Eiϕ | Edi ϕ

The formula Eiϕ means that the actions of i lead toϕ. So Ei repre-
sents the effects of actions which may have been deliberated or not,

such as side-effects. The formula Edi ϕ means that ϕ is a deliberate

effect
1
by agent i . This modality is semantically represented with

a neighborhood function. Each deliberate effect is represented as

a set of possible worlds. Hence, the set of all sets of worlds in the

neighborhood function represents all deliberate effects. Finally the

formulas Kiϕ and Biϕ mean respectively that the agent knows that

ϕ, and the agent believes that ϕ.

3.2 Associated semantics
We consider the following logical frame:

C = (W, {Bi }i ∈N , {Ki }i ∈N , {Ei }i ∈N , {E
d
i }i ∈N)

whereW is a nonempty set of possible worlds, {Bi }i ∈N , {Ki }i ∈N ,

{Ei }i ∈N are sets of binary relationships, and {Edi }i ∈N is a set of

neighborhood functions i.e. ∀i ∈ N , Edi : W → 2
2
W

.

We define a model as M = (W, {Bi }i ∈N , {Ki }i ∈N , {Ei }i ∈N ,

{Edi }i ∈N , V ) with V : P → 2
W

an interpretation function. For all

w ∈ W, and ϕ,ψ ∈ LKBE , and p ∈ P:

(1) M,w |= ⊤

(2) M,w ̸ |= ⊥

(3) M,w |= p iffw ∈ V (p)

1
In this article, deliberate effects may also be associated with the expressions "bring

about something" or "see to it that".

(4) M,w |= ¬ϕ iff M,w ̸ |= ϕ
(5) M,w |= ϕ ∨ψ iff M,w |= ϕ or M,w |= ψ
(6) M,w |= ϕ ∧ψ iff M,w |= ϕ and M,w |= ψ
(7) M,w |= ϕ ⇒ ψ iff M,w |= ¬ϕ or M,w |= ψ
(8) M,w |= Biϕ iff ∀v ∈ W,wBiv : M,v |= ϕ
(9) M,w |= Kiϕ iff ∀v ∈ W,wKiv : M,v |= ϕ
(10) M,w |= Eiϕ iff ∀v ∈ W,wEiv : M,v |= ϕ

(11) M,w |= Edi ϕ iff |ϕ | ∈ Edi (w),

with |ϕ | := {v ∈ W : M,v |= ϕ}

Let us remind that ϕ is valid in M (written M |= ϕ) if, and only

if, for all worldsw ∈ W, ϕ is satisfiable inw i.e. M,w |= ϕ is true.

A formula ϕ is valid in a frame C (written |=C ϕ or C |= ϕ) if, and
only if, for all models M built on C, M |= ϕ. In this case ϕ is a

tautology of C, written |=C ϕ.
For the modalities of knowledge and belief, we conventionally

constrain our frame C so that, for any agent i ∈ N , Ki is reflexive,
transitive and confluent2 and Bi is serial, transitive and Euclidean.
The constraints and relations between these two modalities have

already been well studied [38]. Thus, we first consider that an agent

i believes what it knows, namely:

∀w ∈ W : Bi (w) ⊆ Ki (w) (KB1)

If an agent believes something then it knows it believes it:

∀w,u,v ∈ W : wKiu ∧ uBiv ⇒ wBiv (KB2)

In the same way, an agent knows what it does not believe:

∀w,u,v ∈ W : wKiu ∧wBiv ⇒ uBiv (KB3)

The constraint E1 expresses the fact that once the actions leading

to ϕ are done by the agent i , then ϕ is true (axiom T):

∀w ∈ W : wEiw (E1)

From this constraint, we immediately deduce that Ei is also serial
and thus this system satisfies the property D. Ei is also transitive
because when the actions of agent i lead to ϕ, these actions also
lead to the fact that these actions are done properly. Moreover, if an

agent i does not perform actions that lead to some consequences ϕ,
then agent i indirectly performs actions that lead to not realize the

actions that lead to ϕ. Thus the relation Ei is Euclidean.
The constraints for the deliberate effect modality is defined as

follows: the main difference with the operator Ei is that an agent i
cannot deliberately brings about a tautology (called nNEd).

∀w ∈ W :W < Edi (w) (nNEd)

In addition, when an agent i deliberately brings about a state

of the world, then the agent i performs actions that lead to this

state of the world. There is therefore a link between the deliberate

effect modality and the consequences of actions, represented by

the constraint (called EdE):

∀w ∈ W : S ∈ Edi (w) ⇒ Ei (w) ⊆ S (EdE)

2
A binary relation R on W is confluent if, and only if, the following property is

satisfied ∀w, u, v ∈ W, wRu ∧wRv → ∃z ∈ W : uRz ∧vRz . Here we do not

consider a S5 system with negative introspection but a S4.2 system. For details, the

interesting reader may refer to [38] who gave arguments to support S4.2 rather than

S5 for modeling knowledge.
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When an agent i deliberately brings about ϕ while deliberately

brings aboutψ , then agent i deliberately brings about ϕ ∧ψ :

∀w ∈ W : S ∈ Edi (w) ∧T ∈ Edi (w) =⇒ S ∩T ∈ Edi (w) (CE)

However we do not consider the reciprocal. A deliberate effect

when it concerns a whole is not equivalent to the sum of its parts.

For instance, when you deliberately eat a cake with hazelnuts, you

do not deliberately eat the cake’s dough and you do not deliberately

eat the cake’s hazelnuts independently. Furthermore the reciprocal

∀w ∈ W : S ∩ T ∈ Edi (w) =⇒ S ∈ Edi (w) ∧ T ∈ Edi (w) which

is associated with Edi (ϕ ∧ψ ) ⇒ Edi ϕ ∧ Edi ψ cannot be considered

for a technical reason. An immediate result which comes from

topology [25] says that it is also equivalent to ∀w ∈ W : S ∈

Edi (w) ∧ S ⊆ T =⇒ T ∈ Edi (w) and it is inconsistent with the

constraint ∀w ∈ W :W < Edi (w) (nNED).
Finally, the deliberate effect modality satisfies positive (EdKP)

and negative (EdKN) introspection in relation to the modality of

knowledge.

∀w ∈ W : Edi (w) ⊆
⋂

v ∈W:wKiv

Edi (v) (EdKP)

∀w ∈ W : ∀S < Edi (w) =⇒ S <
⋃

v ∈W:wKiv

Edi (v) (EdKN )

Respectively, these constraints mean that an agent who deliber-

ately brings about a certain consequence, knows that he deliberately

brings about it. If an agent i does not deliberately brings about a

certain consequence, then agent i knows that it deliberately does

not bring about this consequence.

3.3 Associated axiomatic system
Given the constraints on our framework, the associated axiomatic

system is given in Figure 1: ⊢ ϕ means that ϕ is a theorem. More-

over, for all modalities □ ∈ {Ki ,Bi ,Ei ,E
d
i }, we have the modus

ponens (MP), the substitution (SUB) and the rule of inference (RE)
i.e. from ⊢ ϕ ⇔ ψ , infer ⊢ □ϕ ⇔ □ψ . However, the rule of necessi-
tation (NEC) is only verified for normal modalities i.e. for all □ ∈

{Ki ,Bi ,Ei }, from ⊢ ϕ, infer ⊢ □ϕ. Finally, we have duality (DUAL)

i.e. for all (□,^) ∈ {(Bi , ⟨Bi ⟩), (Ki , ⟨Ki ⟩), (Ei , ⟨Ei ⟩), (E
d
i , ⟨E

d
i ⟩)},

⊢ □ϕ ⇔ ¬^¬ϕ.

3.4 Soundness
It is well known that the semantics of a normal modality of a system

S5 that preserves validity is an equivalence relation [6]. Since the

relation Ei is an equivalence relation, the rules of S5 preserve

the validity. Then a relation Ki which is reflexive, transitive and
confluent is sound with a S4.2 system. Concerning the inference

rules between the modality Ki and Bi , Stalnaker [38] showed they

are valid in our logical frame.Moreover, it is well known that a serial,

transitive and Euclidean relation preserves the validity of a KD45

system for the modality Bi . Thus, in this section, we only focus

on the non-normal properties associated with the neighborhood

semantics Edi . The following properties are in [25]:

• (1) C |= ¬Edi ⊤ iff ∀w ∈ W : W < Edi (w)

• (2) C |= Edi p ∧ Edi q ⇒ Edi (p ∧ q) iff

∀w ∈ W : S ∈ Edi (w) ∧T ∈ Edi (w) =⇒ S ∩T ∈ Edi (w)

(PC) All tautologies of Propositional Calculus

(S4Ki ) All S4-axioms for Ki
(4.2Ki ) ⊢ ⟨Ki ⟩Kiϕ ⇒ Ki ⟨Ki ⟩ϕ

(KD45Bi ) All KD45-axioms for Bi
(S5Ei ) All S5-axioms for Ei
(KiBi ) ⊢ Kiϕ ⇒ Biϕ
(4Ki ,Bi ) ⊢ Biϕ ⇒ KiBiϕ
(5Ki ,Bi ) ⊢ ¬Biϕ ⇒ Ki¬Biϕ

(Edi Ei ) ⊢ Edi ϕ ⇒ Eiϕ

(CEdi
) ⊢ Edi ϕ ∧ Edi ψ ⇒ Edi (ϕ ∧ψ )

(¬NEdi
) ⊢ ¬Edi ⊤

(4Ki ,Edi
) ⊢ Edi ϕ ⇒ KiE

d
i ϕ

(5Ki ,Edi
) ⊢ ¬Edi ϕ ⇒ Ki¬E

d
i ϕ

Figure 1: Axiomatic system KBE

Other properties are standard to prove by using contraposition

and building a right countermodel. Consequently it is straightfor-

ward to prove that our KBE system is sound.

Theorem 3.1. The KBE system is sound.

Proof. Substitution, modus ponens, and necessitation preserve

the validity for any normal modality [6] and for Edi : (PC), (SUB),
(MP), (RE), (DUAL) also preserve validity [25]. So KBE is sound.

□

3.5 KBE Completeness
In order to prove that our system is complete, we apply a Henkin-

like proof method by building a canonical model which relies on

Maximal Consistent Sets (MCS) and a notion of minimal canonical
model for neighborhood semantics [25].

Theorem 3.2. The KBE system is complete.

Proof. Due to space restrictions and because it is standard,

we only present a sketch of the proof. The proof is based on the

Henkin-like proof method and the sets of MCS. We consider a

minimal canonical model Mc
which is a model s.t. for all i ∈

N , and w ∈ Wc
with Wc

a set of MCS, for each (Rc ,□) ∈

{(Kc
i ,Ki ), (B

c
i ,Bi ), (E

c
i ,Ei )}, wRcv iff □ϕ ∈ w =⇒ ϕ ∈ v , and

Ed
c

i (w) := {| |ϕ | | : Eiϕ ∈ w} with | |ϕ | | := {w ∈ Wc
: ϕ ∈ w}

and V c (p) = | |p | | with p a propositional letter. We firstly prove

by induction that it satisfies the truth lemma [25] and secondly

we prove that all frame properties hold. Particularly Ki , Bi and

Ei are standard [6]. However, Edi may raise an issue due to the

property (EdKN ). Let us notice that, when X < Ed
c

i (w) andwKc
i v

with w,v ∈ Wc
, we must consider two cases. If X is in the form

X = | |ϕ | |, then ¬Edi ϕ ∈ w . Furthermore as ⊢ ¬Edi ϕ ⇒ Ki¬E
d
i ϕ,

we have ¬Edi ϕ ⇒ Ki¬E
d
i ϕ ∈ w (cf. truth lemma) and by a MCS

property on implication, we have immediately Ki¬E
d
i ϕ ∈ w . Fi-

nally, with the definition of the canonical model and sincewKiv ,

we have X < Ed
c

i (v). However if ϕ is not in the form X = | |ϕ | |,
then by definition of the minimal canonical model, we deduce that
for all u ∈ Wc

such that there is no ϕ ∈ LKBE ,u = | |ϕ | | then

X < Ed
c

i (u). So X < Ed
c

i (v).
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In conclusion, we prove that for all valid formulas ϕ in our frame

C, ϕ is valid for all modelsM on C. Thus, ϕ is valid in all canonical

model Mc
and so ⊢ ϕ. Consequently, our KBE system is complete.

□

Moreover it is easy to show that the KBE system has the deduction
theorem, is also strongly complete and strongly sound [6, 25].

3.6 Some frame properties
Let us remark that the property D holds for Edi . Other interesting
theorems can also be deduced. In particular, when an agent ensures

that another agent believes something, then it ensures that the

other agent does not believe that a third-party agent can know the

opposite.

Theorem 3.3.

(1) ⊢ ¬Edi ⊥ (DEdi
)

(2) concealing contrary beliefs: ⊢ Edi Bjϕ ⇒ Ei¬BjKk¬ϕ

(3) concealing knowledge: ⊢ Edi ¬Bjϕ ⇒ Ei¬BjKkϕ

Proof. All these theorems can be obtained by our Hilbert proof

system. We only give sketches about the rules to apply.

(1) Just notice that ⊢ ¬Ei⊥ ⇒ ¬Edi ⊥.
(2) The first step is to show that ⊢ (Bjϕ ⇒ ¬BjKk¬ϕ). This the-

orem directly comes from reductio ad absurdum on Bjϕ ∧ BjKk¬ϕ
and by using (TKk ). The second step is to apply necessitation

⊢ Ei (Bjϕ ⇒ ¬BjKk¬ϕ) and with (KEi ) + (MP), immediately we

have ⊢ EiBjϕ ⇒ Ei¬BjKk¬ϕ. Finally with (Edi Ei ) + (MP), we

deduce ⊢ Edi Bjϕ ⇒ Ei¬BjKk¬ϕ.
(3) Firstly with (NECBj ) on (TKk ), we have ⊢ BjKkϕ ⇒ Bjϕ. Sec-

ondly by applying (NECEi ) on the contraposition of this theorem,

we obtain ⊢ Ei¬Bjϕ ⇒ Ei¬BjKkϕ. Finally we prove the theorem

⊢ Edi ¬Bjϕ ⇒ Ei¬BjKkϕ with (Edi Ei ) + (MP).
□

These theorems tell us that when an agent i brings it about new
beliefs in another agent j they also maintained consistency (i.e. by

preventing j to know that a third party agentmay know the opposite

as it is the case for i). Let us notice that ⊢ Edi ¬Kjϕ ⇒ Ei¬KjKkϕ is

also a theorem by following the same method as in (3). Moreover,

as the contraposition of ⊢ Kkϕ ⇒ Bkϕ is ⊢ ¬Bkϕ ⇒ ¬Kkϕ and

⊢ Edi ϕ ⇒ Eiϕ is ⊢ ¬Eiϕ ⇒ ¬Edi ϕ, we deduce two immediate

corollaries to these theorems:

(1) ⊢ Edi Bjϕ ⇒ ¬Edi KjKk¬ϕ

(2) ⊢ Edi ¬Bjϕ ⇒ ¬Edi KjKkϕ

We also prove a qui facit per alium facit per se principle i.e. "he
who acts through another does the act himself".

Theorem 3.4. (Qui facit per alium facit per se)

⊢ (Edi Ejϕ ∨ Edi E
d
j ϕ) ⇒ Eiϕ

Proof. For the left part of the disjunction with (Edi Ei ) and

(NECEi ) on (TEj ), we immediatly have ⊢ Edi Ejϕ ⇒ Eiϕ. For the

right part of the disjunction with (Edi Ei ), we have by substitution

⊢ Edi Ejϕ ⇒ EiEjϕ. Then with (NECEi ) on (TEj ), ⊢ E
d
i E

d
j ϕ ⇒ Eiϕ.

Consequently by disjunction elimination we deduce the theorem

⊢ (Edi Ejϕ ∨ Edi E
d
j ϕ) ⇒ Eiϕ.

□

This theorem means that an agent influencing another agent to

act illegally also acts itself. Thus in a legal context, a manipulative

agent is also responsible for illegal acts perpetrated by a manipu-

lated agent. Therefore the manipulator has some responsibility in

these acts committed by this principle.

4 MODELING MANIPULATIONS
In this section we first define formally what a manipulation is.

Secondly we show our logical framework can model coercion, per-

suasion and some form of deception, and thus is consistent with

"manipulation is not exactly coercion, not precisely persuasion, and

not entirely similar to deception" [15].

4.1 What manipulation is
In terms of manipulation, a manipulator always intended to influ-

ence the intentions: by pushing his victim to do something, or by

preventing his victim from doing something. We call this influence

an instrumentalization. Moreover, the manipulator always deliber-

ately intended to conceal this instrumentalization. Thus, we can

characterize manipulation depending on (1) what the manipulator

wanted the victim to realize ; (2) whether the victim deliberately

intended to realize the manipulator’s will; (3) how the manipulator

intended to conceal. Hence, we consider constructive manipulations
when a manipulator brings his victim about doing something, and

destructive manipulations when the manipulator aims at preventing

an agent from doing something. Since manipulation is a deliber-

ate effect of the manipulator, we also need to distinguish between

bringing another agent about doing something in a deliberate way

from doing it in an unintentional way. Thus, a strong manipula-
tion is when the manipulator deliberately brings the manipulated

agent about deliberately doing something, and a soft manipulation
when the manipulator brings the manipulated agent about doing

something. Finally we distinguish different forms of manipulation

depending on whether the dissimulation is based on knowledge

or beliefs: we call an epistemic concealment when the manipulator

aims at preventing the victim to know his effects, and a doxastic
concealment when the manipulator aims at preventing the victim

to believe his effects.

The Table 1 and the Table 2 present different ways of expressing

instrumentalization and concealment in the case of constructive

manipulations and the case of destructive manipulations.

Instrumentalization Concealment
Strong (Edi E

d
j ϕ) Epistemic (Edi ¬KjE

d
i E

d
j ϕ)

Soft (Edi Ejϕ) Doxastic (Edi ¬BjE
d
i Ejϕ)

Table 1: Constructive forms of manipulation

The Table 1 shows the different components of a constructive

manipulation. For example, a strong instrumentalization is repre-

sented by the formula Edi E
d
j ϕ. Literally, this formula describes that
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the agent i employed a strategy leading to the agent j performing

deliberately a set of actions which lead to the consequence ϕ. A

soft instrumentalization can be represented by the formula Edi Ejϕ.
Finally, in the case of constructive manipulations, an epistemic con-
cealment can be represented by the formula Edi ¬KjE

d
i Ejϕ and a

doxastic concealment by the formula Edi ¬BjE
d
i Ejϕ.

Instrumentalization Concealment
Strong (Edi ¬E

d
j ϕ) Epistemic (Edi ¬KjE

d
i ¬E

d
j ϕ)

Soft (Edi ¬Ejϕ) Doxastic (Edi ¬BjE
d
i ¬Ejϕ)

Table 2: Destructive forms of manipulation

The Table 2 describes the different components when amanipula-

tion is destructive. For example, in this case of destructive manipula-

tions, soft instrumentalization is represented by the formula Edi ¬Ejϕ,

a strong manipulation is represented by the formula Edi ¬E
d
j ϕ, then

an epistemic concealment by the formula Edi ¬KjE
d
i ¬E

d
j ϕ and finally,

a doxastic concealment is represented by the formulaEdi ¬BjE
d
i ¬E

d
j ϕ.

In the sequel, we combine these different forms of instrumen-

talization and concealment to define all the forms of manipulation

that can be expressed in KBE. However since we use a non-normal

modality for Edi which does not have the theorem □(ϕ ∧ ψ ) ≡

□ϕ ∧ □ψ with □ a normal modality, we have to consider all other

possible formulas that this agent may deliberately brings about at

the same time. Thus, we introduce a set of formulas Σ which is

finite and closed3. Intuitively, this set represents the formulas on

which agents can reason.

4.1.1 Soft constructive manipulations. A soft constructive manip-
ulation with epistemic concealment – denoted MCEKΣ

i, jϕ below –

is when a manipulator deliberately brings the victim about doing

something (in a deliberate way or not) while making sure that the

victim does not know the deliberate effects of the manipulator. We

assume Σ represents all the formulas on which agents can reason.

Thus, Σ is finite and closed. Furthermore, Σ contains {⊤,⊥} and

ϕ ∈ Σ. A soft constructive manipulation with doxastic concealment –
denotedMCEBΣi, jϕ below – is similar but, in this case, the manip-

ulator makes sure that the victim does not believe his deliberate

effects. Formally, we define these manipulation forms such as:

MCEKΣ
i, jϕ =

∨
ψ ∈Σ

Edi (Ejϕ ∧ ¬KjE
d
i Ejϕ ∧ψ )

MCEBΣi, jϕ =
∨
ψ ∈Σ

Edi (Ejϕ ∧ ¬BjE
d
i Ejϕ ∧ψ )

Let us notice that, ψ represents all formulas from Σ which do

not contradict Ejϕ ∧ ¬KjE
d
i Ejϕ. Indeed, if ψ contradicts Ejϕ ∧

¬KjE
d
i Ejϕ, then we immediately deduce that Edi ⊥. However it

is necessarily false due to the theorem ⊢ ¬Edi ⊥. Moreover let us

notice that Σ finds its analogy with the awareness correspondence

function Ai : W → 2
LKBE

as it is introduced in [35]. Here, we

3
We recall that a set of formulas Σ is said to be closed iff (1) if σ ∈ Σ and θ is a

subformula of σ , then θ ∈ Σ and (2) if σ ∈ Σ and σ is not of the form ¬θ , then
¬θ ∈ Σ.

assume that all agents are aware of all formulas of Σ and therefore

for all worldsw ∈ W, for all i ∈ N , we would have Ai (w) = Σ. A
remarkable point of this definition is that we can prove the existence

of a manipulation only in relation to what we are aware of. Thus,

even if Σ is a closed set of formulas on which agents can reason

and we show that it is not the case that an agent i manipulates

another agent j, we are never sure unless we assume that no agent

considers formulas that are not in Σ.
For instance in advertising, the effects of an advertiser is to

lead potential buyers buying a product (i.e. Edi Ejϕ). In general,

this Edi is not hidden, and so it is not a manipulation but only

influence. However, it becomes a manipulation when the advertiser

uses a selling technique that he tries to hide from future buyers as

subliminal images. Thus, in this case the advertiser seeks to conceal

his real strategy (his Edi ) to make the customer buying the product

(i.e. Edi ¬KjE
d
i Ejϕ).

4.1.2 Strong constructive manipulations. A strong constructive
manipulation with epistemic concealment – denotedMCEdKΣ

i, j be-

low – is when the manipulator agent brings the other agent about

doing something in a deliberate way while making sure that the

victim does not know the deliberate effects of the manipulator. A

strong constructive manipulation with doxastic concealment – de-

notedMCEdBΣi, j below – is similar but, in this case, the manipulator

makes sure that the victim does not believe his effects. Formally,

MCEdKΣ
i, jϕ =

∨
ψ ∈Σ

Edi (E
d
j ϕ ∧ ¬KjE

d
i E

d
j ϕ ∧ψ )

MCEdBΣi, jϕ =
∨
ψ ∈Σ

Edi (E
d
j ϕ ∧ ¬BjE

d
i E

d
j ϕ ∧ψ )

This manipulation may represent influences in a voting process

for instance. The manipulator agent pushes the agents to vote for

a given option ϕ and so influences the strategy of other agents

to choose this option (i.e. Edi E
d
j ϕ) while concealing his deliberate

effects to influence their choice (i.e. Edi ¬KjE
d
i E

d
j ϕ).

4.1.3 Strong and soft destructive manipulations. As said in the

introduction, another way to see manipulation is to consider that a

manipulator may deliberately prevent the victim from doing some-

thing. We call this kind of manipulation a destructive manipulation.
As previous, destructive manipulation can be declined in soft and

strong destructive manipulations with either epistemic, or doxastic

concealment. Formally,

MDEKΣ
i, jϕ =

∨
ψ ∈Σ

Edi (¬Ejϕ ∧ ¬KjE
d
i ¬Ejϕ ∧ψ )

MDEdKΣ
i, jϕ =

∨
ψ ∈Σ

Edi (¬E
d
j ϕ ∧ ¬KjE

d
i ¬E

d
j ϕ ∧ψ )

MDEBΣi, jϕ =
∨
ψ ∈Σ

Edi (¬Ejϕ ∧ ¬BjE
d
i ¬Ejϕ ∧ψ )

MDEdBΣi, jϕ =
∨
ψ ∈Σ

Edi (¬E
d
j ϕ ∧ ¬BjE

d
i ¬E

d
j ϕ ∧ψ )

An example of destructive manipulation is the case of eclipse

attacks [37] in P2P networks. Such attacks consist in cutting off

messages from and towards a node in order to exclude it from the
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network. The hacker ensures, at the moment he acts, that the target

node cannot communicate with other nodes in the network while

not believing
4
it is currently under attack. Thus this attack can be

described by a formula Edi (¬Ejϕ ∧ ¬BjE
d
i ¬Ejϕ) with ϕ being any

communication.

4.1.4 A general definition of manipulation. Finally, all these def-
initions can be merged in a general definition of manipulation:

MΣ
i, jϕ =

∨
□∈{B,K }

MCE□Σi, jϕ∨MCEd□Σi, jϕ∨MDE□Σi, jϕ∨MDEd□Σi, jϕ

4.2 What manipulation is not
We can also express related notions like coercion, persuasion and

deception which, as shown in Section 1, are different from manipu-

lation. In the following, we consider a set of formulas Σ on which

agents can reason and such that Σ is finite, closed and {⊤,⊥} ⊆ Σ.
Let ϕ ∈ Σ be a formula of Σ.

4.2.1 Coercion. The coercion is an influence of an agent over

another agent by means of pressure without any dissimulation.

coeΣi, jϕ =
∨
ψ ∈Σ

Edi (E
d
j ϕ ∧ KjE

d
i E

d
j ϕ ∧ψ )

A robber pointing a gun at somebody so as to get his wallet is not

trying to manipulate the victim but he is influencing his behavior.

The robber deliberately ensures that the victim knows that he is

under pressure (by pointing the gun).

4.2.2 Persuasion. Persuasion consists in an agent making an-

other one into believing something.

perΣi, jϕ =
∨
ψ ∈Σ

Edi (Bjϕ ∧ψ )

Interestingly, ifψ represents a form of dissimulation, then we talk

about deception.

4.2.3 Deception. Deception consists in an agentmaking another

believing something while hiding it some aspects linked to the

newly believed statement. It may be half-truth, or deception by

omission [32]. Due to space constraints, we only focus on source
concealment (namely hiding the deliberate effects to make another

agent into believing something) and credible lies (namely hiding we

believe the opposite of the statement we want the other agent to

believe).

Source concealment can represent agents that spread rumors. For

instance, in the case of stock exchange market, it happens that some

agents spread rumors in order to influence the others to buy or sell

a product without they know that it is a part of their strategy [1].

Thus, it can be characterized by the fact that an agent makes sure to

conceal his deliberate effects to make someone believes something.

conΣi, jϕ =
∨
ψ ∈Σ

Edi (Bjϕ ∧ ¬KjE
d
i Bjϕ ∧ψ )

While Mahon [23] defines lying as "to make a believed-false state-

ment (to another person) with the intention that that statement

be believed to be true (by the other person)", a statement is a lie if

4
Here, the attack is viewed as a soft destructive manipulation with doxastic conceale-

ment. Obviously, it may also be defined with an epistemic concealment.

w

v u

aKi ,Kj ,Bi ,Bj , Ei , Ej Ki ,Kj ,Bi ,Bj , Ei , Ej

Kj ,Bj , Ej
Ej

Ej
Ki ,Kj ,Bi ,Bj , Ei , Ej Ki ,Kj ,Bi ,Bj , Ei , Ej

Figure 2: Mental states of the agents

there is also a deliberate effect to conceal the intended effects to lie.

We call such a lie a credible lie:

creΣi, jϕ = Bi¬ϕ ∧ (
∨
ψ ∈Σ

Edi (Bjϕ ∧ ¬KjBi¬ϕ ∧ψ )))

Let us notice that we do not need to introduce explicit communi-

cation modality as [32] did. Lying can be expressed as a deliberate

effect of an agent i to make another agent j believing something

while the agent i believes in the opposite. Here, the modality of

communication could be reduced to a deliberate effect of making

another agent believing something.

5 APPLICATION OF KBE
The purpose of the example below is to instantiate the KBE system

in a situation where it is possible for one agent to manipulate

another. We consider an ecommerce website in which two agents

perform a commercial transaction. Let i be the seller and j be the
customer. The agent i says to the agent j: “You can trust me on the

quality of the product. You will not find a better product anywhere

else. You are free to check information by yourself !”. Let us notice in

the conversation when you use terms such as you "are free to" may

be related to a technique of manipulation. For instance, these terms

are the basis of a technique in the theory of free will compliance
5
.

To represent this situation, we consider two propositional variables

p and q:

p refers to “agent j trusts the agent i on product quality”;

q refers to “agent j buys the product”.

We consider several possible future scenarios
6
and represent

them as a set of possible worlds W = {a,w,v,u} where:

w: “agent i builds trust to get agent j to buy the product”;

v: “agent i does not deliberately influence j to buy the product

but j buys the product and trusts i on product quality”;

u: “agent j buys the product without trust in i on product qual-

ity and knows that the agent i intended to make him buy

the product”;

a: “agent j does not buy the product and does not trust i on
product quality”.

Let Σ = Cl(Γ) be a set of formulas where Γ = {Edi (E
d
i p ⇒

Edi Ejq), E
d
i Ejq ∧ Edi ¬KjE

d
i Ejq ⇒ Edi (Ejq ∧ ¬KjE

d
i Ejq), E

d
i E

d
j q ∧

Edi KjE
d
i E

d
j q ⇒ Edi (E

d
j q ∧ KjE

d
i E

d
j q)} ∪ {⊤,⊥}. Σ is defined as the

5
It has been observed by sociopsychologists that the use of terms such as “you are free

to” can strongly influence the choice of somebody to which desired by a manipula-

tor [20].

6
For the sake of readability, we do not consider all other possible scenarios such as

the agent j does not buy the product but trusts i on product quality.
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closure
7
of Γ, and is finite and closed. We assume that Σ represents

all the formulas on which the agents can reason with. For example,

the formula Edi (E
d
i p ⇒ Edi Ejq) allows agents to reason about the

situation described in the worldw i.e. the agent i deliberately builds
trust in order to get agent j to buy the product. Furthermore, as

we consider the closure of Γ, we also express all subformulas and

their single negation
8
. Then, the formula Edi Ejq ∧ Edi ¬KjE

d
i Ejq ⇒

Edi (Ejq ∧¬KjE
d
i Ejq) allows to deduce a soft constructive manipula-

tion. Finally, Edi E
d
j q ∧ Edi KjE

d
i E

d
j q ⇒ Edi (E

d
j q ∧ KjE

d
i E

d
j q) allows

agents to infer coercion.

The valuation function V of the model describing this situation

is given by V (p) = {w,v} and V (q) = {w,u,v}. The accessibility
relations are given in Figure 2 and they are assumed to be:

(1) Ki (w) = {w}, Ki (v) = {v}, Ki (u) = {u}, Ki (a) = {a}
(2) Kj (w) = {w,v}, Kj (v) = {w,v}, Kj (u) = {u}, Kj (a) = {a}
(3) Bi (w) = {w}, Bi (v) = {v}, Bi (u) = {u}, Bi (a) = {a}
(4) Bj (w) = {w,v}, Bj (v) = {w,v}, Bj (u) = {u}, Bj (a) = {a}
(5) Ei (w) = {w}, Ei (v) = {v}, Ei (u) = {u}, Ei (a) = {a}
(6) Ej (w) = {w,u,v}, Ej (v) = {w,u,v}, Ej (u) = {w,u,v},

Ej (a) = {a}

(7) Edi (w) = {{w,v}, {w,u,v}, {w,u,a}, {w,v,a}, {w}, {w,a},

{w,u}}, Edi (v) = {{v}, {w,v}}, Edi (u) = {{u}, {w,u,v}},

Edi (a) = {{w,a}}

(8) Edj (w) = {{w,u,v}}, Edj (v) = {{w,u,v}},

Edj (u) = {{w,u,v}}, Edj (a) = {{w,a}}

(1) and (2) describe the fact that the agent i knows if the agent j
trusts him and if the agent j buys the product. Moreover, (3) and

(4) require that agents believe what they know and vice versa, i.e.

Ki = Bi and Kj = Bj .

(5) In the possible worldw , the agent i ensures that p and q. (6)
The agent j buys the product in {w,u,v} but does not necessarily
trust i on product quality.

(7) Inw , the agent i deliberately ensures that the agent j trusts
him and he deliberately ensures that if the agent j trusts him, then

the agent i buys the product while making sure to hide his strategy

to get him to buy the product. (8) Finally, the agent j in {w,u,v}
only intended to buy the product.

Let us notice that inw , this model expresses that the agent i has
deliberately influenced the agent j to buy the product by building

trust. Indeed, we have |Edi p ⇒ Edi Ejq | = {w,u,a} and {w,u,a} ∈

Edi (w). So M,w |= Edi (E
d
i p ⇒ Edi Ejq). Thus, by applying the

theorem |= Edi ϕ ⇒ ϕ, we deduce that in w , we have M,w |=

Edi p ⇒ Edi Ejq. But |p | = {w,v} and {w,v} ∈ Edi (w), M,w |= Edi p.

Therefore, we have M,w |= Edi Ejq.
In addition, we can notice that inw , the agent i also ensures to

hide his strategy to get agent j to buy the product. Indeed, we

have in v that, since |Ejq | = {w,u,v} and {w,u,v} < Edi (v),

we have M,v |= ¬Edi Ejq. Thus, since the agent j cannot dis-
cern between the worldsw and v , we also deduce thatM,w,v |=

7
Let Γ be a set of formulas. We recall that Cl (Γ) is the closure of Γ iff Cl (Γ) is the
smallest closed set of formulas containing Γ.
8
We recall that a set of formulas Σ is closed under single negation iff if σ ∈ Σ and σ is

not of the form ¬θ , then ¬σ ∈ Σ.

¬KjE
d
i Ejq. Moreover, we can notice that |¬KjE

d
i Ejq | = {w,v,a}9

and {w,v,a} ∈ Edi (w). Therefore, since |¬KjE
d
i Ejq | ∈ Edi (w), we

have M,w |= Edi ¬KjE
d
i Ejq.

In conclusion, we have shown thatM,w |= Edi Ejq∧E
d
i ¬KjE

d
i Ejq.

Now, by the tautology |= Edi ϕ ∧ Edi ψ ⇒ Edi (ϕ ∧ ψ ), we deduce

thatM,w |= Edi (Ejq ∧ ¬KjE
d
i Ejq) and it is equivalent toM,w |=

Edi (Ejq ∧ ¬KjE
d
i Ejq ∧ ⊤). So, we showed that, in this situation,

there is a possible world in which the agent i is manipulating the

agent j to make him buy the product by using a soft constructive ma-
nipulation with epistemic concealment. Moreover, if we decompose

the deliberate effects of the agent i , Edi (w) = {{w,v}, {w,u,v},
{w,u,a}, {w,v,a}, {w}, {w,a}, {w,u}}, we notice that the agent i
intended to ensure p by considering the set |p | = {w,v}, and on the

other hand to ensure q by considering the set |q | = {w,u,v}. This
agent also has the strategy to get the other agent to buy the product

with the set |Edi p ⇒ Edi Ejq | = {w,u,a}, and his strategy of dissim-

ulation is represented by the set |¬KjE
d
i Ejq | = {w,v,a}. Finally,

the sets {w}, {w,a}, {w,u} are given by the imposed constraint

(CE) on the frame to allow the tautology |= Edi ϕ∧E
d
i ψ ⇒ Edi (ϕ∧ψ ).

These sets of possible worlds reflect the fact that when an agent

sets up different planes, this agent also considers all combinations

of all the different planes as a possible plane. For example, since

{w,a} = {w,u,a} ∩ {w,v,a}, {w,a} is the combination of the

respective planes |Edi p ⇒ Edi Ejq | and |¬KjE
d
i Ejq |.

Finally let us notice that in the world u, the agent i coerced
the agent j to push him to buy the product. Indeed, since we

have |Edj q | = {w,u,v} and |KjE
d
i E

d
j q | = {u}10 and that |Edj q | ∩

|KjE
d
i E

d
j q | = {u} ∈ Edi (u), we deduce that M,u |= Edi (E

d
j q ∧

KjE
d
i E

d
j q) and so M,u |= Edi (E

d
j q ∧ KjE

d
i E

d
j q ∧ ⊤). Consequently,

we just have proved that M,u |= coeΣi, jq.

6 CONCLUSION AND FUTUREWORKS
In this article, we proposed a framework for expressing manipula-

tion as the deliberate instrumentalization of a victim while making

sure to conceal that instrumentalization. To this end, we proposed

a new deliberate BIAT modality. Considering knowledge, belief, de-

liberate effects and consequences of actions as different modalities,

we proved that our system was sound and complete. Furthermore

it allowed us to deduce several theorems such as concealment of

contrary beliefs and qui facit per alium facit per se principle. Fi-
nally we gave an explicit definition of what manipulation is, and

we modeled coercion, persuasion and deception differently such

as highlighted by the literature. In terms of perspectives, it should

be interesting to extend the framework with dynamical aspects of

awareness like it is described by Van Ditmarsch et al. [43] so as to

define new manipulation forms with awareness concealment.

9
We explain why a ∈ |¬KjEdi Ejq | and u < |¬KjEdi Ejq |. Firstly, notice that

|Ejq | < Edi (a), and M, a |= ¬Edi Ejq and ∀x ∈ W : aKjx, M, x |= ¬Edi Ejq .
Thus, M, a |= Kj¬Edi Ejq , and so M, a |= ¬KjEdi Ejq . Secondly, notice that

|Edi Ejq | = {w, u } and since ∀x ∈ W, uKjx, M, x |= Edi Ejq , we have M, u |=

KjEdi Ejq and so u < |¬KjEdi Ejq |.
10
To make sure, just compute the set |Edi E

d
j q | = {w, u } and so the only possible

world x such that ∀z ∈ W, xKjz, M, z |= Edi E
d
j q is the world x = u .
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