ABSTRACT
We tackle a fundamental problem in empirical game-theoretic analysis (EGTA), that of learning equilibria of simulation-based games. Such games cannot be described in analytical form; instead, a black-box simulator can be queried to obtain noisy samples of utilities. Our first theorem establishes that uniform approximations of simulation-based games are equilibrium preserving. We then design algorithms that uniformly approximate simulation-based games with finite-sample guarantees. Our first algorithm, global sampling (GS), extends previous work that constructs confidence intervals assuming bounded utilities with confidence intervals that are sensitive to variance. The second, progressive sample with pruning (PSP), samples progressively, ceasing the sampling process (i.e., pruning strategies) as soon as it determines that the corresponding utilities have been sufficiently well estimated for equilibrium computation. We experiment with our algorithms using both GAMUT, a state-of-the-art game generator, and Gambit, a state-of-the-art game solver. For a broad swath of games, we show that GS using our variance-sensitive bounds outperforms previous work, and that PSP can significantly outperform GS. Here “outperform” means achieving the same guarantees with far fewer samples.
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1 INTRODUCTION
Game theory is the de facto standard conceptual framework used to analyze the strategic interactions among rational agents in multiagent systems. At the heart of this framework is the theoretical notion of a game. In a game, each player (also referred to as an agent) chooses a strategy and earns a utility that in general depends on the profile (i.e., vector) of strategies chosen by all the agents. The most basic representation of a game is the normal form, which can be visualized as a matrix containing all agents’ utilities at all strategy profiles. Analyzing a game means predicting its outcome, i.e., the strategy profiles that one can reasonably expect the agents to play. Perhaps the most common such prediction is that of Nash equilibrium, where each agent plays a best-response to the strategies of the others: i.e., a strategy that maximizes their utility [20]. More generally, at an $\epsilon$-Nash equilibrium agents best respond to other agents’ strategies up to an additive error of $\epsilon$.

This paper is concerned with analyzing games for which a complete and accurate description is not available. While knowledge of the number of agents and their respective strategy sets is available, we do not assume a priori access to the game’s utility function. Instead, we assume access to a simulator from which we can sample noisy utilities associated with any strategy profile. Such games have been called simulation-based games [33] and black-box games [22], and their analysis is called empirical game theoretic analysis (EGTA) [13, 34]. EGTA methodology has been applied in a variety of practical settings for which simulators are readily available, including trading agent analyses in supply chains [13, 32], ad auctions [1, 15], and energy markets [16]; designing network routing protocols [35]; strategy selection in real-time games [27]; and the dynamics of RL algorithms, like AlphaGo [28].

The aim of this work is to design learning algorithms that can accurately estimate all the equilibria of simulation-based games. We tackle this problem using the probably approximately correct (PAC) learning framework [29]. Our algorithms learn so-called empirical games [34], which are estimates of simulation-based games constructed via sampling. We argue that empirical games so constructed yield uniform approximations of simulation-based games, meaning all utilities in the empirical game tend toward their expected counterparts, simultaneously.

This notion of uniform approximation is central to our work: we prove that, when one game $\Gamma'$ is a uniform approximation of another $\Gamma''$, all equilibria in $\Gamma'$ are approximate equilibria in $\Gamma''$. In particular, when an estimated game $\hat{\Gamma}$ uniformly approximates a true game $\Gamma$, all equilibria in $\Gamma$ are approximate equilibria in $\hat{\Gamma}$, and all equilibria in $\Gamma$ are approximate equilibria in $\hat{\Gamma}$. As a result, a uniform approximation implies perfect recall (all true positives—equilibria in $\Gamma$—are at least approximate equilibria in $\hat{\Gamma}$) and approximately perfect precision (all false positives—equilibria in $\hat{\Gamma}$ but not necessarily in $\Gamma$—are at least approximate equilibria in $\hat{\Gamma}$). Our learning algorithms, which learn empirical games that are uniform approximations of simulation-based games, thus well estimate the equilibria of simulation-based games.

Estimating all the utilities in an empirical game is non-trivial, in part because of the multiple comparisons problem (MCP), which arises when estimating many parameters simultaneously, since accurate inferences for each individual parameter do not necessarily imply a similar degree of accuracy for the parameters in aggregate.

1 We use the term recall in the information retrieval sense. The juxtaposition of the two words “perfect” and “recall” is not a reference to extensive-form games.
Controlling the family-wise error rate (FWER)—the probability that one or more of the approximation guarantees is violated—is one way to control for multiple comparisons. We control the FWER in empirical games by first using a concentration inequality to establish confidence intervals about each parameter individually, and then applying a statistical correction (e.g., Bonferroni; in other words, a union bound) to bound the probability that all approximation guarantees hold simultaneously.

The first concentration inequality we apply is Hoeffding’s [1963]. We note that Hoeffding’s inequality implies sub-Gaussian tail bounds for averages of \( m \) c-bounded random variables, yielding \( 1 - \delta \) probability confidence intervals of width \( \Theta(\sqrt{c^2 \ln(1/\delta)/m}) \). Hoeffding’s inequality, however, is sensitive only to the range \( c \) of the random variables, not their variance \( \sigma^2 \). Bennett’s inequality [1962] relaxes the dependency on \( c \), replacing it with a dependency on \( \sigma^2 < c^2 \), yielding width \( \Theta(\sqrt{\sigma^2 \ln(1/\delta)/m}) \); i.e., a sub-gamma tail bound. Tighter still would be to use Gaussian tail bounds, which yield \( \Theta(\sigma \ln(1/\delta)/m) \). However, the central limit theorem does not provide finite sample guarantees, and any approximation errors are amplified in a MCP setting; when applied to games, a single mistake can lead to a cascade of mistakes in equilibrium estimation.

Thus, we resort to sub-gamma tail bounds, which still drastically improve the situation because of the presence of a fast-decaying, hyperbolic \( O(1/m) \) term in addition to the usual root-hyperbolic \( O(1/\sqrt{m}) \) term. The fast-decaying range term is initially the dominant factor, but it is quickly overcome by the variance term. When the variance is substantially less than \( c^2 \), these variance-sensitive bounds are substantially tighter than Hoeffding’s. They are also of particular interest when only a loose bound on \( c \) is available, or in cases where extreme outliers are unlikely albeit possible, thus avoiding the pitfalls of the central limit theorem. In both cases, \( c \) rigorously controls for the possibility of a rare event.

As the variance is not generally known, we present a 2-step strategy wherein the variance is upper-bounded in terms of the empirical variance, and the expectation is then upper-bounded by Bennett’s inequality in terms of this upper bound, appropriately corrected for the MCP. Analogous to the use of Hoeffding’s bound in [28], our new bound (on the expectation) immediately gives rise to a novel algorithm by which to learn an empirical game from a static sample of utilities. We refer to this algorithm generically as global sampling (GS), and instantiate with both bounds.

We also describe a second learning algorithm, progressive sampling with pruning (PSP), which samples dynamically. Prior art [9, 24, 25] uses progressive sampling to obtain a desired accuracy given a failure probability by guessing an initial sample size, computing Rademacher bounds, and repeating with larger sample sizes until said accuracy is attained. Our work complements this approach with pruning: at each iteration, parameters that have already been sufficiently well estimated for the task at hand (here, equilibrium estimation) are pruned as subsequent iterations of PSP do not refine their bounds. Pruning represents both a statistical and computational improvement over earlier progressive sampling techniques.

Finally, we report on extensive experiments designed to evaluate the performance of our algorithms. Producing a robust empirical evaluation is a daunting task, as the space of possible games is vast. Moreover, computing equilibria is computationally intractable [7]. Fortunately, researchers have devised tools to address these issues. The first, GAMUT, is a state-of-the-art suite of game generators capable of producing a myriad of games with rich strategic structure [21]. The second, Gambit, is a state-of-the-art solver to compute Nash equilibria [19]. We use both GAMUT and Gambit to evaluate the performance of our algorithms. Concretely, for a wide variety of game types, we draw multiple random game instances from GAMUT, and for each such instance, we solve for its equilibria using Gambit. Using our variance-sensitive bounds within GS outperforms Hoeffding’s; and PSP, with either bound, can significantly outperform the corresponding GS algorithm. Here “outperform” means achieving the same guarantees with far fewer samples—exponentially fewer for PSP in sufficiently large games (in our experiments, two players with ten or more strategies each).

This paper purports to contribute to the literature on EGTA, a methodology for the analysis of multi-agent systems. One important application of our methodology is the estimation of equilibria in meta-games [27]. Meta-games are simplified versions of intractably large games, where, instead of modeling every possible strategy an agent might implement, one analyzes a game with a substantially reduced set of strategies, each of which may be given by a complicated algorithmic procedure (i.e., a heuristic). That is, instead of analyzing a game in terms of its (low-level) formal game-theoretic strategies—a computationally intractable task in a game such as Go—one might analyze a reduced version of the game where agents play according to higher-level strategies given by reinforcement learning algorithms: e.g., variants of AlphaGo [26]. Simulation is in order; and since each run of the game can result in either agent winning (depending on various stochastic elements, including perhaps the agents’ strategies), utilities are noisy in general. Our techniques are directly applicable to the learning of empirical meta-games, and provide finite-sample guarantees on the quality of the equilibria of the corresponding simulation-based meta-games.

Related Work. One distinctive feature of our work vis à vis the literature is that we aim to estimate all equilibria of a simulation-based game, rather than just one (e.g., [14]). Notable exceptions include [28], [31], [36], and [2, 30], the latter being our own prior work. The first of these papers argues that all equilibria of a simulation-based game are also approximate equilibria in an empirical game: i.e., they establish perfect recall with finite-sample guarantees. The second paper derives asymptotic results about the quality of the equilibria of empirical games: i.e., they establish perfect precision in the limit, as the number of samples tends to infinity. Our first theorem unifies these two results, obtaining finite sample guarantees for both perfect recall and approximate precision. The third paper is perhaps closest in spirit to ours; the goals are to characterize the quality of the equilibria in empirical games, and to exploit statistical information to save on sampling. Their methods employ bootstrapping [8], so do not immediately afford any theoretical guarantees.

2 APPROXIMATION FRAMEWORK

We begin by presenting standard game-theoretic notions. We then introduce the notion of uniform approximation. Given an approximation of one game by another, there is not necessarily a connection between their properties. For example, there may be equilibria in one game with no corresponding equilibria in the other, as
small changes to the utility functions can add or remove equilibria. Nonetheless, we show that finding the approximate equilibria of a normal approximation of a game is sufficient for finding all the (exact) equilibria of the game itself.

A normal-form game \( \Gamma = (P, \{S_p | p \in P\}, u(\cdot)) \) consists of a set of agents \( P \), with pure strategy set \( S_p \) available to agent \( p \). We define \( S = S_1 \times \cdots \times S_P \) to be the pure strategy profile space of \( \Gamma \), and then \( u : S \to \mathbb{R}^{|P|} \) is a vector-valued utility function.

Given a normal-form game \( \Gamma \), we let \( S_p \) denote the set of distributions over \( S_p \); this set contains \( p \)'s mixed strategies. We define \( S^* = S_1^* \times \cdots \times S_P^* \), and then, overloading notation, we write \( u(s) \) to denote the expected utility of a mixed strategy profile \( s \in S^* \).

A solution to a normal-form game is a prediction of how strategic agents will play the game. One solution concept that has received a great deal of attention in the literature is Nash equilibrium [20], a (pure or mixed) strategy profile at which each agent selects a utility-maximizing strategy, fixing all other agents’ strategies. In this paper, we are concerned with \( \epsilon \)-Nash equilibria, an approximation of Nash equilibrium that is amenable to statistical estimation.

Given a game \( \Gamma \), fix an agent \( p \) and a mixed strategy profile \( s \in S^* \). We define \( T^*_p, s \doteq \{ s \in S^* | t_q = s_q, V_q \neq p \} \); i.e., the set of all mixed strategy profiles in which the strategies of all agents \( q \neq p \) are fixed at \( s_q \). Agent \( p \)'s regret at \( s \) is defined as \( \text{Reg}_p(\Gamma, s) \doteq \sup_{s'|\epsilon} u_p(s') - u_p(s) \). By restricting \( s \) and \( T^*_p, s \) to pure strategy profiles, agent \( p \)'s pure regret \( \text{Reg}_p(\Gamma, s) \) can be defined similarly.

Note that \( \text{Reg}_p(\Gamma, s), \text{Reg}_p(\Gamma, s) \geq 0 \), since agent \( p \) can deviate to any strategy \( s' \in S_p \), including \( s_p \) itself. A strategy profile \( s \) that has regret at most \( \epsilon \), for all \( p \), is an \( \epsilon \)-Nash equilibrium:

Given \( \epsilon > 0 \), a mixed strategy profile \( s \in S^* \) in a game \( \Gamma \) is an \( \epsilon \)-Nash equilibrium if, for all \( p \in P \), \( \text{Reg}_p(\Gamma, s) \leq \epsilon \). At a pure strategy \( \epsilon \)-Nash equilibrium \( s \in S \), for all \( p \in P \), \( \text{Reg}_p(\Gamma, s) \leq \epsilon \). Let \( E^*_I(\Gamma) \) be the set of mixed (pure) \( \epsilon \)-Nash equilibria. \( E^*_I(\Gamma) \subseteq E^*_I(\Gamma) \).

We now show that equilibria can be approximated with bounded error, given a uniform approximation. Our main theorem establishes perfect recall: the approximate game contains all true positives: i.e., all (exact) equilibria of the original game. It also establishes approximately perfect precision: all false positives in the approximate game are approximate equilibria in the original game.

We define the \( \ell^\infty \)-norm between two compatible games, with the same agents sets and strategy profile spaces, and with utility functions \( u, u' \), respectively, as follows: \( \| \Gamma - \Gamma' \|_\infty \doteq \| u(\cdot) - u'(\cdot) \|_\infty \doteq \sup_{p \in P, s \in S^*} | u_p(s) - u'_p(s) | \). While the \( \ell^\infty \)-norm as defined applies only to pure normal-form games, it is in fact sufficient to use this metric even to show that the utilities of mixed strategy profiles approximate one another. We formalize this claim presently.\(^2\)

**LEMMA 2.1.** If \( \Gamma, \Gamma' \) differ only in their utilities, then

\[
\sup_{p \in P, s \in S^*} | u_p(s) - u'_p(s) | = \| \Gamma - \Gamma' \|_\infty.
\]

\( \Gamma' \) is said to be a uniform \( \epsilon \)-approximation of \( \Gamma \) when \( \| \Gamma - \Gamma' \|_\infty \leq \epsilon \). They are so-called because the bound between utility deviations in \( \Gamma \) and \( \Gamma' \) holds uniformly over all players and strategy profiles.

**THEOREM 2.2 (APPROXIMATE EQUILIBRIA).** If two normal-form games, \( \Gamma \) and \( \Gamma' \), are uniform approximations of one another, then:

1. \( E^*(\Gamma) \subseteq E^*_2(\Gamma') \subseteq E^*_4(\Gamma) \), and
2. \( E^*(\Gamma) \subseteq E^*_2(\Gamma') \subseteq E^*_4(\Gamma) \).


3 LEARNING FRAMEWORK

In this section, we move on from approximating equilibria in games to learning them. We present algorithms that learn so-called empirical games, which comprise estimates of the expected utilities of simulation-based games. We further derive uniform convergence bounds, proving that our algorithms output empirical games that uniformly approximate their expected counterparts, with high probability. By Theorem 2.2, the equilibria of these empirical games thus approximate those of the corresponding simulation-based games, with high probability.

A conditional normal-form game \( \Gamma(\mathcal{X}) = (X, P, \{S_p | p \in P\}, u(\cdot)) \) consists of a set of conditions \( \mathcal{X} \), a set of agents \( P \), with pure strategy set \( S_p \) available to agent \( p \), and a vector-valued conditional utility function \( u : X \times \mathcal{X} \to \mathbb{R}^{|P|} \). It is convenient to imagine a condition \( x \in \mathcal{X} \) as pertaining to the set \( P \times S \). Give such a condition, \( u(\cdot; x) \) yields a standard utility function of the form \( S \to \mathbb{R}^{|P|} \). Given a conditional normal-form game \( \Gamma(\mathcal{X}) \) together with a distribution \( \mathcal{D} \), we also define the expected utility function \( u(s; \mathcal{D}) = \mathbb{E}_{x \sim \mathcal{D}} [u(s; x)] \), and the expected normal-form game as \( \Gamma(\mathcal{D}) = (P, \{S_p | p \in P\}, u(\cdot; \mathcal{D})) \).

Expected normal-form games serve as our mathematical model of simulation-based games. They are sufficient not only to model arbitrary black-box games, but additionally games where the rules are known but environmental conditions are random (e.g., auctions where bidder valuations are random, or deterministic war games where initial armies and terrain are random), as well as games with randomness, where \( X \) is taken to be a PRNG seed or entropy source.

Given a conditional normal-form game \( \Gamma(\mathcal{X}) \) together with a distribution \( \mathcal{D} \) and sample conditions \( X = (x_1, \ldots, x_m) \sim \mathcal{D}^m \), we define the empirical utility function \( \hat{u}(s; X) = \frac{1}{m} \sum_{i=1}^m u(s; x_i) \). The corresponding empirical normal-form game is then \( \hat{\Gamma}(\mathcal{D}) = (P, \{S_p | p \in P\}, \hat{u}(\cdot; X)) \).

Our present goal, then, is to uniformly learn empirical games (i.e., obtain uniform convergence guarantees) from finitely many samples. This learning problem is non-trivial because it involves multiple comparisons. Tuyls et al. [28] use Hoeffding’s inequality to estimate a single utility value, and then apply a Sidak correction to estimate all utility values simultaneously, assuming independence among agents’ utilities. Similarly, one can apply a Bonferroni correction (i.e., a union bound) to Hoeffding’s inequality, which does not require independence, but yields a slightly looser bound.

**THEOREM 3.1 (FINITE-SAMPLE BOUNDS VIA HOEFFDING’S INEQUALITY).** Consider finite, conditional normal-form game \( \Gamma(\mathcal{X}) \) together with distribution \( \mathcal{D} \) and index set \( I \subseteq P \times S \) such that for all \( x \in \mathcal{X} \) and \( (p, s) \in I \), it holds that \( u_p(s; x) \in [-c, c/2] \), where \( c \in \mathbb{R} \). Then, with probability at least \( 1 - \delta \) over \( X \sim \mathcal{D}^m \), it holds that

\[
\sup_{(p, s) \in I} | \hat{u}_p(s; X) - u_p(s; X) | \leq c \sqrt{\frac{\ln \frac{1}{\delta}}{2m}}.
\]

**Remark** Given a game, we state all theorems and algorithms for an arbitrary index set \( I \). Taking \( I = P \times S \), we bound \( \| u(\cdot; \mathcal{D}) - \hat{u}(\cdot; X) \|_\infty \).

Consider \( X_{1:m} \) i.i.d. random variables, and their mean \( \bar{X} \), in the game \( X_j = u(s; x_j) \). Hoeffding’s inequality for bounded random variables can be used to obtain tail bounds on the probability that an empirical mean differs from its expectation. One way to characterize such bounds is to compare them to well-studied cases of common
random variables. We focus on the case of upper tails, as we apply only symmetric two-tail and upper tail bounds in this work.

Random variables that obey the Gaussian Chernoff bound can be characterized as \( \sigma^2_n \)-sub-Gaussian: i.e.,

\[
P \left( X \geq E[X] + \epsilon \right) \leq \exp \left( - \frac{m \epsilon^2}{2 \sigma^2_n} \right) ; \text{ equivalently,} \]

\[
P \left( X \geq E[X] + \sqrt{2 \sigma^2_n \ln \left( \frac{2m}{\delta} \right)} \right) \leq \delta .
\]

Here, \( \sigma^2_n \) is termed a variance proxy. Using this characterization, Hoeffding’s inequality reads “If \( X_i \) has range \( c \), then \( X_i \) is \( \frac{c^2}{m} \)-sub-Gaussian,” because, by Popoviciu’s inequality [1935], \( \forall [X_i] \leq \frac{c^2}{m} \). Thus, Hoeffding’s inequality yields sub-Gaussian tail bounds.

This result is not entirely satisfying, however, as it is stated in terms of the worst-case variance; when \( \forall [X_i] \ll \frac{c^2}{m} \), tighter bounds should be possible. We might hope that knowledge of the variance \( \sigma^2 \) would imply \( \sigma^2 \)-sub-Gaussian, but it does not; taking the range \( c \) to \( \infty \) allows \( X_i \) to exhibit arbitrary tail behaviors. A \(( \sigma^2_n, c \)-sub-gamma [6] random variable obeys

\[
P \left( X \geq E[X] + \frac{c \ln \left( \frac{3m}{c} \right)}{3m} + \sqrt{2 \sigma^2_n \ln \left( \frac{2m}{\delta} \right)} \right) \leq \delta .
\]

While the form of such bounds is more complicated than in the sub-Gaussian case, there is an intuitive interpretation of the tail behavior as sample size increases. The key is to observe that the additive error consists of a hyperbolic \( \frac{c \ln \left( \frac{3m}{c} \right)}{3m} \)-term and a root-hyperbolic \( \sqrt{2 \sigma^2_n \ln \left( \frac{2m}{\delta} \right)/m} \)-term, which in learning theory are often called fast and slow terms, respectively. Sub-gamma random variables then yield mixed convergence rates, which initially decay quickly while the \( c \)-term dominates, before slowing to the root-hyperbolic rate when the \( \sigma^2_n \)-term comes to dominate.

Bennett’s inequality [1962], while usually stated as a sub-Poisson bound, immediately implies that if \( X_i \) has range \( c \) and variance \( \sigma^2 \), then \( X_i \) is \(( \sigma^2, c \)-sub-gamma. Bennett’s inequality, however, assumes the range and variance are known. Various empirical Bennett bounds have been shown [3, 4, 18], which all essentially operate by bounding the variance of a random variable in terms of its empirical variance and range, and then applying Bennett’s inequality. Simply put, Bennett’s inequality gives us Gaussian-like tail bounds, where the scale-dependent term acts as an asymptotically negligible correction for working with non-Gaussian distributions and empirical estimates of variance. Asymptotic central-limit-theorem bounds behave similarly, but lack corresponding finite-sample guarantees.

Our work differs from previous applications in that we require confidence intervals of uniform width, and thus our bounds are limited by the maximum variance over all parameters being estimated. The maximum variance over a set of random variables is known as the wimpy variance [6]. We apply a sub-gamma bound to the wimpy variance in terms of an empirical estimate, and then apply Bennett’s inequality to the upper and lower tails of each utility function using the wimpy variance bound, as this, by definition, upper bounds the variance of each utility. This strategy yields uniform-width confidence intervals over all utilities, and requires a union bound over \( m \) upper tails, \( m \) lower tails, and the wimpy variance, whereas bounding each variance separately would require a union bound over \( m \) upper, \( m \) lower, and \( m \) variance bounds. Thus, our method outperforms such strategies, yielding tighter confidence intervals.

**Theorem 3.2 (Bennett-Type Variance-Sensitive Finite-Sample Bounds).** Suppose as in Thm. 3.1. Take

\[
\hat{\epsilon} \leq \sup_{(p,s) \in I} \frac{1}{m} \sum_{j=1}^{m} \left( \hat{u}_p(s;x) - \hat{u}_p(s;X) \right)^2 ;
\]

\[
\epsilon_v \leq \frac{c \ln \left( \frac{3m}{c} \right)}{3m} + \frac{c \ln \left( \frac{2m}{\delta} \right)}{m} + \frac{2 \ln \left( \frac{16m}{\delta} \right)}{m} ; \quad &
\]

\[
\epsilon_\mu \leq \min \left( \frac{c \ln \left( \frac{3m}{c} \right)}{3m} + \frac{c \ln \left( \frac{2m}{\delta} \right)}{m} + \frac{2 \ln \left( \frac{16m}{\delta} \right)}{m} \right) .
\]

**HOEFFDING’S** **EMPIRICAL BENNETT**

Then, with probability at least \( 1 - \delta \) over \( X \sim \mathcal{D}^m \), it holds that

\[
\sup_{(p,s) \in I} \left| u_p(s;\mathcal{D}) - \hat{u}_p(s;X) \right| \leq \epsilon_\mu .
\]

From the definition of \( \epsilon_\mu \), we see that when \( \hat{\epsilon} \approx \frac{c^2}{m} \) (near-maximal), the HOEFFDING term applies, so this bound matches Theorem 3.1 to within constant factors (in particular, \( \ln \left( \frac{3m}{c} \right) \) instead of \( \ln \left( \frac{2m}{\delta} \right) \)). On the other hand, when \( \hat{\epsilon} \) is small, Theorem 3.2 is much sharper than Theorem 3.1. A few simplifying inequalities yield

\[
\epsilon_\mu \leq \frac{2 \ln \left( \frac{16m}{\delta} \right)}{3m} + \frac{c \ln \left( \frac{2m}{\delta} \right)}{m} .
\]

which matches the standard sub-gamma Bennett’s inequality up to constant factors, with dependence on \( \hat{\epsilon} \) instead of \( v \). In the extreme, when \( \hat{\epsilon} = 0 \) (i.e., the game is near-deterministic), then Theorem 3.2 improves asymptotically over Theorem 3.1 by a \( \Theta \left( \sqrt{\ln \left( \frac{16m}{\delta} \right)/m} \right) \) factor.

**4 LEARNING ALGORITHMS**

We are now ready to present our algorithms. Specifically, we discuss two Monte-Carlo sampling-based algorithms that can be used to uniformly learn empirical games, and hence ensure that the equilibria of the games they are learning are accurately approximated with high probability. Note that our algorithms apply only to finite games, as they require an enumeration of the index set \( I \).

A conditional normal form game \( \Gamma \), together with a black box from which we can sample distribution \( \mathcal{D} \), serves as our mathematical model of a black-box simulator from which the utilities of a simulation-based game can be sampled. Given strategy profile \( s \), we assume the simulator outputs a sample \( u_p(s,x) \), for all agents \( p \in P \), after drawing a single condition value \( x \sim \mathcal{D} \).

Our first algorithm, global sampling (GS), is a straightforward application of Thms. 3.1 and 3.2. The second, progressive sampling with pruning (PSP), iteratively prunes strategies, and thereby has the potential to expedite learning by obtaining tighter bounds than GS, given the same number of samples. We explore PSP’s potential savings in our experiments (Sec. 5).

Our first algorithm, GS (Alg. 1), samples all utilities of interest, given a sample size \( m \) and a failure probability \( \delta \), and returns the ensuing empirical game together with an \( \hat{\epsilon} \) determined by either Thm. 3.1 or 3.2 that guarantees an \( \hat{\epsilon} \)-uniform approximation.

More specifically, GS takes in a conditional game \( \Gamma \), a black box from which we can sample distribution \( \mathcal{D} \), an index set \( I \subseteq P \times S \), a sample size \( m \), a utility range \( c \) such that utilities are required to lie in \( [-c/2, c/2] \), and a bound type \( B_0 \), and then draws \( m \) samples to produce an empirical game \( \hat{\Gamma} \), represented by \( \hat{u}(\cdot) \), as well as an additive error \( \hat{\epsilon} \), with the following guarantees:
Algorithm 1 Global Sampling

1: procedure GS(ΓX, Δ, I, m, δ, c, Bd) → (uil, δ)
2: input: Conditional game ΓX, black box from which we can sample distribution Δ, index set I, sample size m, failure probability δ, utility range c, and bound type Bd.
3: output: Empirical utilities ū, V(p, s) ∈ I, additive error δ.
4: X ∼ Δm → Draw m samples from distribution Δ.
5: V(p, s) ∈ I : ūp(s) ← ūp(s, X).
6: if Bd = H then → See Thm. 3.1 (Hoeffding)
7: δ ← c ln(2m) 2m
8: else if Bd = B then → See Thm. 3.2 (Elliott-Bennett)
9: δ′ ← sup (p,s)∈I 1 m−1 m−1 i=1 (uip(s; xj) − ūp(s))2
10: δ′ ← c ln 1 2m 1 m−1 + 2(c ln 1 2m)2 1 m−1 + 2δ′ 2m
11: δ ← min δ, δ′
12: end if
13: return (uil, δ)
14: end procedure

Theorem 4.1 (Approximation Guarantees of Global Sampling). Consider conditional game ΓX together with distribution Δ and take index set I ⊆ P × S such that for all x ∈ X and (p, s) ∈ I, uip(s; x) ∈ [−c/2, c/2], for some c ∈ R. If GS(ΓX, Δ, I, m, δ, c, Bd) outputs the pair (uil, δ), then with probability at least 1 − δ, it holds that

\[ \sup_{(p, s) \in I} |uip(s; Δ) − uip(s)| \leq \hat{\delta}. \]

Next, we present PSP (Alg. 2), which, using GS as a subroutine, draws progressively larger samples, refining the empirical game at each iteration, and stopping when the equilibria are approximated to the desired accuracy, or when the sampling budget is exhausted. Although performance ultimately depends on a game’s structure, PSP can learn equilibria using vastly fewer resources than GS.

As the name suggests, PSP is a pruning algorithm. The key idea is to prune (i.e., cease estimating the utilities of) strategy profiles that (w.h.p.) are provably not equilibria. Recall that s ∈ Eε(Γ) iff Regpρ(I, s) ≤ ε, for all p ∈ P. Thus, if there exists p ∈ P s.t. Regpρ(I, s) > ε, then s /∈ Eε(Γ). In the search for pure equilibria, such strategy profiles can be pruned.

A strategy s ∈ S is said to be ε-dominance another strategy s′ ∈ S if for all s ∈ S, taking s′ = (s1, s2, ..., s′p, s′p+1, ..., sp), it holds that uip(s) − ε ≥ uip(s′). The ε-rationalizable strategies Ratε(Γ) are those that remain after iteratively removing all ε-dominated strategies. Only strategies in Ratε(Γ) can have nonzero weight in a mixed ε-Nash equilibrium [10]; thus eliminating strategies not in Ratε(Γ) is a natural pruning criterion for mixed equilibria.

If a strategy s ∈ S is ε-dominated by another strategy s′ ∈ S, then p always regrets playing strategy s, regardless of other agents’ strategies. Consequently, the mixed pruning criterion is more conservative than the pure, which means more pruning occurs when learning pure equilibria.

Like GS, PSP takes in a conditional game ΓX, a black box from which we can sample distribution Δ, a utility range c, and a bound type Bd. Instead of a single sample size, however, it takes in a sampling schedule M in the form of a (possibly infinite) strictly increasing sequence of integers; and instead of a single failure probability, it takes in a failure probability schedule δ, with each δt in this sequence and their sum (0, 1). These two schedules dictate the number of samples to draw and the failure probability to use at each iteration. PSP also takes in a boolean Pure that indicates whether the equilibria of interest are pure or mixed, and an error threshold ε, which enables early termination as soon as equilibria are estimated to within the additive factor ε.

Algorithm 2 Progressive Sampling with Pruning

1: procedure PSP(ΓX, Δ, M, δ, c, Bd, Pure, ε) → ((uil, δ), (īl, δ))
2: input: Conditional game ΓX, black box from which we can sample distribution Δ, sampling schedule M, failure probability schedule δ, utility range c, bound type Bd, equilibria type Pure, error threshold ε.
3: output: Empirical utilities ū, V(p, s) ∈ P × S, utility error δ, empirical equilibria ̃δ, equilibria error δ, failure probability δ.
4: I ← P × S → Initialize index set
5: V(p, s) ∈ I : (ũp(s), ̃εp(s)) ← (0, c/2), → Initialize outputs
6: for t = 1, ..., |M| do
7: (uil, δ) ← GS(ΓX, Δ, I, Mt, δt, c, Bd), → Improve estimates
8: V(p, s) ∈ I : ̃εp(s) ← → Update confidence intervals
9: if ̃δ ≤ ε or t = |M| then → Termination condition
10: ̃E ← \{ Pure : E2̃δ(ũl) \}
11: \{ Pure : E2̃δ(ũl) \}
12: end if
13: I ← \{ (p, s) ∈ I | Regpρ(uil, δt) ≤ 2̃δ \}
14: end for
15: end procedure

In the PSP pseudocode, and in the following theorem, we overload the Reg and E operators (both pure and mixed) to depend on a utility function, rather than a game.

Theorem 4.2. Suppose conditional game ΓX and distribution Δ such that for all x ∈ X and (p, s) ∈ P × S, uip(s; x) ∈ [−c/2, c/2] for some c ∈ R. If PSP(ΓX, Δ, M, δ, c, Bd, Pure, ε) outputs ((uil, δ), (īl, δ)), it holds that:
(1) ̃δ ≤ Σt δt, δt ∈ (0, 1); ̃E = E2̃δ(ũl).
(2) If limt→∞ ln((1/δt))/Mt = 0, then ̃δ ≤ ε.

Furthermore, if PSP terminates, then with probability at least 1 − ̃δ, the following hold simultaneously:
(3) |uip(s; Δ) − uip(s)| ≤ ̃εp(s), for all (p, s) ∈ P × S;
(4) If Pure, then Ẽδ(u) ⊆ E2̃ε̃lu ⊆ E2̃δ̃l(u);
(5) If Pure, then Ẽδ(u) ⊆ E2̃ε̃lu ⊆ E2̃δ̃l(u).

Finally, we propose two possible sampling and failure probability schedules for PSP, M and δ, depending on whether the sampling budget is finite or infinite. Given a finite sampling budget m < ∞, a neutral choice is to take M to be a doubling sequence such that Σt Mt ≤ m, with Mt sufficiently large so as to possibly permit pruning after the first iteration (that neither prune
We now set out to evaluate the strength of our methodology to a wide variety of interesting game inputs of varying scales with rich estimating a game with our empirical Bennett-type bound should depend on the number, the worst-case variance over, and the range of utility values. However, if the variance of the utilities at all equilibria is small, and if the variance of the utilities at non-equilibrium strategy profiles is no more than half the square of their regret, then PSP runs only until the high-variance high-regret strategy profiles are pruned. Once this critical point is reached, the game is essentially learned, as each subsequent iteration prunes more strategy profiles, further reducing the wimpy variance, yielding tighter bounds for the remaining profiles. Under these circumstances, PSP can provably require fewer samples than GS.

5 EXPERIMENTS

We now set out to evaluate the strength of our methodology to learn black-box games and their equilibria from samples. The empirical performance of an algorithm can vary dramatically under different distributions of inputs; in particular, the success of game-theoretic solvers can vary dramatically even within the same class of games [17, 21]. Consequently, we employ GAMUT [21], a state-of-the-art suite of game generators that is capable of producing a wide variety of interesting game inputs of varying scales with rich strategic structure, thereby affording us an opportunity to conduct a robust evaluation of our methodology. Furthermore, we employ Gambit [19], a state-of-the-art equilibrium solver. We bundled both of these packages together with our statistical learning algorithms in a python library for empirical game-theoretic analysis, pySEGTA, to make it easier for other EGTA researchers to benchmark their algorithms against ours.

Black-Box Game Design. In all our experiments, we use GAMUT to generate what we call ground-truth games. Ground-truth games are ordinarily inaccessible; however, we rely on them here to measure the loss experienced by our algorithms: i.e., the regrets in a learned game as compared those in the corresponding ground-truth game. To simulate a black-box game, we simply add noise drawn from a zero-centered distribution to the utilities of a ground-truth game. We detail this construction presently.

Let $\Gamma(s, \mathcal{P})$ be the utility of player $p$ at profile $s$ in $\Gamma$. Fix a conditional set $\mathcal{X} = \{a,b\}$, where $a < b$. In the conditional game $\Gamma_X$, $u_p(s, x_{p,s}) = u_p(s) + x_{p,s}$, for $x_{p,s} \in \mathcal{X}$. Conditional game $\Gamma_X$ together with distribution $\mathcal{D}$ on $\mathcal{X}$ is then our model for a black-box game. For simplicity, all noise $x_{p,s} \sim \mathcal{D}$ is drawn i.i.d.

We only consider noise distributions where $\mathcal{D}$ is zero-centered. Consequently, the expected-normal form game $\Gamma_{\mathcal{D}}$, which is the object of our algorithms’ estimation, exactly coincides with $\Gamma$; i.e., it holds that for every $p$ and $s$, $u_p(s, \mathcal{D}) = \mathbb{E}_{x_{p,s} \sim \mathcal{D}} [u_p(s, x_{p,s})] = \mathbb{E}_{x_{p,s} \sim \mathcal{D}} [u_p(s)] + \mathbb{E}_{x_{p,s} \sim \mathcal{D}} [x_{p,s}] = u_p(s)$, because $u_p(s)$ is constant and $\mathcal{D}$ is zero-centered.

Experimental Setup. We normalize the utilities generated by GAMUT to lie in the range $[-10, 10]$. We experiment with three different noise regimes, high, medium, and low variance. Letting $U[a, b]$ be a uniform distribution over $[a, b]$, we model high, medium, and low variance noise by distributions $U[-2.5, 2.5], U[-.5, .5], and U[-1, 1]$, respectively.

We test both GS, Alg. 1, and PSP, Alg. 2. These algorithms take as input a flag $B_o \in \{H, B\}$, indicating which bound, Hoeffding’s (Thm. 3.1) or our empirical Bennett-type (Thm. 3.2), to use. Henceforth, to refer to an algorithm that uses bound $B_o$, we write $GS(B_o)$ and $PSP(B_o)$. Throughout our experiments, we fix $\delta = 0.05$.

Sample Efficiency of GS. In this experiment, we investigate the sampling efficiency of our algorithms; that is, the quality of the games learned, as measured by $\epsilon$, as a function of the number of samples needed to achieve said guarantee. We tested ten different classes of GAMUT games, all of them two-player, with varying numbers of strategies, either indicated in parentheses next to the game’s name, or two by default. For each class of games, we drew 60 random ground-truth games from GAMUT, and for each such draw, we run GS 20 times for each of sample sizes $m \in \{10, 20, 40, 80, 160, 320, 640, 1280, 2560, 5120\}$, measuring $\epsilon$ for all possible combinations of these parameters. We then average the measured values of $\epsilon$, fixing the number of samples. Fig. 1 plots, in a log-log scale, these averages, comparing the performance of GS given Hoeffding’s bound and our empirical Bennett-type bound, for the cases of high and low variance. Fig. 1 depicts only four classes of games, but trends over all ten classes are similar (see the supplemental material). In all cases, we found that our empirical Bennett-type bound produces better estimates for the same number of samples, as measured by $\epsilon$. Note the initial $1/m$ decay rate, later slowing to $1/\sqrt{m}$, in the Bennett bounds, reflecting the fast $c$ term and slow $\sigma^2$ terms of the sub-gamma bounds.

Figure 1: Quality of Learned Games
**Empirical Regret of GS.** In this experiment, we investigate the quality of the equilibria learned by our algorithms. To compute the equilibria of a game, we use Gambit [19], a state-of-the-art equilibrium solver. The goal of these experiments is to provide empirical evidence for Thm. 2.2, namely that our algorithms are capable of learning games that approximately preserve the Nash equilibria of black-box games. The goal is not to test the quality of different equilibrium solvers—we refer the reader to [21] for an evaluation along those lines. Hence, we fix one such solver throughout, namely, Gambit’s GNM solver, a global Newton method that computes Nash equilibria [11].

To measure the quality of learned equilibria, given a game $\Gamma$ and a subset of the strategy profile space $S' \subseteq S^p$, we define the metric $\text{MAX-REGRET}(\Gamma, S') = \sup_{s \in S'} \max_{p \in P} \text{Reg}_p(\Gamma, s)$: i.e., the maximum regret of any player $p$ at any profile $s$ in $S'$. Note that, given two compatible games $\Gamma$ and $\Gamma'$, and $S'$, we can measure $\text{MAX-REGRET}$ of either game, since the strategy profile space is shared by compatible games. This is useful because, given a ground-truth game $\Gamma$ and a corresponding empirical estimate $\hat{\Gamma}$, we can measure the maximum regret of a set of Nash equilibrium profiles in $\Gamma$, say $S'$, in its empirical estimate $\hat{\Gamma}$. Thm. 2.2 implies that, given an $\varepsilon$-uniform approximation $\hat{\Gamma}$ of $\Gamma$, we should observe $\text{MAX-REGRET}(\hat{\Gamma}, S') \leq 2\varepsilon$. Thm. 4.1 then implies that if said $\varepsilon$-uniform approximation holds with probability $1 - \delta$, then we should likewise observe $\text{MAX-REGRET}(\hat{\Gamma}, S') \leq 2\varepsilon$ with probability $1 - \delta$.

We empirically measure MAX-REGRET, where equilibria are computed using Gambit, for the same ten different classes of games as in the previous experiment, again over 60 draws for each class, where for each such draw, we run GS 10 times for each of sample sizes $m \in \{10, 20, 40, 80, 160\}$, measuring MAX-REGRET for all possible combinations of these parameters. We then average the measured values of MAX-REGRET, fixing the number of samples. Fig. 2 plots, in a log-log scale, both these averages (the markers) and the theoretical guarantees (the lines). This plot complements our theory, establishing experimentally that our algorithms are capable of preserving equilibria in learned black-box games. This learning is robust to various classes of games, for example, for dominance-solvable games (such as Prisoners’ Dilemma), games with guaranteed pure-strategy equilibria (such as congestion games), as well as other games with no guarantee on their equilibrium other than existence (such as random and zero-sum games). This learning is also robust to different levels of noise, with our algorithms consistently achieving higher accuracy in practice than in theory, all across the board.

**Sample Efficiency of PSP.** In this experiment, we investigate the sample efficiency of PSP as compared to GS. We say that algorithm $A$ has better sample efficiency than algorithm $B$ if $A$ requires fewer samples than $B$ to achieve a desired accuracy $\varepsilon$.

Our experimental design is as follows. Fixing a game, and the following values of $\varepsilon \in \{0.125, 0.25, 0.5, 1.0\}$, we compute the number of samples $m(\varepsilon)$ that would be required for GS($H$) to achieve accuracy $\varepsilon$. We then run both GS($H$) and GS($B$) with $m(\varepsilon)$ samples.

For PSP, we use the following doubling strategy as a sampling schedule $M(m(\varepsilon)) = \lceil m(\varepsilon)/4 \rceil, \lceil m(\varepsilon)/2 \rceil, m(\varepsilon), 2m(\varepsilon)$, rounding to the nearest integer as necessary. For $\delta$, we use a uniform schedule such that $\sum_{\varepsilon \in \delta} \delta = \delta$: i.e., $\delta = \{0.0125, 0.0125, 0.0125, 0.0125\}$. Using these schedules, we run both PSP($H$) and PSP($B$) until completion by setting the desired accuracy to zero. We prune using the mixed-strategy criterion, namely the set of rationalizable strategies. We ran this experiment on three different classes of games: congestion games (2 players, and 2, 3, 4, and 5 facilities; game sizes 18, 98, 450, and 1,922 respectively), random games (2 players, and 5, 10, 20, and 30 strategies each; game sizes 50, 200, 800, and 1,800 respectively), and zero-sum games (2 players, and 5, 10, 20, and 30 strategies; game sizes 50, 200, 800, and 1,800 respectively). As with our other experiments, we draw multiple games for each class of games (in this case 30) and multiple runs (in this case 10 for each draw of each game). We consider medium variance only.

For all algorithms, we measure the total number of samples across all players and strategy profiles. If and when it prunes, PSP requires progressively fewer and fewer samples, with the number decreasing each iteration to the size of the unpruned game.

Table 1 summarizes the results of these experiments for select games. In all cases, we simply report the total number of samples, averaged across all experiments. The theory tells us that given this number of samples, GS must achieve at least the desired $\varepsilon \in \{0.125, 0.25, 0.5, 1.0\}$. Although there is no such guarantee for PSP, in these experiments PSP always achieved a strictly greater accuracy than GS (these accuracies are also reported in Table 1, under the columns labeled $\varepsilon$), Moreover, PSP tends to exhibit significantly better sample efficiency than GS; notable exceptions include cases where either the games are small or the $\varepsilon$ guarantee is loose (e.g., $\varepsilon \leq 1.0$). These results demonstrate the promise of PSP as an algorithm for learning black-box games, as its sample efficiency generally exceeds that of GS.

**Limitations of PSP.** While our experiments demonstrate that PSP can yield substantial savings when learning games in many different classes, in some GAMUT games, our simple doubling schedule yielded no such gains. We found Grab The Dollar to be a particularly difficult game. In Grab The Dollar, there is a prize...
whenever one player “Grabs The Dollar” before their opponent.

As a result, there are few cases where one player’s strategy differs) are distinct enough that pruning is most effective in cases where

The utility structure of this game is such that the player’s utilities are the same across many different strategy profiles—in particular, whenever one player “Grabs The Dollar” before their opponent. As a result, there are few $\varepsilon$-dominated strategies, which in turn makes pruning ineffective. PSP is most effective in cases where utilities between neighboring strategy profiles (i.e., where only one player’s strategy differs) are distinct enough that pruning is possible. Arguably, this kind of structure is common in practice, where, fixing all other players’ strategies, one player’s strategy (like defect in the Prisoners’ Dilemma) can yield very different utilities than neighboring strategies (like cooperate). Finally, our PSP algorithm does not compare favorably to the baseline in games where there are few strategies, and hence few opportunities to prune.

6 SUMMARY AND CONCLUSION

In this paper, we present and evaluate a methodology for learning games that cannot be expressed analytically. On the contrary, it is assumed that a black-box simulator is available that can be queried to obtain noisy samples of utilities. In many simulation-based games of interest, queries to the simulator are exceedingly expensive, so that the time and effort required to obtain sufficiently accurate utility estimates dwarves that of any other relevant computations, including equilibrium computations. This condition holds in meta-games like Starcraft [28], for example, where agents choose comprise a few high-level heuristic strategies, not intractably many low-level game-theoretic strategies. Thus, our primary concern in this paper is to limit the need for sampling, while still guaranteeing that we are estimating a game well.

Our main contributions come in two flavors. First, we derive a novel bound that can adapt to any naturally occurring variance in a game’s black-box simulator, so that fewer samples are required to obtain robust guarantees on the estimated game. Whereas Tuyls et al. [28] control the FWER by applying a Šidák correction to Hoeffding’s bound, we improve upon their approach using an empirical variant of Bennett’s inequality that does not require a priori knowledge of the variance.

Second, we develop an algorithm that progressively samples a game, all the while pruning strategy profiles: i.e., ceasing to estimate those strategy profiles that provably (with high probability) do not comprise any (approximate) equilibria. In extensive experimentation over a broad swath of games, we show that this algorithm, equipped with our variance-sensitive bound, makes frugal use of samples, often requiring far fewer to learn to the same—or even a better—degree of accuracy than a variant of the sampling algorithm in Tuyls et al. [28]’s, which serves as a baseline.

A pySEGTA: A PYTHON LIBRARY

We carried out our experiments in a Python library we developed and named pySEGTA, for statistical EGTA.4 pySEGTA interfaces with both GAMUT and Gambit, exposing simple interfaces by which users can generate games (GAMUT), learn them (via our learning algorithms, for example), and solve them (Gambit). As the logic concerning game implementation is entirely separate from game learning and/or solving, pySEGTA can be used to analyze arbitrarily complex simulation-based games with arbitrarily complex strategies. pySEGTA already affords access to most GAMUT games, and is designed to be easily extensible to interface with other game generators. To do so only requires describing a game’s structure (number of players, and per-player numbers of strategies), and implementing one query method, which takes as input a strategy profile and returns sample utilities for all players at the given strategy profile. pySEGTA also includes parameterizable implementations of both GS and PSP, and was designed with extensibility in mind, so that other users can incorporate their learning algorithms as they are developed. Our intent is that pySEGTA ease the work of benchmarking empirical game-theoretic learning algorithms.
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