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ABSTRACT

Deploying reinforcement learning (RL) involves major concerns around safety. Engineering a reward signal that allows the agent to maximize its performance while remaining safe is not trivial. Safe RL studies how to mitigate such problems. For instance, we can decouple safety from reward using constrained Markov decision processes (CMDPs), where an independent signal models the safety aspects. This setting, an RL agent can autonomously find tradeoffs between performance and safety. Unfortunately, most RL agents designed for CMDPs only guarantee safety after the learning phase, which might prevent their direct deployment. In this work, we investigate settings where a concise abstract model of the safety aspects is given, a reasonable assumption since a thorough understanding of safety-related matters is a prerequisite for deploying RL in typical applications. Factored CMDPs provide such compact models when a small subset of features describe the dynamics relevant for the safety constraints. We propose an RL algorithm that uses this abstract model to learn policies for CMDPs safely, that is without violating the constraints. During the training process, this algorithm can seamlessly switch from a conservative policy to a greedy policy without violating the safety constraints. We prove that this algorithm is safe under the given assumptions. Empirically, we show that even if safety and reward signals are contradictory, this algorithm always operates safely and, when they are aligned, this approach also improves the agent’s performance.
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1 INTRODUCTION

Despite all the astonishing successes in Reinforcement Learning [RL; 45], safe exploration is still a major concern preventing its deployment in real-world tasks [5]. This problem has motivated the study of constrained RL to ensure safety [16]. In this framework, an agent interacts with an environment modeled as a Constrained Markov Decision Process [CMDP; 4] without knowledge about the transition, reward, and cost functions. In safe RL, the cost function is used as a proxy to distinguish between safe and unsafe behaviors [19]. Therefore, the agent must find a policy with maximum expected reward among the safe (feasible) policies, namely those with expected cost smaller than a safety threshold.

We would like to distinguish between two constrained RL settings. The first is the common setting, where the agent trains in an assumed perfect simulator and only cares about constraint violations later, when deployed in the real environment. In this case, safe exploration is not a major issue, since the agent is free to explore during the learning period. The second, which is the focus of this work, is what we may call the true setting, where the agent interacts directly with the environment and is not allowed to violate the constraints while learning.

Following the optimism in the face of uncertainty framework to trade off exploration and exploitation, Efroni et al. [17] proposed different algorithms for constrained RL with bounded regret in terms of performance and in terms of constraint violation. However, these algorithms may still violate the constraints, since they encourage the agent to explore unknown parts of the environment, making them unsuitable for the true RL setting. We aim to develop RL algorithms that can learn without violating the constraints, that is, with no regret in terms of constraint violation.

We observe that often most of the state description is only relevant to the reward signal and does not influence the safety of the agent. In this setting, it can be easy for an expert to define the dynamics relevant for safety. Consider for instance imposing a limit on the consecutive movements of a robot arm to avoid overheating or indicating unsafe areas such as stairs on a mobile robot’s map, in these situations the target location is not relevant for safety. Such constraints may be represented in a compact model and are a prerequisite for deploying RL in practice. Without such knowledge, typical RL algorithms would need to perform random exploration, which is not an option in safety-critical applications. Hence, we assume that this compact model is known and is represented by an abstract CMDP \( \bar{M} \). This assumption allows us to safely trade off exploration and exploitation, so the agent has an incentive to explore, but always within a set of safe policies. Figure 1 shows a CMDP where this kind of abstraction can be found. In this example, we observe that the variable \( y \) does not influence the cost function. We will use this problem as a running example henceforth.

This work has a novel perspective on the use of abstractions. The literature usually focuses on building a policy for \( M \) that will later be executed in the ground CMDP \( \bar{M} \). Our approach, however, focuses on computing a policy in the ground CMDP \( M \) and uses the abstract model \( \bar{M} \) to guarantee safety, which decouples the safety concerns from the reward signal.
Our contribution is four-fold: (i) we study the kind of abstraction sufficient to concisely describe and distill safety dynamics. Using factored MDPs [8], (ii) we devise an example of such abstract model. Assuming such model is given, (iii) we propose a safe algorithm that learns an optimal policy for the CMDP without violating the constraints. Finally, (iv) we show that this algorithm is always safe and has no regrets in terms of constraint violation.

The empirical analysis showcases the capabilities of the proposed always safe algorithm: (i) as expected it respects the constraints during training; (ii) it eventually achieves optimal performance; and (iii) when the cost function is aligned with the reward it reduces the performance regret. Code: https://github.com/AlgTUDelft/AlwaysSafe.

2 BACKGROUND

We start by reviewing the MDP, the constrained MDP and the factored MDP formalisms. Next, we discuss the constrained RL problem and an algorithm to solve it.

2.1 Constrained MDPs

A Markov Decision Process [MDP; 36] models the interaction between an agent and its environment. Let $\Pi(\mathcal{X})$ be the set of probability distributions over the finite set $\mathcal{X}$. We consider an MDP with a finite state space $\mathcal{S}$, a finite action space $\mathcal{A}$, a transition function $P: \mathcal{S} \times \mathcal{A} \rightarrow \Pi(\mathcal{S})$ that represents the conditional probability distribution $P(s'|s,a)$ of moving to a successor state $s'$ in $\mathcal{S}$ after executing action $a$ in state $s$ in $\mathcal{S}$, a bounded reward function $R: \mathcal{S} \times \mathcal{A} \rightarrow [0,1]$, and an initial state distribution $\mu \in \Pi(\mathcal{S})$. We focus on finite-horizon problems, where the agent interacts $H$ times with the environment.

A Constrained Markov Decision Process [CMDP; 4] has the same elements as an MDP plus a bounded cost function $C: \mathcal{S} \times \mathcal{A} \rightarrow [0,1]$ and an upper bound on the expected cost $\hat{c} \in [0,H]$. We consider a policy with expected cost larger than $\hat{c}$ unsafe. Although we present CMDPs with a single cost function in favor of clarity, our results can easily be extended to problems with multiple cost functions.

A factored CMDP [8] compactly represent a CMDP using a dynamic Bayesian network [14]. It uses a set of state variables $X = \{X_1, \ldots, X_N\}$ to represent the state space, where each variable assumes a value $x_i$ from its domain $\text{dom}(X_i)$. Assuming the outcome of each variable $X_i$ is conditionally independent of the outcome of the other variables given its parents $\text{Pa}_d(X_i) \subseteq X$ (the set of variables on which the value of $X_i$ depends when executing action $a$), the transition function is represented by the product of a set of conditional probability distributions

$$P(s' | s,a) = \prod_{X_i \in X} P(s'[X_i] | s[\text{Pa}_d(X_i)], a),$$

where $s[X_i] \in \text{dom}(X_i)$ denotes the value of the variable $X_i \in X$ (or the set of variables $\Lambda \subseteq X$) in state $s \in \mathcal{S}$. Let $\mathcal{N} = \{1, \ldots, n\}$, $\forall n \in \mathbb{N}$. We can also succinctly represent the reward and cost functions by the sum of $m$ and $n$ local functions, respectively:

$$R(s,a) = \sum_{i \in \mathcal{N}_m} R_i(s[\Lambda_i^R], a) \quad \text{and} \quad C(s,a) = \sum_{i \in \mathcal{N}_n} C_i(s[\Lambda_i^C], a),$$

where $R_i (C_i)$ is the $i$-th local reward (cost) function that only depends on the subset of variables $\Lambda_i^R (\Lambda_i^C) \subseteq X$.  

![Figure 1: A factored CMDP with 2 features ($x, y$) and 6 states (left) and the corresponding abstract CMDP built with a model-cost-irrelevant abstraction that ignores the feature $y$ (right). Costs and rewards with value 0 are omitted as well as the probability of deterministic transitions.](image-url)

A policy $\pi : \mathcal{S} \times \mathcal{N} \rightarrow \Pi(\mathcal{A})$ defines the behavior of the agent. It induces a state-action occupancy $y_t(s,a) = \mu(s)\pi(a | s,t)$, where $\mu(s)$ is the occupancy of the state $s$ at time step $t$:

$$\mu(s) = \begin{cases} \mu(s) & \text{if } t = 1, \\ \sum_{s',a' \in \mathcal{S} \times \mathcal{A}} y_{t-1}(s',a')P(s' | s,a') & \text{otherwise.} \end{cases}$$

An optimal policy $\pi^\ast$ for a CMDP maximizes the expected accumulated reward while the expected accumulated cost is below the upper bound $\hat{c}$:

$$\max_{\pi} V_R^\pi (\mu) = \sum_{s \in \mathcal{S}} \mu(s) V_R^\pi (s,1) = \mathbb{E}_\pi \left[ \sum_{t \in \mathcal{N}_H} R_t | \mu \right]$$

$$\text{s.t. } V_C^\pi (\mu) = \sum_{s \in \mathcal{S}} \mu(s) V_C^\pi (s,1) = \mathbb{E}_\pi \left[ \sum_{t \in \mathcal{N}_H} C_t | \mu \right] \leq \hat{c},$$

where $R_t$ and $C_t$ are random variables indicating the reward and cost the agent receives at time step $t$, respectively. The expected cost following a policy $\pi$ starting from state $s$ at time step $t$ can be computed according to its occupancy measure $y_t$ as follows:

$$V_C^\pi(s,t) = \sum_{s,a,k \in \mathcal{S} \times \mathcal{A} \times \{1, \ldots, H\}} y_{k}(s,a) C(s,a).$$

The expected value $V_R^\pi(s,t)$ is defined similarly replacing the cost function $C$ by the reward function $R$.

Example 2.1 (The optimal policy). Consider the CMDP from Figure 1. In state $s_{11}$ action $b$ has no cost and gives a reward of 1, so the optimal policy always assigns $\pi(b | s_{11}) = 1$, which maximizes the reward and does not incur any cost. This way, all the cost would come from the state $s_{10}$: so we have $V_C^\pi(\mu) = \mu(t(s_{11})$. Since only action $a$ gives a reward in state $s_{10}$, the problem reduces to max $\pi(a | s_{10})$ s.t. $p_t(a | s_{10}) \leq \hat{c}$. For $p = 0$ the solution is trivial and $\pi(a | s_{10})$ might assume any value, while for $p > 0$ we can reformulate the constraint, obtaining $\pi(a | s_{10}) \leq \frac{\hat{c}}{p}$. Since our objective is to maximize $\pi(a | s_{10})$, we find that the optimal policy for this problem is $\pi^\ast(a | s_{10}) = \frac{\hat{c}}{p}$.

The following Linear Program (LP) solves a CMDP:

$$\max_{s,a,t \in \mathcal{S} \times \mathcal{A} \times \mathcal{N}_H} y_{t}(s,a) R(s,a) \quad \text{s.t. } C1-C5. \quad (LP1)$$

$$\sum_{s,a,t \in \mathcal{S} \times \mathcal{A} \times \mathcal{N}_H} y_{t}(s,a) C(s,a) \leq \hat{c}. \quad (C1)$$
\[ y_t(s, a) = \sum_{s' \in S} x_t(s, a, s') : \forall s, a, t \in S \times A \times \mathbb{N}_H. \quad (C2) \]
\[
\sum_{s', a' \in S \times A} x_{t-1}(s', a', s) = \sum_{a \in A} y_t(s, a) : \forall s, t \in S \times \mathbb{N}_H[1]. \quad (C3) \]
\[ \sum_{a \in A} y_t(s, a) = \mu(s) : \forall s \in S. \quad (C4) \]
\[ x_t(s, a, s') = P(s' | s, a) y_t(s, a) : \forall s, a, s', t \in S \times A \times S \times \mathbb{N}_H. \quad (C5) \]

In LP1, C1 bounds the expected cost, C2 shows the linear relation between \( y \) and \( x \), C3 controls the inflow and outflow of each state at each time step, C4 is the initial state distribution and C5 ensures the flow respects the transition function. A solution for LP1 induces an optimal stochastic policy
\[ \pi(a | s, t) = \frac{y_t(s, a)}{\sum_{a' \in A} y_t(s, a')} : \forall s, a, t \in S \times A \times \mathbb{N}_H. \quad (1) \]

### 2.2 Constrained RL

In Reinforcement Learning [RL; 45] the agent does not have access to the description of the underlying MDP, so it must find a balance between exploration, to learn about the environment potentially increasing its performance, and exploitation, taking advantage of its current knowledge to collect reward. The difference between the value of the policy executed and the value of the optimal policy, called regret, is one measure of the efficiency of RL algorithms. Intuitively, an agent with bounded regret can make a good trade-off between exploration and exploitation.

To evaluate the efficiency of constrained RL algorithms we may consider two types of regret: performance regret and constraint violation regret [17]. The performance regret is similar to the one in traditional episodic RL settings [6, 26, 32]:
\[ \text{Reg}(K, R) = \sum_{k \in [K]} \left[ V_{\pi_k}^\pi (\mu) - V_{\pi_k}^\pi (\mu) \right] \]

where \([x]_+ = \max(x, 0)\) and \( K \) is the number of episodes. Note that this definition ignores values larger than the expected cost, which is only possible if the constraint is violated. The constraint violation regret is the cumulative cost violation:
\[ \text{Reg}(K, C) = \sum_{k \in [K]} \left| V_{\pi_k}^\pi (\mu) - \hat{c} \right|_+ \]

In this case we note that there is only regret when the expected cost is larger than the given bound, so a policy has no regret for having an expected cost lower or equal to the bound. In the next section, we describe an algorithm for constrained RL with bounded regret.

### 2.3 Solving CMDPs with Optimism

OptCMDP [17, Algorithm 1 with \( M = \emptyset \)] is an extension of the UCRL2 algorithm [26] to the CMDP setting. This algorithm requires knowledge about the components of the CMDP and bounds the performance regret with respect to the optimal policy as well as the constraint violation regret.

Intuitively, at the beginning of each episode, OptCMDP defines a set of CMDPs \( \Xi \) that contains the true CMDP \( M \) with high probability \( 1 - \delta \). It computes an optimistic policy, assuming it can also

**Algorithm 1 OptCMDP / AbsOptCMDP / AlwaysSafe**

**Input:** \( \delta \in (0, 1) : \) confidence level;

**Input:** \( M \in \{0, \hat{\delta}, \hat{A}, \hat{R}, \hat{\mu}, \hat{C}, \hat{\hat{c}}\} \)

1. for \( k \in [1, \ldots, K] \) do
2. Update the empirical model.
3. if \( M = 0 \) then
4. Compute \( \pi_k \) with LP2.
5. else
6. Compute \( \pi_k \) using \( M \) and (5), (6), (7) or Algorithm 2.
7. Execute policy \( \pi_k \) for one episode.

Choose the best CMDP in \( \Xi \):
\[
\arg \max_{P', R', C' \in \Xi, \pi} V_{\pi_k}^{P', R', C'} (\mu) \quad \text{s.t. } V_{\pi_k}^{P', R', C'} (\mu) \leq \hat{\hat{c}}. \tag{2} \]

Then the algorithm executes the computed policy for one episode, collecting data to update \( \Xi \). Over time the set \( \Xi \) shrinks and the computed policy approaches the optimal policy.

Efroni et al. [17] show that, under an optimistic perspective, we can simplify (2) by choosing the upper bound of the reward function and the lower bound of the cost function. Therefore, using \( \hat{f} \) to denote the maximum likelihood estimate of the function \( f \), we only consider a set of transition functions when defining \( \Xi \):
\[ \Xi = \{ P', R', C' : \]
\[ P' \in \left[ \hat{P}(s' | s, a) - \epsilon^P_S(s, a, s'), \hat{P}(s' | s, a) + \epsilon^P_S(s, a, s') \right], \]
\[ R' = \hat{R}(s, a) + \epsilon^R_S(s, a), \]
\[ C' = \hat{C}(s, a) - \epsilon^C_S(s, a), \forall s, a, s' \in \mathbb{S}, A, S \}, \]

where the confidence intervals \( \epsilon^P_S, \epsilon^R_S \) and \( \epsilon^C_S \) are based on the Bernstein inequality (for the transition function) and Hoeffding inequality (for the cost and reward function) [25]. We refer to [17, Equation 20] for a detailed derivation of the confidence intervals such that \( P(M \in \Xi) \geq 1 - \delta \). Now we can solve (2) with the following optimistic LP [17, 24, 39]:
\[
\max \sum_{s, a, t \in S \times A \times \mathbb{N}_H} y_t(s, a)(\hat{R}(s, a) + \epsilon^R_S(s, a)) \tag{LP2}
\]
\[
\text{s.t. } C2-C4 (LP1), C6-C8.
\]
\[
\sum_{s, a, t \in S \times A \times \mathbb{N}_H} y_t(s, a)(\hat{C}(s, a) - \epsilon^C_S(s, a)) \leq \hat{\hat{c}}. \tag{C6}
\]
\[
x_t(s, a, s') \leq (\hat{P}(s' | s, a) + \epsilon^P_S(s, a, s')) y_t(s, a) \quad \forall s, a, s', t \in S \times A \times S \times \mathbb{N}_H. \tag{C7}
\]
\[
x_t(s, a, s') \geq (\hat{P}(s' | s, a) - \epsilon^P_S(s, a, s')) y_t(s, a) \quad \forall s, a, s', t \in S \times A \times S \times \mathbb{N}_H. \tag{C8}
\]

Compared to LP1, LP2 replaces the equality C5 by two inequalities, which ensure that the chosen transition function is close to the true transition function with high probability. Besides an optimistic policy, computed by (1), a solution for this LP also gives us the optimistic transition function picked for problem (2):
\[
P_t'(s' | s, a) = \frac{x_t(s, a, s')}{y_t(s, a)}, \forall t \in \mathbb{N}_H.
\]
Over the episodes, as the agent collects more experiences, the estimate \( \hat{P} \) improves as the confidence interval \( \epsilon_0^n \) narrows. This way, \( P' \) approaches \( P \) and the policy computed by LP2 gets closer to an optimal one.

Even though the OptCMDP algorithm has a bounded constraint violation regret, in safety-critical applications even a small regret would not be acceptable, so this algorithm could not be directly deployed to real-world tasks. In the next section, we present a model that allows us to exactly represent a CMDP. Later, we will use this model to define a compact abstraction of the dynamics that are relevant for the safety constraints and use it to build a constrained RL algorithm with no constraint violation regret.

### 3 ABSTRACTION FOR EXPECTED COST

Before describing our method, let us consider again the robot with an arm that can overheat. In this example, we could keep track of how often the motor was activated in the last hour and constraint the RL agent’s policies to avoid excessive consecutive movements. This is a simple example of an abstraction that lets the robot act safely. In this section, we will formalize an abstract version of the problem that captures the knowledge required to ensure safety in the constrained RL setting. As an example, we explore factored CMDPs where the cost function is independent of some variables, that is, only a subset of the variables are relevant for the constraints.

Following the definitions by Li et al. [31], we denote a state abstraction function by \( \phi : \mathbb{S} \to \mathbb{S} \), where \( \mathbb{S} \) is the finite abstract state space. The inverse of \( \phi \) is denoted by \( \phi^{-1} : \mathbb{S} \to 2^\mathbb{S} \), that is \( \phi^{-1}(s) \) is the set of ground states whose abstract state is \( \hat{s} \) according to \( \phi \). Given a CMDP \( M = (\mathcal{S}, A, P, \mu, C, \hat{c}) \) and an abstraction function \( \phi \), the respective abstract CMDP is \( M_\phi = (\mathbb{S}, \hat{A}, P, \hat{\mu}, \hat{C}, \hat{c}) \), where

\[
\begin{align*}
\hat{P}(\hat{s}' | \hat{s}, a) &= \sum_{s \in \phi^{-1}(\hat{s})} \sum_{s' \in \phi^{-1}(s')} w(s) P(s' | s, a), \\
\hat{R}(\hat{s}, a) &= \sum_{s \in \phi^{-1}(\hat{s})} w(s) R(s, a), \\
\hat{C}(\hat{s}, a) &= \sum_{s \in \phi^{-1}(\hat{s})} w(s) C(s, a), \\
\hat{\mu}(\hat{s}) &= \sum_{s \in \phi^{-1}(\hat{s})} \mu(s)
\end{align*}
\]

and \( w(s) \) indicates the contribution of each state \( s \in \phi^{-1}(\hat{s}) \) to the abstract state \( \hat{s} \), with the constraint that \( \sum_{s \in \phi^{-1}(\hat{s})} w(s) = 1 \).

#### 3.1 Cost-model Irrelevance

Li et al. [31, Definition 3] use the above formalism to define different types of abstractions. For instance, \( Q^\pi_a \)-irrelevant abstractions preserve the \( Q^\pi_a \) function. This may be useful when solving an MDP, as we could compute \( Q^\pi_a \) over the abstract state space, which can speed up the convergence of an MDP solver [21] or an RL agent [49].

Following this idea, we define an abstraction related to the model necessary to compute the expected cost \( V^\pi_C \).

**Definition 3.1.** Given an CMDP \( M = (\mathcal{S}, A, P, \mu, C, \hat{c}) \), we say that an abstraction function \( \phi \) is cost-model-irrelevant when

\[
\phi(s_1) = \phi(s_2) \Rightarrow \sum_{s' \in \phi^{-1}(\hat{s})} P(s' | s_1, a) = \sum_{s' \in \phi^{-1}(\hat{s})} P(s' | s_2, a) \quad \text{and} \quad C(s_1, a) = C(s_2, a) \quad \forall a, s_1, s_2, \hat{s} \in A \times \hat{S} \times 2^\mathbb{S}.
\]

Definition 3.1 is similar to model-irrelevance [31] considering the cost function instead of the reward function. It says that if a cost-model-irrelevant abstraction maps two states to the same abstract state then the cost of executing action \( a \in A \) and the distribution over the next abstract state is the same in both states.

We would like to use prior knowledge of a model of the abstract CMDP to guarantee that a policy for the ground CMDP will not violate the cost constraints. So, while most literature on abstraction for RL is interested in deploying the policy computed in the abstract CMDP to the ground CMDP, we use the abstract CMDP to test the safety of a policy defined in the ground CMDP.

#### 3.2 A Cost-model-irrelevant Abstraction

In factored CMDPs, we can define a cost-model-irrelevant abstraction by considering only the subset of state variables that influence the cost function. Given a set of variables \( \Delta \subseteq X \), we define their parents as \( \text{Pa}(\Delta) = \bigcup_{E \in \Delta} \text{Pa}(E) \) and their ancestors as:

\[
\text{Anc}(\Delta) = \begin{cases} \Delta & \text{if } \text{Pa}(\Delta) \subseteq \Delta, \\ \text{Anc}(\text{Pa}(\Delta) \cup \Delta) & \text{otherwise}. \end{cases}
\]

Intuitively, the set \( \text{Anc}(\Delta) \) might influence \( \Delta \) over multiple time steps, while the set \( \text{Pa}(\Delta) \) is only variables that have an immediate influence on \( \Delta \). Let \( \text{Pa}(C) = \bigcup_{E \in \Delta} \text{Pa}(E) \) be the set of variable that directly influences the cost function, we define a cost-model-irrelevant abstraction \( \phi_C \) based on their ancestors \( \text{Anc}(\text{Pa}(C)) \):

\[
\phi_C(s[X]) = s[\text{Anc}(C)].
\]

Our running example (Figure 1) shows an instance of such abstraction. The efficiency of this abstraction, related to the size reduction from the original CMDP to the abstract CMDP, corresponds to the size of the set of ancestors of the cost function: \( |\text{Anc}(C)| \).

**Theorem 3.2.** \( \phi_C \) is a cost-model-irrelevant abstraction.

**Proof.** See supplementary material [41]. □

While \( \phi_C \) is a convenient and natural cost-model-irrelevant abstraction, it is not necessarily the most compact. We refer to Givan et al. [20] for a discussion on how to find more compact abstract models in factored MDPs.

#### 3.3 Planning with the Abstract CMDP

Given a cost-model-irrelevant abstraction, we extend LP1 to take this knowledge in consideration, by adding variables \( z \) that represent the occupancy of each pair of abstract state and action for each time step. Our goal is to decouple the expected cost from the full transition function, to ensure that the policy computed still respects the cost constraints.

\[
\max_{s, a, t} \sum_{s, a, t \in \mathcal{S} \times A \times \mathcal{A}} y(s, a, t) \eta(s, a) \quad \text{(LP3)}
\]

s.t. \( \text{C2–C5 (LP1), C9–C11} \).
The idea is to combine the abstract CMDP created with a cost-model-irrelevant abstraction \( \bar{z} \) and the abstract CMDP, by ensuring that the flow leaving an abstract state is the sum of the flow that leaves the respective ground states. Constraint C9 replaces constraint C1, notice that it uses the abstract cost function and the expected cost is computed according to the occupancy of the abstract CMDP. Finally, constraint C11 ensures that the flow of the abstract CMDP respects the abstract transition function. Although this last constraint is redundant since this flow is already specified in the ground CMDP, it will be important for our method later when we do not have access to the underlying transition function.

Since LP3 keeps variables for the ground CMDP and the abstract CMDP, the policy it computes in the ground CMDP might be different in states that were merged. In other words, the policy induced by the abstract variables \( z \) is different from the policy induced by the ground variables \( x \) and \( y \).

In the next section, we show how to use this formulation to devise an RL algorithm compliant with the safety constraints.

4 ALREADY SAFE

Now we consider the setting where the agent has access to the abstract CMDP generated from a cost-model-irrelevant abstraction, but does not have access to the full transition function or the reward function. We propose an algorithm that learns the optimal policy of the underlying CMDP without incurring any constraint violation regret using an optimistic approach.

4.1 The Linear Program

The idea is to combine the abstract CMDP created with a cost-model-irrelevant abstraction (Section 3.1) with an optimistic approach for exploration (Section 2.3). LP4 puts all the pieces together:

\[
\max_{\gamma, \sigma, \tau} \frac{\gamma + \bar{\pi}^\tau(s, a)}{\gamma + \bar{\pi}^\tau(s, a) + \epsilon^\delta(s, a)}
\]

\[
\text{s.t. } C2-C4 \text{ (LP4), } C7-C8 \text{ (LP2), } C9-C11 \text{ (LP3).}
\]

The main difference between LP4 and LP2 is the use of the extra variables \( x \) that represent the flow in the abstract CMDP. Therefore we replace \( C6 \) that constrains the expected cost on the ground CMDP by \( C9 \) that constrains the expected cost in the abstract CMDP. Constraints C9-C11 control the flow in the abstract CMDP.

We can compile two basic policies using a solution for LP4. An abstract policy \( \pi_A \) using \( z \) and a ground policy \( \pi_G \) using \( y \):

\[
\pi_A(a | s, t) = \frac{z_t(s, a) \bar{C}(s, a)}{\sum_{a' \in A} z_t(s, a')} : \forall s, a, t \in \bar{S} \times \bar{A} \times \bar{N}_H.
\]

\[
\pi_G(a | s, t) = \frac{y_t(s, a)}{\sum_{a' \in A} y_t(s, a')} : \forall s, a, t \in \bar{S} \times \bar{A} \times \bar{N}_H.
\]

Next we analyze the properties of these two policies.

THEOREM 4.1. Given an uncertainty set \( \Xi \) that contains the underlying CMDP \( M \), a cost-model-irrelevant abstraction \( \phi \) and the respective abstract CMDP \( M_\phi = (\bar{S}, \bar{A}, \bar{P}, \bar{R}, \bar{\mu}, \bar{C}, \bar{\epsilon}) \), policy \( \pi_A \) computed according to LP4 and (5) does not violate the constraints when applied in \( M : V^\pi_A(\mu) \leq \bar{\epsilon} \).

PROOF SKETCH. Li et al. [31] show that a model-irrelevant abstraction preserves the expected value. In the same way, a cost-model-irrelevant abstraction preserves the expected cost. So the policy computed in the abstract state has the same expected cost in the ground state, \( V^\pi_A(\mu) = V^\pi_A(\mu) \). From the constraint C9 in LP4, we have \( V^\pi_A(\mu) \leq \bar{\epsilon} \). Therefore, \( V^\pi_A(\mu) \leq \bar{\epsilon} \).

Theorem 4.1 essentially shows that the policy \( \pi_A \) is safe, independent of the uncertainty over the transition function. However, this policy is not expressive enough to describe an optimal policy for the underlying CMDP, since its domain might ignore variables that influence the reward function (see Example 4.2).

Example 4.2 (\( \pi_A \) might be sub-optimal). Considering the CMDP from Figure 1 again, we may notice that a policy defined in the abstract state would assign at most probability \( \bar{\epsilon} \) to action \( a \) in the abstract state \( s_1 \), while a policy defined on the ground state can distinguish between \( s_{10} \) and \( s_{11} \), as we saw in Example 2.1.

We conjecture that an algorithm following policy \( \pi_G \) in each episode has a bounded performance regret, inherited from the OptCMDP algorithm, since it makes the same assumptions. However, it can still exhibit some safety violation stemming from the unknown transition function (see Example 4.3).

Example 4.3 (\( \pi_G \) might be unsafe). Let us consider the CMDP from Figure 1 from an optimistic perspective. We may assume that our estimate of transition function is perfect, \( \bar{p} = p \), but we still have some uncertainty about it, represented by \( \epsilon(p) \). This way, we know \( p \in [\bar{p} - \epsilon(p), \bar{p} + \epsilon(p)] \). In the optimistic CMDP, we are also picking the parameters of the transition function. This means, the agent chooses the value of \( p \), which in this case would be the lower bound \( p' = \bar{p} - \epsilon(p) \), since it minimizes the chance of reaching state \( s_{10} \). Following the same reasoning as in Example 2.1, we find a greedy policy \( \pi_G(a | s_{10}) = \frac{\bar{\epsilon}}{\bar{p} - \epsilon(p)} \) which is unsafe, since it is larger than the maximum value we found in Example 2.1 (\( \pi^*(a | s_{10}) = \hat{\epsilon}/\bar{p} \)).

4.2 Policies

In this section, we study how to switch between \( \pi_A \) and \( \pi_G \), to find an RL algorithm that has no constraint regret and can still find an optimal policy for the underlying CMDP.

4.2.1 Policy \( \pi_T \). To devise an algorithm that can eventually find an optimal policy for the underlying CMDP, we propose to use the ground policy based on a test:

\[
\pi_T = \begin{cases} 
\pi_G & \text{if } \max_{p \in \Xi} V^\pi_G(\mu) \leq \bar{\epsilon} \\
\pi_A & \text{otherwise.}
\end{cases}
\]
Algorithm 2 Dynamic Constraint Tightening ($\pi_a$)

Input: $\Xi$: uncertainty set
Input: $M$: abstract model
Input: $\alpha$: learning rate

1. $\beta \leftarrow 1$
2. repeat
3. $y, z, status \leftarrow$ solve LP4 with $\beta \hat{c}$
4. if $status$ is infeasible then
5. $\pi_a \leftarrow \pi_A$ 
   $\triangleright$ (5) based on $z$
6. return $\pi_a$
7. $\pi_a \leftarrow \pi'_G$ 
   $\triangleright$ (6) based on $y$
8. $\max V \leftarrow \max_{s', \gamma^c \in \Xi} V_{\pi_a}^C(\gamma)$ 
   $\triangleright$ LP5 based on $\pi_a$
9. $\beta \leftarrow \beta - \alpha \max (\max V - \hat{c}, 0)$
10. until $\max V \leq \hat{c}$
11. return $\pi_a$

To test if we can deploy $\pi'_G$, we compute the maximum expected cost within the uncertainty set, fixing the policy $\pi'_G$: 

$$\max_{\pi, \pi_a} \sum_{s, a, \hat{c}} z_r(s, a) \hat{c}(s, a)$$ 

(LP5)

s.t. $C2$--$C4$ (LP1), $C7$--$C8$ (LP2), $C10$ (LP3), C12.

$$y_t(s, a) = \pi'_G(a \mid s, t) \sum_{a' \in \mathcal{A}} y_t(s, a') : \forall s, a, t \in \mathcal{S} \times \mathcal{A} \times \mathcal{N}_H. \quad (C12)$$

In this LP, the constraint C12 ensures policy $\pi'_G$ is applied in every ground state. The value of $\pi'_G(a \mid s, t)$ are constants computed according to the solution of LP4, for every state, action and time step. Intuitively, LP5 chooses the transition function in the uncertainty set $\Xi$ with the highest expected cost.

Although this approach could be more efficient, for instance testing if $\exists \pi' \in \Xi : V_{\pi}^C(\gamma) > \hat{c}$, we opt to compute the maximum expected cost, because it give us an indication of how much the constraint might be violated. This can help us find a more conservative policy in the ground CMDP, as we describe next.

4.2.2 Policy $\pi_a$. The previous solution may never choose the ground policy $\pi'_G$, in particular when the optimal policy has an expected cost close to the bound $\hat{c}$. In this case, even a small confidence interval could put the maximum expected cost above the given cost bound. Inspired by de Nijs et al. [13], we propose to compute a policy that is more conservative such that it passes the test from (7)$^1$.

Algorithm 2 describes one way to compute such a policy. The algorithm initializes the coefficient $\beta$ with value 1. Then, in each iteration, the algorithm solves LP4 using an adjusted bound $\beta \hat{c}$. If the algorithm did not meet any of its stopping criteria, it lowers the coefficient $\beta$ and repeats. The algorithm can terminate in two ways: (i) by finding a policy that respects the constraints in all CMDPs in the uncertainty set; or (ii) by setting a cost bound too low, such that none of the CMDPs can satisfy the constraints.

Figure 2 demonstrates a successful search for a safe ground policy with Algorithm 2. Each plot shows the distribution of expected cost (according to the CMDPs in $\Xi$) for policies computed with a certain bound $\hat{c}_i$. The first three plots shows how the cost bound $\hat{c}_i$ changes over the iterations and the last plot shows one of the stopping conditions of the algorithm, when the policy computed according to $\hat{c}_n$ respect the original constraints in all CMDPs in $\Xi$.

4.3 Theory

We would like to show that the AlwaysSafe algorithm equipped with a cost-model-irrelevant abstract CMDP $M$ and one of the safe policies $\pi_A$, $\pi_T$, or $\pi_a$ has no constraint violations with high probability, as stated in Theorem 4.4. In summary, the algorithm AlwaysSafe relies on the fact that the underlying CMDP $M$ is a member of $\Xi$ with high probability, so it can test if the proposed ground policy is safe for all CMDPs in $\Xi$, and when this cannot be guaranteed, it executes $\pi_A$ which is guaranteed to be safe to collect more data.

**Theorem 4.4.** Given an abstract CMDP built according to a cost-model irrelevance abstraction and a fixed $\delta \in (0, 1)$, the algorithm AlwaysSafe equipped with policies $\pi_A$, $\pi_T$ or $\pi_a$ has no constraint violation regret with probability $1 - \delta$.

**Proof sketch.** Theorem 4.1 is enough to show that AlwaysSafe with $\pi_A$ will not violate the constraints. By definition the transition of the true CMDP belongs to the uncertainty set $\Xi$ with probability $1 - \delta$. Since the expected cost of the policies $\pi_T$ and $\pi_a$ is less or equal to $\hat{c}$ in all CMDPs in $\Xi$, these policies are safe with probability $1 - \delta$. Details in the supplementary material [41].

5 EMPIRICAL RESULTS

For the empirical analysis, we selected three environments that showcase different features of the AlwaysSafe algorithm. While we provide more details about each environment in the supplementary material [41], here we present a summary of each one.

1. The simple CMDP was adapted from a problem proposed by Zheng and Ratliff [55], it has 3 states ($\mathcal{S} = \mathbb{N}_S$) and 2 actions: stay in the current state, which does not incur any cost or reward; or move to the next state, which incurs a cost of 1 and a reward equal to the current state index. We set $\hat{c} = 3$, $H = 6$, $K = 100$, and we ignore the state since the cost depends only on the action. In this way, the cost-model-irrelevant abstraction maps all states to a single state. Similar to Example 4.2, in this environment the reward depends on the ground state, so the optimal policy cannot be computed in the abstract state space. Therefore, this environment serves to...
We used the augmented version with a cost for walking close to when one of the state-action counters doubles.

\[ y = H \]

The second row shows the expected value of the policy (these values are estimated with 1000 simulations). A dashed line depicts runs with a 95% confidence interval. The first row shows the expected cost of the policy executed in each episode while the abstraction. We set \( \hat{c} = 2 \), thereby ensure that an optimal policy is stochastic, as it needs to randomize between two longer paths.

Since the reward and cost functions in these environments are not in the interval \([0, 1]\), we normalize the confidence intervals according to their spans. We also make them tighter to handle the large magnitude difference in the rewards of the cliff environment (details in the supplementary material [41]). Finally, we follow a doubling epoch schedule [28], where a new policy is computed only when one of the state-action counters doubles.

We evaluate the AlwaysSafe algorithm equipped with different policies from Section 4 (\( \pi_A, \pi_T \) and \( \pi_{\alpha} \) with \( \alpha = 0.5 \)), plus an instance using \( \pi_T \) with an adjusted cost bound 0.9\( \hat{c} \). For the cliff environment, we only consider the algorithm AlwaysSafe \( \pi_A \) since \( \mathbb{S} = \hat{\mathbb{S}} \) which implies \( \pi_G = \pi_A \), making all the algorithms virtually the same. We use the algorithms OptCMDP and AbsOptCMDP \( \pi_G \) (Algorithm 1 equipped with a cost-model-irrelevant abstract CMDP \( \tilde{M} \) and policy \( \pi_G \)) as baselines.

5.1 Analysis

We compare the algorithms in terms of constraint violations and performance regret. Figure 3 shows the expected cost (top row) and expected value (bottom row) of the policy in each episode.

We start the analysis with the simple CMDP (left column). We can observe that OptCMDP obtains policies with an expected value larger than the optimal constrained policy (bottom left), however, to do so it has to violate the constraints (top left). Although the algorithm AbsOptCMDP \( \pi_G \) has no safety guarantees, in this domain it converges to the optimal policy without violating the constraints.

As expected, all instances of the AlwaysSafe algorithm respect the cost constraint. However, only \( \pi_{\alpha} \) converges to the optimal policy, while the others converged to a sub-optimal policy, indicating that the ground policy did not pass the safety test and the abstract policy was used. We notice that in the first episodes, AlwaysSafe \( \pi_{\alpha} \) uses a conservative policy, which shows that while the confidence interval was loose, the final \( \hat{c} \) was low enough to make the ground policy safe in the whole uncertainty set.

The experiments with the factored CMDP (middle column) show that AbsOptCMDP \( \pi_G \) is not safe. We can also see that AlwaysSafe \( \pi_T \) with 0.9\( \hat{c} \) changes from policy \( \pi_A \) to policy \( \pi_G \) after ~ 500 episodes.
but still does not reach the optimal performance, while the algorithm AlwaysSafe $\pi_T$ always executes $\pi_A$. Only AlwaysSafe $\pi_A$ safely reaches the optimal performance.

We conclude our analysis with the cliff environment (right column). We observe, to no surprise, that the AlwaysSafe $\pi_A$ algorithm is able to always execute policies with expected cost lower than the given bound. The OptCMDP algorithm, on the other hand, violates the constraints for hundreds of episodes. Analyzing the expected value of the policies executed (bottom right), we notice that, in the cliff environment, the constraints on the expected cost are actually beneficial for the AlwaysSafe $\pi_A$ algorithm, that accumulates a smaller regret in terms of performance as well.

5.2 Discussion
Following Ray et al. [37], we may conclude that the algorithm AlwaysSafe equipped with the safe policies $\pi_A$, $\pi_T$, $\pi_\alpha$ or $\pi_T$ with 0.99 dominates OptCMDP and AbsOptCMDP $\pi_G$ since the former does not violate the constraints, while the latter does. Then AlwaysSafe $\pi_\alpha$ dominates AlwaysSafe $\pi_A$, AlwaysSafe $\pi_T$ and AlwaysSafe $\pi_T$ with 0.99 since in general it achieves higher performance. Nevertheless, these results come with the requirement that the abstract model relevant for the safety is known. We believe that in cases where this model is only partially known, these algorithms would still be useful to make the most of the knowledge available.

In general, we notice that, on the one hand, the algorithms OptCMDP and AbsOptCMDP $\pi_G$ eventually approach the safety bound, but might use unsafe policies during this process, which is a clear consequence of their optimism with respect to the transition and cost function. On the other hand, the AlwaysSafe algorithm equipped with safe policies sacrifices performance to ensure safety. However, when the cost function is well aligned with the reward function it can also have a smaller performance regret.

6 RELATED WORK
There are two popular directions in safe reinforcement learning [19]: (i) shaping the optimization criterion towards risk sensitivity [11] and (ii) changing the exploration process by, for instance, assuming the existence of a safe policy [55]. Our work is in the intersection of these directions since we employ external knowledge to modify the exploration process using a different optimization criterion.

Zheng and Ratliff [55] adapt the UCRL2 algorithm to CMDPs and assume that the full transition model of the MDP is known and the agent has access to a safe (baseline) policy. In contrast, we only require an abstraction of the transition model that is relevant for the cost function. Recently, HasanazadeZonuzy et al. [24] showed that the sample complexity of learning in CMDPs increases only logarithmically in comparison to unconstrained problems. However, their probably-approximately-correct (PAC) scheme does not provide any safety guarantees during the learning process.

Furthermore, RL algorithms that provide guarantees of not violating the constraints during the learning phase include methods that model the environment dynamics using Gaussian processes [7, 48, 50, 51], design Lyapunov functions to guarantee the global constraints [12] or use analogies [38]. In general, these methods assume an initial safe policy to begin exploring, allowing the agents to slowly expand the set of known safe policies/states.

For problems with high-dimensional input spaces, different policy search algorithms have been proposed, that provide certain (though not hard) guarantees of not violating the constraints [2, 47, 53] or find safe policies only at the end of the training process [37]. In this setting, the safety constraint has also been generalized to consider the tail of the distribution of accumulated expected costs, instead of the mean [52].

Factored MDPs have been explored in different RL settings, developing algorithms with near-optimal regret bounds in factored MDPs without constraints [34] and with constraints [10], sample efficient algorithms [9, 15, 44] and off-policy performance evaluation [22]. In the safety literature, factored MDPs have been used to reduce the sample complexity of batch RL algorithms with safety guarantees with respect to the performance of a baseline policy [42, 43] and to allow an agent to query a supervisor about the features of the factored MDP to avoid side effects [54].

Reachability constraints enforce policies to avoid catastrophic states. Fatemi et al. [18] avoid such states with high probability and Taleghan and Dietterich [46] look into deterministic policies that are easier to perceive than the usual randomized policies. Similarly, works from the formal methods community use reachability constraints and their extension, temporal logic constraints, to argue about safety during exploration using prior knowledge about the transition model [3, 23, 27, 29]. Finally, a control-theoretic simplex architecture has been employed to switch between safe and high-performance controllers [35].

7 CONCLUSIONS
This work considers settings where safety-relevant dynamics are given. We proposed the AlwaysSafe algorithm, that can be optimistic with respect to the reward, while ensuring safety at all times.

In particular, we used an abstract version of the safety-relevant dynamics to compute an abstract policy that is always safe and a ground policy that can achieve high performance. We showed how to switch between these two policies to find an algorithm that is safe and eventually converges to the optimal policy. This method not only enforces the agent to always act safely, but can also prune under-performing actions, improving the training efficiency when the cost function is aligned with the reward function.

Future work includes: finding new methods to devise the abstractions of the safety dynamics, for instance using core states [40]; investigating how the AlwaysSafe copes with an approximation of the abstract CMDP [1]; and developing new algorithms that can aggregate states online [33] without violating the constraints.

In summary, the proposed algorithm is always safe during the learning process, eventually reaches the optimal policy, and decouples exploration from safety issues in RL.
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