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ABSTRACT
This paper addresses the problem of collaborative multi-agent au-
tonomous driving of connected and automated vehicles (CAVs) in
lane-free highway scenarios. We eliminate the lane-changing task,
i.e., CAVs may be located in any arbitrary lateral position within
the road boundaries, hence allowing for better utilization of the
available road capacity. As a consequence, vehicles operate in a
much more complex environment, and the need for the individual
CAVs to select actions that are efficient for the group as a whole
is highly desired. We formulate this environment as a multiagent
collaboration problem represented via a coordination graph, thus
decomposing the problem with local utility functions, based on
the interactions between vehicles. We produce a tractable and scal-
able solution by estimating the joint action of all vehicles via the
anytime max-plus algorithm, with local utility functions provided
by potential fields, designed to promote collision avoidance. Specif-
ically, the fields have an ellipsoid form that is most suitable for
lane-free highway environments. This novel use of max-plus with
potential fields gives rise to a coordinated control policy that ex-
ploits only local information specific to each CAV. Our experimental
evaluation confirms the effectiveness of our approach: lane-free
movement allows for increased traffic flow rates, and vehicles are
able to achieve speeds that are both high and close to their desired
ones, even in demanding environments with high traffic flow.
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1 INTRODUCTION
Vehicular traffic is an integral part of society and, with recent tech-
nological advances in the automobile industry, autonomous vehi-
cles have already become a reality [10]. A major enhancement of
this automation is the capability of communication across vehicles,
introducing the Connected and Automated Vehicles (CAVs) [8].

Most traffic control research so far has focused on lane-based
traffic [31]. However, the dawn of the CAVs era is opening up the
possibility of autonomous driving in lane-free environments [26]. In
this new paradigm, there is no need for lane-following and vehicles
may be located in any arbitrary lateral position within the road
boundaries, hence allowing for better utilization of the available
road capacity.

Multiagent system (MAS) approaches have been proposed for
autonomous driving [6, 34]. However, to the best of our knowledge,
no MAS approach to date has tackled autonomous driving and the
emergent need for vehicle coordination in lane-free environments.
When one attempts to eliminate the restriction of lanes, the entire
multiagent autonomous driving setting and its presentation is fun-
damentally altered. Instead of predefined lateral positions, now we
need to consider the whole range of lateral placements, along with
the existence of lateral speeds.

Our work in this paper tackles exactly this problem. We employ
Coordination Graphs (CGs) to meet the need for intensive coor-
dination in this environment. Autonomous vehicles in a lane-free
setting will not be tied to lanes, and may be involved in critical
scenarios where a “greedy” action of a single agent might be very
inefficient for the adjacent agents. Vehicles in our examined domain
operate with different desired speeds, resulting in conflicts in the
traffic environment: an action of one single vehicle might lead to a
congestion or even a collision between other vehicles. Coordination,
or any notion of consideration for other vehicles’ actions, should
result in better policies. In our approach we use max-plus [19], an
anytime message passing algorithm. Max-plus generates a joint
policy for all involved agents by relying only on local information
according to a provided coordination graph, and attempts to max-
imize the global utility. As such, the joint policy might limit the
performance of a single agent in order to accommodate the overall
performance, a property quite appropriate for this domain.

The local information of each vehicle needs to be quantified
properly in local utility functions, as we illustrate in the following
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sections. It is vital that the objectives of the vehicles are reflected on
these local utilities, and therefore when the maximization process
of max-plus results in a joint-action that “navigates” the whole
multiagent environment to higher utilities, this should also corre-
spond to higher efficiency of the system. We accomplish this by
employing artificial potential fields [16]. These are designed to have
a form that is suitable for this novel lane-free traffic domain and
also fitting for our approach. The adopted potential field will be
applied as a negative component of the local utilities, reflecting the
danger of a collision between two respective vehicles.

Against this background, the main contributions of this paper
are the following: we introduce a novel application of max-plus
algorithm for a newly established traffic domain; we employ artifi-
cial potential fields to form local utility functions, and intertwine
these with max-plus; our fields have an ellipsoid form that departs
from the one typically used in the literature, and is designed to best
fit the domain of interest; and build upon the existing Flow [33]
framework and extend its functionalities to accommodate the need
for connected vehicles in lane-free traffic simulation environments
with SUMO [21].

Our simulation results confirm the effectiveness of our approach.
Specifically, we show that by coordinated lane-free traffic we utilize
more the available road capacity to allow for increased CAVs flow
levels; and we achieve a level of vehicle speed optimization, as
vehicles manage to a great extent to reach speeds that are close to
their desired ones.

In what follows, in Section 2 we provide background and related
work. In Section 3 we present our approach. Then, in Section 4
we showcase our experimental evaluation. Finally, in Section 5 we
discuss future directions for this line of research, while Section 6
concludes this paper.

2 BACKGROUND & RELATEDWORK
In this section we introduce the necessary background along with
relevant related work.

2.1 Coordination Graphs & the Max-Plus
Algorithm

Coordination graphs (CGs) for Multiagent Decision Making were
first introduced in [9]. CGs model the local interactions in a multia-
gent system, allowing for scalability in the number of participating
agents. The attractive property of CGs is that not all agents interact
with one another, and thus the joint action a of a set of agents that
maximizes a global utility (social welfare) 𝑢 (a) can be obtained
much more easily. Agents’ interactions are modeled through the
graph’s edges, and the density and form of the graph dictate the
overall complexity of the system.

The max-plus algorithm [19] is an anytime message-passing
algorithm that can be used for decentralized coordination of agents
in a provided CG. The global utility 𝑢 (a) (sum of local utilities) is
factorized as such: 𝑢 (a) = ∑

𝑖∈𝑁 𝑓𝑖 (𝑎𝑖 ) +
∑

(𝑖, 𝑗) ∈𝐸 𝑓𝑖 𝑗 (𝑎𝑖 , 𝑎 𝑗 ). This
means that each agent 𝑖 ∈ 𝑁 , where 𝑁 is the set of nodes (agents),
has a local utility 𝑓𝑖 (𝑎𝑖 ), while 𝑓𝑖 𝑗 (𝑎𝑖 , 𝑎 𝑗 ) correspond to a shared
utility related to the edge (𝑖, 𝑗) ∈ 𝐸, where 𝐸 is the set of edges. Max-
plus is an iterative algorithm, where in every iteration each agent 𝑖
sends locally maximized messages `𝑖 𝑗 (𝑎 𝑗 ) based on their current

maximizing action 𝑎𝑖 , to all agents 𝑗 connected with 𝑖 ((𝑖, 𝑗) ∈ 𝐸),
∀𝑗 ∈ 𝑁𝑖 . Each message is calculated as such:

`𝑖 𝑗 (𝑎 𝑗 ) =𝑚𝑎𝑥𝑎𝑖

{
𝑓𝑖 (𝑎𝑖 ) + 𝑓𝑖 𝑗 (𝑎𝑖 , 𝑎 𝑗 ) +

∑︁
𝑘∈𝑁𝑖\{ 𝑗 }

`𝑘𝑖 (𝑎𝑖 )
}
+ 𝑐𝑖 𝑗 (1)

Convergence is only guaranteed when the CG does not contain
cycles. However, as discussed in [18], a normalizing value of 𝑐𝑖 𝑗 =
− 1

|𝑁𝑘 |
∑
𝑘 `𝑖𝑘 (𝑎𝑘 ) can be added to normalize the values of messages,

so that they do not constantly accumulate when cycles exist in the
graph.

Then, each agent 𝑖 selects a new action 𝑎𝑖 that maximizes the
received local messages ` 𝑗𝑖 (𝑎𝑖 ) along with 𝑖’s local payoff 𝑓𝑖 (𝑎𝑖 ):

𝑎𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑖

{
𝑓𝑖 (𝑎𝑖 ) +

∑︁
𝑗 ∈𝑁𝑖

` 𝑗𝑖 (𝑎𝑖 )
}

(2)

When the actions are estimated, the algorithm proceeds to the
next iteration, and is executed until convergence of the passing
messages `𝑖 𝑗 , or until a stopping criterion is met. Note that these
local utility functions are stateless, and the algorithm provides a
coordination strategy only for a given state. Consequently, when
used in a multiagent setting, we need to execute max-plus for every
new state of the multiagent system, i.e., in every time-step. The
anytime aspect of this algorithm allows us to limit the execution
time or the number of iterations, with the trade-off being the quality
of the solution.

2.2 Related Work
CGs are quite appealing for a highway scenario, as the assumption
that CAV agents only interact with others nearby is quite sensible.
One limitation in the use of CGs is that they are static, a property
which cannot exist in our problem, since the varying position of
agents determines the interactions with their surroundings. Addi-
tionally, with a static CG, we cannot easily examine road networks
with varying sizes of vehicles. To the best of our knowledge, the
only work that employs GCs, static or otherwise, for multiagent
autonomous driving is [34], but for a lane-based traffic environment
with assumptions that cannot be adapted to a lane-free environ-
ment. Specifically, [34] provides a dynamic CG approach, but their
environment is lane-based, and the vehicles have a constant num-
ber of neighbors (with the use of fictitious agents when necessary).
Moreover, they rely on the variable elimination (VE) [18] algorithm
to find the joint action, instead of max-plus. Besides the time-related
limitations that VE would impose to our approach, since the ve-
hicles’ constructed graph in our domain is much more dense, the
fundamental reason why we do not adopt VE is the existence of
cycles in our constructed CG. VE is an exact algorithm that requires
an acyclic graph in order to converge to a solution. Thus, the so-
lution in [34] is arguably tied to their specific environment and
therefore cannot be transfered to this domain, where we consider a
varying number of adjacent vehicles.

CGs, along with max-plus, have already been applied to address
other traffic related issues, notably [20, 30], which provide a solution
for urban traffic lights control. In another popular study from the
field of Multiagent Systems for traffic establishes a novel multiagent
approach for intersection management [7]. Besides the fact that the
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aforementioned studies deal with different problems, they all base
their formulation on a lane-based traffic environment.

CGs are commonly tied with Multiagent Reinforcement Learn-
ing (MARL) coordination approaches. As discussed in [6], only a
small amount of studies exist that address multi-vehicle control
using MARL techniques in terms of joint action learners. Moreover,
to the best of our knowledge, no work to date used collaborative
MAS techniques such as CGs combined with max-plus; and no
multi-vehicle control work to date has intertwined max-plus with
artificial potential fields for collision avoidance in multi-agent driv-
ing scenarios, as we do in this paper..

3 OUR APPROACH
In this section we first define the Lane-Free Driving environment
setting, and then proceed to discuss our approach on this newly
established domain.

3.1 Lane-Free Driving
We follow largely the approach outlined in [26] in order to formu-
late our lane-free driving environment. Specifically, we consider a
highway environment populated with automated vehicles. These
automated vehicles are equipped with certain capabilities, namely
V2V (vehicle to vehicle) and V2I (vehicle to infrastructure) com-
munication. Homogeneity across all vehicles is assumed, i.e., the
vehicles have the same dynamics, meaning that they have the same
characteristics with respect to their steering and acceleration capa-
bilities. Now, each vehicle 𝑖 wishes to attain or maintain a specific
desired speed 𝑣𝑑,𝑖 . The environment is discrete-time, meaning that
the vehicles take an action at discrete time steps, corresponding
to a specified time-interval. However, the vehicle dynamics are
continuous, and the control of each vehicle is performed by pro-
viding two corresponding accelerations for the longitudinal and
lateral axis, respectively. Note that some specific aspects of vehicle
control are automated by the environment itself. More specifically,
the vehicles are automatically restricted within the road boundaries
and negative speed is not permitted.

3.2 Coordination Graphs and Max-Plus for
Coordinated Lane-Free Traffic

To adopt themax-plus algorithm [18, 19] for our setting, we need to
construct a CG, i.e., define an undirected graph based on the local
interactions between vehicles (agents). We first need to form an
undirected graph, and then determine the local payoff values.

Naturally, the nodes depict each agent 𝑖 from a set of agents 𝑁 ,
and the edges 𝐸 correspond to the need for coordination between all
pairs of vehicles ∀(𝑖, 𝑗) ∈ 𝐸. The main benefit of CGs is the ability to
exploit these local interactions between agents, and avoid solving
the problem by considering the total joint action space. Initially,
each agent observes its surrounding environment, i.e., other nearby
agents. We allow for a visibility (upstream and downstream traffic1)
of 𝑜𝑚 meters (longitudinal distance). Note that for a pair (𝑖, 𝑗) ∈
𝐸, where the agents 𝑖, 𝑗 are within observation distance, it is not
obvious that there is a need for this edge to exist, i.e., a need for
𝑖, 𝑗 to coordinate their actions. This can be assessed according to
1Downstream (upstream) vehicles from the view of a focal vehicle 𝑖 are located on the
front (back) of it.

the values of 𝑎𝑏 , 𝑏𝑏 (will be defined in the next Section 3.3) and the
current longitudinal (𝑑𝑥𝑖 𝑗 ) and lateral (𝑑𝑦𝑖 𝑗 ) distance, meaning that
if ( |𝑑𝑥𝑖 𝑗 | > 𝑎𝑏 ∨ |𝑑𝑦𝑖 𝑗 | > 𝑏𝑏 ), then this edge is omitted. Thus, for
each agent 𝑖 , the set of neighbors is:

𝑁
𝑝

𝑖
= { 𝑗 : 𝑗 ∈ 𝑁, 𝑗 ≠ 𝑖, ( |𝑑𝑥𝑖 𝑗 | ≤ 𝑚𝑖𝑛(𝑎𝑏 , 𝑜𝑚) ∧ |𝑑𝑦𝑖 𝑗 | ≤ 𝑏𝑏 )} (3)

We further restrict the number of edges by allowing up to maximum
number of edges 𝑒 𝑓 , 𝑒𝑏 , for forwards and backwards, in order to
have control over the graph’s density, meaning that from a set of
available agents 𝑁𝑝

𝑖
, a subset 𝑁𝑖 ⊆ 𝑁

𝑝

𝑖
will be selected according

to this limitation in terms of maximum number of edges. This
selection process is performed based on the euclidean distance
𝑑𝑥𝑦 =

√︁
𝑑𝑥2 + 𝑑𝑦2 between 𝑖 and each prospective agent 𝑗 ∈ 𝑁

𝑝

𝑖
.

The choice of euclidean instead of the longitudinal distance is made
since the number of edges to consider might be limiting, especially
inwider roads or in dense traffic scenarios. For example, considering
a pair (𝑖, 𝑗), where 𝑗 is in front of 𝑖 and there is actual need for
coordination, 𝑖 may ignore 𝑗 if there are more than 𝑒 𝑓 vehicles
between 𝑖 and 𝑗 in terms of longitudinal position.

We define a compact representation for the current local state rel-
evant to agents 𝑖, 𝑗 as a tuple 𝑠𝑖 𝑗 = {𝑑𝑥𝑖 𝑗 , 𝑦𝑖 , 𝑦 𝑗 , 𝑣𝑥,𝑖 , 𝑣𝑥,𝑗 , 𝑣𝑦,𝑖 , 𝑣𝑦,𝑗 }.2
The required parameters (𝑑𝑥𝑖 𝑗 , 𝑦𝑖 , 𝑦 𝑗 , 𝑣𝑥,𝑖 , 𝑣𝑥,𝑗 , 𝑣𝑦,𝑖 , 𝑣𝑦,𝑗 ) of𝑈𝑖 𝑗 (𝑠𝑖 𝑗 )
depend on a given state 𝑠𝑖 𝑗 of the respective agents. The problem is
to obtain a joint action a that maximizes the global utility𝑢 (a) (sum
of local utilities), i.e.: a∗ = argmaxa𝑢 (a). The structure of the global
utility, as defined in [18], is𝑢 (a) = ∑

𝑖∈𝑉 𝑓𝑖 (𝑎𝑖 )+
∑

(𝑖, 𝑗) ∈𝐸 𝑓𝑖 𝑗 (𝑎𝑖 , 𝑎 𝑗 ),
where 𝑓𝑖 corresponds to some local utility for agent 𝑖 , and 𝑓𝑖 𝑗 is a
function that models some local utility shared by agents 𝑖 and 𝑗 (as
explained in Section 2.1 above). We consider a factorization of the
utility only through the 𝑓𝑖 𝑗 , as shown in Fig. 1, thus:

𝑢 (a) =
∑︁

(𝑖, 𝑗) ∈𝐸
𝑓𝑖 𝑗 (𝑎𝑖 , 𝑎 𝑗 ) (4)

Figure 1: Example of a CG on a lane-free highway scenario.

To comply with max-plus, the actions of vehicles need to be
discrete. Thus, we define a set of 5 possible actions for each agent:

• a0: zero acceleration in both axes
• a1: longitudinal acceleration of 𝑐𝑎 𝑚𝑠2
• a2: longitudinal deceleration of 𝑐𝑑 𝑚

𝑠2

• a3: lateral acceleration 𝑐𝑙 𝑚𝑠2 towards left
• a4: lateral acceleration 𝑐𝑙 𝑚𝑠2 towards right

Note that the local utility function 𝑓𝑖 𝑗 depends on the joint
action of these agents. We know the model of the environment,
as we consider that vehicles move according to equations of mo-
tion. Therefore, we can predict the next state of the parameters
2Relative distances and speeds are calculated with respect to agent 𝑖 , e.g., 𝑑𝑦𝑖 𝑗 =

𝑦 𝑗 − 𝑦𝑖 .
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(𝑑𝑥, 𝑑𝑦, 𝑑𝑣𝑥 , 𝑑𝑣𝑦 ) given a local joint action ⟨𝑎𝑖 , 𝑎 𝑗 ⟩ according to equa-
tions of motion, meaning that for a local state 𝑠𝑖 𝑗 , and a given
set of joint actions ⟨𝑎𝑖 , 𝑎 𝑗 ⟩, we can calculate the next state 𝑠 ′

𝑖 𝑗
=

{𝑑𝑥 ′
𝑖 𝑗
, 𝑦′

𝑖
, 𝑦′

𝑗
, 𝑣 ′
𝑥,𝑖
, 𝑣 ′
𝑥,𝑗

, 𝑣 ′
𝑦,𝑖
, 𝑣 ′

𝑦,𝑗
}. The local state transition can be

formulated with a known and deterministic transition function,
which provides us with the next local state 𝑇 (𝑠𝑖 𝑗 , 𝑎𝑖 , 𝑎 𝑗 ) = 𝑠 ′

𝑖 𝑗
.

Now, each agent’s 𝑖 goal is two-fold. Agents need to avoid colli-
sions with nearby agents; and also operate according to a desired
speed 𝑣𝑑,𝑖 . The local payoff 𝑓𝑖 𝑗 should incorporate both goals as a
local edge utility function. Essentially, we use the transition func-
tion for all combinations of joint action pairs, and then provide the
value of the potential field for the resulting 𝑠 ′

𝑖 𝑗
to the local payoff

𝑓𝑖 𝑗 (𝑎𝑖 , 𝑎 𝑗 ), intuitively to “inform” the agents on the results of their
interaction.

Regarding the values of 𝑓𝑖 𝑗 , we need to use negative values
when vehicles (𝑖, 𝑗) are “close”. This effect is provided by the “re-
pulsion” function 𝑈𝑖 𝑗 that will be defined in the next Section 3.3.
This function serves the purpose of quantifying the danger of col-
lision between two vehicles (𝑖, 𝑗). That is, when the vehicles are
quite close, and therefore there is more danger, the value of 𝑈𝑖 𝑗 is
much higher. This is illustrated in Fig. 2. The difference between
the two diagrams (a),(b) in Fig. 2 is based on the relative speeds
(longitudinal and lateral) of the two vehicles. As shown in Fig. 2, in
(a), where the relative speeds are both 0𝑚𝑠 , i.e., both vehicles have
exactly the same speed (longitudinal and lateral), the region where
𝑈𝑖 𝑗 is higher is much smaller (compared to (b)), meaning that the
vehicles are permitted to be closer to one another. In contrast, in (b),
where there is a difference in relative speeds, we observe a much
broader region, resulting in a more “conservative” utility function
due to the additional safety needed when one vehicle approaches
the other with higher speed.

The negative “collision avoidance”-related payoff is provided in
the upper branch of Eq. (5) below, when the condition ( |𝑑𝑥 ′

𝑖 𝑗
| ≤

𝑎′
𝑏
) ∧ (|𝑑𝑦′

𝑖 𝑗
| ≤ 𝑏 ′

𝑏
) is met, meaning that the vehicles are quite close.

Values of 𝑎𝑏 , 𝑏𝑏 reflect a safety longitudinal and lateral distance
respectively, which will be defined in the next Section 3.3. By con-
trast, if the joint action results in a state where there is no perceived
danger of collision between these vehicles, the goal of achieving the
desired speeds can be accommodated. This is achieved by providing
a positive reward via the function 𝑐𝑠 · 𝑟𝑣,𝑖 𝑗 as shown in the lower
branch of Eq. (5). Thus, the local payoff function 𝑓𝑖 𝑗 shared by 𝑖, 𝑗
at local state 𝑠𝑖 𝑗 is:

𝑓𝑖 𝑗 (𝑎𝑖 , 𝑎 𝑗 ) =
{
−𝑈𝑖 𝑗 (𝑠 ′𝑖 𝑗 ), ( |𝑑𝑥 ′

𝑖 𝑗
| ≤ 𝑎′

𝑏
) ∧ (|𝑑𝑦′

𝑖 𝑗
| ≤ 𝑏 ′

𝑏
)

𝑐𝑠 · 𝑟𝑣,𝑖 𝑗 , 𝑒𝑙𝑠𝑒
(5)

𝑟𝑣,𝑖 𝑗 = 𝑟𝑣,𝑖 ·
1

|𝑁𝑖 |
+ 𝑟𝑣,𝑗 ·

1
|𝑁 𝑗 |

(6)

where |𝑁𝑖 | is the number of edges that contain agent 𝑖 . Note that the
form of 𝑟𝑣,𝑖 𝑗 is influenced by the update rule of Sparse Cooperative
Q-learning in edge-based decomposition schemes [18].

We define 𝑟𝑣,𝑖 as a linear function based on current speed 𝑣𝑥,𝑖 ,
normalized according to the desired speed 𝑣𝑑,𝑖 . This speed utility

component is defined as follows:

𝑟𝑣,𝑖 =

{ 𝑣𝑥,𝑖
𝑣𝑑,𝑖

, (𝑣𝑥,𝑖 < 𝑣𝑑,𝑖 )
2·𝑣𝑑,𝑖−𝑣𝑥,𝑖

𝑣𝑑,𝑖
, 𝑒𝑙𝑠𝑒

(7)

To sum up, the local payoff 𝑓𝑖 𝑗 is negative when there is a need for
coordination due to an expected collision, and positive otherwise,
reflecting the goal of reaching a desired speed. Since both the CG
and the local payoffs are established, we can now directly apply
max-plus with the anytime extension to our problem.

As discussed in [18], a CG with a cyclic graph is not guaranteed
to converge to a solution, due to the accumulation of messages
from the adjacent agents. However, in practice, graphs with cycles
appear to converge in multiple applications, with the addition of a
normalizing parameter 𝑐𝑖 𝑗 for outgoing messages, as discussed in
Section 2.1. Note that in our domain, we cannot avoid the existence
of cycles in the constructed graph. We could try to dismiss an edge
(𝑖, 𝑗) that creates a cycle and thus not attempt to take (𝑖, 𝑗) into our
coordination problem. However, this may lead to a state where a
collision is now inevitable. Consider for example a simple scenario
with 𝑁 = 3 agents that are nearby, and more specifically for agents
𝑖, 𝑗, 𝑘 we have that𝑑𝑥𝑖 𝑗 = 0, and both𝑑𝑥𝑖𝑘 > 0, 𝑑𝑥 𝑗𝑘 > 0, i.e., agents
𝑖, 𝑗 are side by side, 𝑘 is behind, and 𝑣𝑑,𝑘 > 𝑣𝑑,𝑖 = 𝑣𝑑,𝑗 . Now, this
means that agent 𝑘 wishes to accelerate and pass in between agents
𝑖, 𝑗 . To coordinate in this scenario, we would need a fully connected
graph, hence forming a cycle. Thought the existence of cycles is
inevitable in our scenario, our results show that the approach is
effective in practice.

3.3 Artificial Potential Fields
In this section we describe the artificial potential fields used in our
local utility functions (Eq. (5)) to promote collision avoidance.

Consider two vehicles, 𝑖, 𝑗 . We wish to quantify a potential colli-
sion between these two vehicles 𝑖, 𝑗 . In a regular lane-based scenario,
this could be established through metrics used in microscopic traf-
fic models like headway, or time to collision (TTS), [14, 15] taking
also into account a potential lane-change. For lane-free settings,
we need to consider a 2-dimensional space, and how the relative
longitudinal and lateral movement of these two vehicles can prop-
erly reflect a potential collision. Artificial potential fields [3, 16],
used for robot path planning, and also for motorway traffic [13, 29]
are appropriate for this type of formulation. Normally, repulsive
fields are applied for obstacle avoidance. We wish to quantify a
potential collision in a similar manner, in order to establish a local
utility function. The formulation that we proceed to employ is In
particular, for our approach, a repulsive field will correspond to a
negative local utility.

Typically, repulsive fields are based on the distance of the ob-
stacle from the respective agent [3]. For a highway scenario, the
longitudinal and the lateral distance provide different information,
and thus should be both taken into account. If we just account for
the euclidean distance, we lose useful information. While two vehi-
cles might have a certain distance 𝑑𝑥𝑦, we do not know if they are
side by side, or front-back, or anything between these two extremes.

An ellipsoid function thus better captures a potential collision in
this domain, since its shape can stretch over one dimension more
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than the other. The particular ellipsoid form we adopt in this work,
is the following [29]:

𝐸 (𝑑𝑥, 𝑑𝑦) =
𝑚( ( |𝑑𝑥 |

𝑎

)𝑝𝑥 +
( |𝑑𝑦 |

𝑏

)𝑝𝑦 + 1
)𝑝𝑡 (8)

where 𝑑𝑥, 𝑑𝑦 are the longitudinal and lateral distance of the re-
spective center points of the two vehicles 𝑖, 𝑗 . Parameters 𝑎, 𝑏 ad-
just the range of the field for the two dimensions 𝑥,𝑦 respec-
tively, and the exponents 𝑝𝑥 , 𝑝𝑦, 𝑝𝑡 affect the overall shape. Finally,
𝑚 defines the magnitude when the distances are close to 0, i.e.,
𝑚𝑎𝑥 (𝐸 (𝑑𝑥, 𝑑𝑦)) =𝑚.

In our problem, we thus use two such ellipsoids to model the
“repulsion” function 𝑈𝑖 𝑗 that appears in Eq. (5). Specifically, 𝑈𝑖 𝑗

is composed by a “critical region” ellipsoid and a “broader region”
ellipsoid, as follows:

𝑈𝑖 𝑗 (𝑠𝑖 𝑗 ) = 𝐸𝑐 (𝑑𝑥𝑖 𝑗 , 𝑑𝑦𝑖 𝑗 ) + 𝐸𝑏 (𝑑𝑥𝑖 𝑗 , 𝑑𝑦𝑖 𝑗 , 𝑑𝑣𝑥,𝑖 𝑗 , 𝑑𝑣𝑦,𝑖 𝑗 ) (9)

Parameters of 𝐸𝑐 (𝑑𝑥, 𝑑𝑦) are defined so that they account for
the “critical region”, i.e., when the two vehicles are at least within
a certain range and are about to collide. Thus, 𝑎𝑐 , 𝑏𝑐 are based on
the corresponding length and width of the two vehicles. Therefore,
for 𝐸𝑐 (𝑑𝑥, 𝑑𝑦) we define:

𝑎𝑐 =
𝑙𝑖 + 𝑙 𝑗
2

+ 𝑠𝑎 (10)

𝑏𝑐 =
𝑤𝑖 +𝑤 𝑗

2
+ 𝑠𝑏 (11)

where 𝑙𝑖 (𝑤𝑖 ) is the length (width) of vehicle 𝑖 , and the quantities
𝑠𝑎, 𝑠𝑏 provide additional safety.

The use of a field that only accounts for the critical region is in-
adequate for our approach, since it imposes a “myopic” view for the
vehicles. We require an additional field 𝐸𝑏 (𝑑𝑥𝑖 𝑗 , 𝑑𝑦𝑖 𝑗 , 𝑑𝑣𝑥,𝑖 𝑗 , 𝑑𝑣𝑦,𝑖 𝑗 ),
that captures the “broader region”, and can inform the vehicles
when a collision is about to happen unless a proper reaction oc-
curs. For this component, we determine the values of parameters
𝑎𝑏 , 𝑏𝑏 based on the relative speed (longitudinal and lateral) between
the corresponding vehicles. Consequently, we include additional
parameters for (𝑑𝑣𝑥,𝑖 𝑗 , 𝑑𝑣𝑦,𝑖 𝑗 ). This is crucial, and the parameter
choices for 𝐸𝑏 (𝑑𝑥𝑖 𝑗 , 𝑑𝑦𝑖 𝑗 , 𝑑𝑣𝑥,𝑖 𝑗 , 𝑑𝑣𝑦,𝑖 𝑗 ) have the potential to highly
affect the performance.

Then, for 𝐸𝑏 (𝑑𝑥𝑖 𝑗 , 𝑑𝑦𝑖 𝑗 , 𝑑𝑣𝑥,𝑖 𝑗 , 𝑑𝑣𝑦,𝑖 𝑗 ):

𝑎𝑏 =
𝑑𝑣2

𝑥,𝑘

2 · |𝑢𝑑,𝑚𝑎𝑥
𝑥 |

+ 𝜏 · 𝑣𝑥,𝑏 + 𝑎𝑐 (12)

𝑏𝑏 =

𝑑𝑣2
𝑦,𝑘

2 · |𝑢𝑑,𝑚𝑎𝑥
𝑦 |

+ 𝑏𝑐 (13)

and:

𝑑𝑣𝑥,𝑘 =

{
𝑑𝑣𝑥 , 𝑑𝑣𝑥 · 𝑑𝑥 < 0
0, else

(14)

𝑑𝑣𝑦,𝑘 =

{
𝑑𝑣𝑦, (𝑑𝑣𝑦 · 𝑑𝑦 < 0) ∧ (|𝑑𝑦 | > 𝑤𝑖+𝑤𝑗

2 )
0, else

(15)

where 𝑑𝑣𝑥 (𝑑𝑣𝑦) is the relative longitudinal (lateral) speed between
the vehicles 𝑖, 𝑗 , |𝑢𝑑,𝑚𝑎𝑥

𝑥 | ( |𝑢𝑑,𝑚𝑎𝑥
𝑦 |) is the maximum longitudinal

(lateral) deceleration, and 𝜏 is a reaction time parameter. Essentially,
𝑎𝑏 and 𝑏𝑏 reflect the longitudinal and lateral safety distances re-
spectively. In Eq. (12), the first term introduces a safety distance
according to the longitudinal relative speed of the corresponding
agents. For a pair of connected agents (𝑖, 𝑗), a positive 𝑑𝑣𝑥 indicates
that agent 𝑗 has a higher longitudinal speed. In a scenario where
agent 𝑗 is in front of 𝑖 , i.e.,𝑑𝑥 > 0, then there is no immediate danger
of collision. Eq. (14) serves to take this condition into consideration.
The condition 𝑑𝑣𝑥 ·𝑑𝑥 < 0 is true only when the longitudinal speed
of the upstream vehicle is higher, i.e., if we consider only the longi-
tudinal axis, the vehicles would collide. The same condition is also
applied in the lateral dimension, but with the additional condition
( |𝑑𝑦 | > 𝑤𝑖+𝑤𝑗

2 ), since it should be applied when the agents are not
directly one in front of the other. The second term of Eq. (12) is a
safety distance relating the longitudinal speed 𝑣𝑥,𝑏 of the vehicle
on the back, and a parameter for reaction time 𝜏 . This term is intro-
duced since the safety distance should be influenced by the current
speed of the vehicle. Otherwise, the vehicles would react similarly
irrespectively of their current speed.

In Fig. 2 we showcase a constructed potential field, for 𝑣𝑥,𝑏 =

10𝑚𝑠 and two different configurations for 𝑑𝑣𝑥,𝑘 , 𝑑𝑣𝑦,𝑘 . In both con-
figurations, the critical region near the center (0, 0) is clearly distin-
guished from the outside region due to the 𝐸𝑐 (𝑑𝑥, 𝑑𝑦) component
in Eq. (9). In the first configuration (a), we have 𝑑𝑣𝑥,𝑘 = 0𝑚𝑠 , 𝑑𝑣𝑦,𝑘 =

0𝑚𝑠 , meaning that the additional safety outside of the “critical re-
gion” is due to the current speed 𝑣𝑥,𝑏 = 10𝑚𝑠 , as opposed to the
second configuration (b), where the influence of 𝑑𝑣𝑥,𝑘 , 𝑑𝑣𝑦,𝑘 is clear.
In this case, 𝑑𝑣𝑥,𝑘 = 10𝑚𝑠 , 𝑑𝑣𝑦,𝑘 = 2𝑚𝑠 , and the additional stretch
over both dimensions is quite distinct.

Essentially, the range of the field with respect to the distances
(𝑑𝑥, 𝑑𝑦) between two vehicles is affected by the relative speeds, and
this range reflects the additional distance they should have when
relative speeds are higher.

Figure 2: Heatmap of the constructed potential field (cor-
responds to the value of Uij), for two different configu-
rations of dvx,k, dvy,k. In (a): dvx,k = 0, dvy,k = 0, and in (b):
dvx,k = 10, dvy,k = 2.

4 EXPERIMENTAL EVALUATION
Our experimental evaluation is conducted in SUMO [21], a popular
traffic simulation tool. To properly examine lane-free traffic, we
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Table 1: Potential field, coordination graph, max-plus & sim-
ulation parameters

Parameter Value Parameter Value

𝑠𝑎 1 m max iterations 10
𝑠𝑏 1 m max execution time 2 s
𝜏 0.5 s 𝑐𝑠 0.01

𝑝𝑥 (𝐸𝑐 ) 4 𝑐𝑎 2 𝑚
𝑠2

𝑝𝑦 (𝐸𝑐 ) 4 𝑐𝑑 2 𝑚
𝑠2

𝑝𝑡 (𝐸𝑐 ) 2 𝑐𝑙 1 𝑚
𝑠2

𝑝𝑡 (𝐸𝑏 ) 2 Highway length (width) 5 km (10.2 m)
𝑝𝑥 (𝐸𝑏 ) 2 Vehicle length (width) 3.2 m (1.6 m)
𝑝𝑦 (𝐸𝑏 ) 2 Simulation time 1 hr
𝑜𝑚 50 m time-interval 0.25 s
𝑒𝑓 4 𝑣𝑑 range [25, 35]𝑚𝑠
𝑒𝑏 4 𝑣𝑥,𝑖𝑛𝑖𝑡 25𝑚𝑠
𝑒` 0.001

extended the code-base of the Flow Framework [33] to support lane-
free traffic simulations, and incorporated the use of centralized and
decentralized algorithms for custom vehicle control3.

In more detail, we have designed and implemented the proper ex-
tensions that enable lane-free vehicle movement to run simulations
with SUMO. Besides the lane-free movement, our implementation
provides the necessary development for custom inflow rates, allow-
ing for more flexibility in the examined domain. With an inflow
parameter, we define the number of vehicles that will be spawn
in one hour. Then, the vehicles spawn randomly in appropriate
time-intervals (based on the provided inflow parameter) in any
lateral position within the road boundaries.

Any type of lane-free controller for vehicles can be developed
and adapted to our extension, provided that it yields the two accel-
erations (longitudinal and lateral) in every simulation time-step. We
also integrate the desired speed of each vehicle, generated randomly
within a provided range, and provide the simulation results based
on these values. Finally, we allow for centralized controllers due
to the flexibility they introduce, especially for coordinated vehicle
moving strategies.

In our simulations, we include a simple heuristic rule for agents
that have zero adjacent agents, |𝑁𝑖 | = 0. In such a case, these agents
simply perform the most appropriate action in order to reach their
desired speed 𝑣𝑑,𝑖 .

In Table 1, we provide the parameter settings related to the
potential field, graph structure & max-plus and the simulation
environment accordingly. We set up a highway scenario with the
specified parameter choices, and then, for each scenario tested,
we provide the inflow parameter that determines the number of
vehicles that will be spawned within an hour. Every new vehicle
𝑖 is spawned at a random initial lateral position within the road
boundaries, with an initial longitudinal speed 𝑣𝑥,𝑖𝑛𝑖𝑡 and a desired
speed 𝑣𝑑,𝑖 for 𝑖 is defined by drawing a random sample from a
uniform distribution based on the specified range of speeds (shown
in Table 3)—i.e., 𝑣𝑑,𝑖 ∼ 𝑈 (25, 35).
3The code for our work in this paper, including our extension of the Flow Framework,
is available at: https://bitbucket.org/dtrou/flow_lanefree

The examined simulation inflow settings range from 1800 to
9000 𝑣𝑒ℎ𝑠

ℎ𝑟
. Just for reference, in a real-life highway, the peak flow

would be ∼ 2000 𝑣𝑒ℎ𝑠
ℎ𝑟 ·𝑙𝑎𝑛𝑒 [24]. Note that the selected road width

corresponds to a standard 3-lane road, hence to a peak flow of
about 6000 𝑣𝑒ℎ𝑠

ℎ𝑟
for lane-based traffic.

The effectiveness of our approach is evaluated with the following
metrics. These are: average speed, average speed deviation from the
desired speed along with the respective standard deviation, and
average delay. Delay 𝑡𝑑 is the time difference between the actual
time 𝑡𝑎 that the vehicle spent inside the motorway and the ideal
time that the vehicle 𝑖 would have spent with a constant speed
equal to its desired speed 𝑣𝑑,𝑖 :

𝑡𝑑 = 𝑡𝑎 − 𝑣𝑑,𝑖 · 𝑙𝑟 (16)

where 𝑙𝑟 is the length of the motorway.
In Fig. 3 we demonstrate the average speed of all agents. Natu-

rally, the average speed is reduced when the inflow of vehicles is
increased. However, due to coordination, the vehicles manage to
mitigate this reduction4, achieving a smooth, low-slope linear drop
in average speed as inflow increases.

Then, in n Fig. 4 we include results from a regular lane-based
traffic environment with SUMO, for the same road length, type
of vehicles, and with the default SUMO parameters regarding the
vehicles’ control strategy. We need to clarify that for the lane-based
environment, SUMO does not provide the ability to have desired
speeds selected randomly as we do in our lane-free extension. In-
stead, we distribute the range of desired speeds (see Table 1) evenly
to 3 and 10 different classes of vehicles, i.e., assign one desired speed
value to each class.

The Fig. 4 lane-based simulation results show how the aver-
age speed reduces drastically as traffic inflow increases in regular
lane-based scenarios; when viewed alongside the lane-free average
speeds of Fig. 3, also underline the benefits of lane-free movement.
In contrast to lane-free movement, lane-based traffic results to a
sharp reduction in average speed for the inflow rates examined.
Beyond a certain point, the average speed for lane-based traffic
decreases even below the lowest desired speed (25𝑚𝑠 ), exhibiting
a behaviour worse even than the one we would obtain by using
a single class of vehicles with a desired speed of 25𝑚𝑠 . This is il-
lustrated by the “slow-class” simulation results, where all vehicles
belong in a class with desired speed of 25𝑚𝑠 . We note that lane-based
simulations cannot reach the flow of 9000 𝑣𝑒ℎ𝑠

ℎ𝑟
that is achieved in

lane-free conditions, and the last measurement in Fig. 4 for all cases
corresponds to a ‘peak’ flow of about 7300 𝑣𝑒ℎ𝑠

ℎ𝑟
that the lane-based

simulation scenarios can handle given the capacity of each lane.
As discussed in Section 3.1, we are interested in vehicles that

wish to attain or maintain a desired speed, and the coordination
problem emerges exactly because of the different individual goals
of the vehicles, i.e., we need to coordinate multiple vehicles with
different speeds. So, the average speed by itself is not so informative
of the overall performance, as we should also examine whether the
vehicles tend to diverge substantially from their desired speed.

4In the unlikely (and also not very demanding with respect to coordination, and thus
not very interesting) scenario that all vehicles have the same desired speed, the vehicles
in our simulations maintain an average speed almost equal to their desired one.
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Thus, we report in Fig. 5 the average deviation 𝑣𝑑𝑒𝑣,𝑎𝑣𝑔 between
the current speed 𝑣𝑥,𝑖 and the desired speed 𝑣𝑑,𝑖 . It should be clar-
ified that this speed deviation for a time-step 𝑡 is calculated as:
𝑣𝑑𝑒𝑣,𝑡 = 1

|𝑁𝑡 |
∑ |𝑁𝑡 |
𝑖=1 |𝑣𝑑,𝑖 − 𝑣𝑥,𝑖 |, where 𝑁𝑡 the set of agents inside

the road network at time-step 𝑡 . This means that we do not distin-
guish between positive or negative deviations, and therefore the
obtained results are more indicative of the overall effectiveness in
terms of attaining the vehicles’ desired speed.

Additionally, we examine the average speed deviation in more
detail in Fig. 6, where we separate the vehicles’ population based
on their corresponding desired speed (That is, each line in Fig. 6
corresponds to the portion of the population having a specific
desired speed range.). As expected, we observe that the slower
vehicles tend to have a small speed deviation, even as the flow
increases. But, this is not the case for faster vehicles, where the
deviation is more affected by the flow. This is actually a desired
effect, showing that coordination guides the vehicles to employing
a more “cautions” behaviour when they find themselves within a
dense traffic region.

Furthermore, in Fig. 7 we showcase the delay 𝑡𝑑 as defined in
Eq. (16). Based on the simulated results, the average delay exhibits
a linear relationship with respect to the inflow rates we examined,
even with the highest inflow rate of 9000 𝑣𝑒ℎ𝑠

ℎ𝑟
. This evidently corre-

sponds to the increase in average speed deviation from the desired
speed (Fig. 5). Yet, it clearly demonstrates the benefits of coordina-
tion, as delays are maintained very small even as the traffic flow
increases substantially.

Clearly, the lane-free environment allows for higher utilization
of the road capacity: as mentioned above, in our lane-based simu-
lations the maximum inflow attained is about 7300 𝑣𝑒ℎ𝑠

ℎ𝑟
, whereas

with coordination in lane-free traffic we can examine even higher
inflows. Moreover, a frequent observation in simulation was the
utilization of the full road width in cases where 4 vehicles were
side-by-side, and were breaking formation to let faster vehicles pass
through when necessary.

Regarding the max-plus algorithm, we limit both the execution
time and maximum number of iterations,5 and we require the value
of the messages to differ by a maximum threshold 𝑒` at time 𝑡 to
determine convergence (as shown in Table 1). We observe that the
algorithm almost always manages to converge for inflow rates up
to 7200 𝑣𝑒ℎ𝑠

ℎ𝑟
before it reaches either limit.

By disengaging agents whenever possible, as described in Sec-
tion 3.2, the constructed CG is sparse, unless high densities of
vehicles form in some regions (this is more frequent with higher
inflows). So, with the highest inflow rate examined (9000 𝑣𝑒ℎ𝑠

ℎ𝑟
),

max-plus does not always converge for the specified limits, since
the vehicles would exhibit higher densities in larger regions, but
nonetheless manages to provide joint actions of high quality, as
demonstrated by our simulation results.

We remark that our lane-free simulations are collision-free up to
5400 vehs/hr. Notice that this inflow corresponds to the maximum
capacity of three-lane real-world highways. However, for simula-
tions with inflows of 7200 and 9000 vehs/hr, we observe 17 and
27 crashes respectively. These numbers correspond approximately

5Execution of the algorithm is terminated when either of these limits is surpassed, and
the resulted joint policy is returned.

Figure 3: Average speed of vehicles for different inflow rates
in lane-free traffic. Desired speeds vd are uniformly dis-
tributed within the range [25, 35].

Figure 4: Average speed of vehicles for different inflow rates
on a regular lane-based scenario.

Figure 5: Average and standard deviation of speed deviation
from desired speed for different inflow rates.

to only 0.47% and 0.6% of the total number of the inflow vehicles
respectively; occur over a total of roughly hundreds of thousands of
interactions (i.e., potential collisions) between vehicles; and are ob-
served only in very dense regions of the simulations. One can easily
make the fields more conservative to avoid collisions altogether,
with the expected trade-off regarding desired speeds reached. In
addition, the distribution of desired speeds of the simulated vehicles
is an important parameter that can play a role in this trade-off. For
instance, when all 7200 or 9000 vehicles are assumed to have the
same desired speed (e.g., that of 35 m/s), we observe no collisions,
even with our current potential field configuration.

5 FUTURE RESEARCH DIRECTIONS
Our work in this paper opens up a number of research directions
for coordination and optimal control in lane-free environments,
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Figure 6: Average speed deviations from desired speed for
different desired speed sub-populations for each traffic pop-
ulation inflow rate. Each line corresponds to approximately
25% of the inflow.

Figure 7: Average delay of vehicles for different inflow rates.

both in the microscopic and macroscopic traffic modeling levels
(i.e., modeling both the behaviour of individual vehicles and their
interactions, and the aggregate behaviour of the traffic flow). To be-
gin, the most imminent extension is the inclusion of Reinforcement
Learning to the current approach, and consequently the optimiza-
tion of the joint policy for the expected (discounted) long-term
rewards. Recent works on MARL that employ the max-plus algo-
rithm could potentially be adapted [2, 5], but it should be noted that
the above-mentioned studies are intrinsically different from our
approach, as we have an environment with dynamic interactions
and local rewards.

We believe that the homogeneity of the agents can be exploited
in order to introduce dynamic interactions of agents as a Collab-
orative Multiagent MDP with edge-based decomposition [18] of
the global 𝑄 (s, a) function, along with parameter sharing (as in
[2]); and use Sparse Q-learning [17] with a neural network to ap-
proximate the local𝑄𝑖 𝑗 (𝑠𝑖 𝑗 , 𝑎𝑖 𝑗 ) function. The envisioned approach
could appropriately employ DQN [23], and then examine its var-
ious extensions—such as Double DQN [28], DQN with Dueling
Architectures [32], Prioritized Experience Replay [27]—along with
combinations of various recent techniques that aim to further im-
prove the performance of Deep RL [1, 12]. Notice that one would
also need to tackle the non-stationarity introduced in a multiagent
learning scheme [11].

Another area of interest is the incorporation of continuous ac-
tion spaces in max-plus. The current approach is limited to discrete
actions, i.e., vehicles apply an acceleration instantly, therefore re-
sulting in abrupt changes in jerk [25], which is deemed to be a

metric for passenger convenience. To the best of our knowledge, no
work to date has extended max-plus to continuous action spaces.

Moreover, our approach could benefit from fallback mechanisms
to promote safety, and the careful incorporation of constraints
relating to CAV decision making time. Such parameters could be set
based on the current (or projected) capabilities of CAVs regarding
computation, communication speed, and expected communication
errors [22].

Furthermore, irrespective of the impending extensions or
changes, one important aspect that needs to be examined is the
consideration of a mixed-traffic environment, where the coordi-
nation strategy is applied to a subset 𝑁 ⊆ 𝑁𝑡𝑜𝑡𝑎𝑙 of the existing
vehicles. It would be important to formalize how the coordination
strategy can be adapted in a mixed-traffic scenario with vehicles
that do not participate in the coordination strategy. This is not a
straightforward exercise, as non-participating vehicles’ movement
strategies could vary from having a constant speed, to act according
to individual objectives, or even to adopting a different collabora-
tive strategy. Likewise, our assumptions regarding these vehicles
may also range from possessing specific, “hardwired”, safety-related
beliefs regarding the behaviour of other vehicles, to employing ex-
plicit opponent modeling techniques, i.e., attempting to learn the
behaviour by observation, in order to produce joint actions based
on these assumptions/predictions.

Finally, a natural model to include in mixed-traffic scenarios
would be a human-driven one [4]. This is challenging, since the
building of models based on human driving behaviour is available
only for lane-based traffic. Indeed, there is currently no notion
of how a human driver would operate and react in a lane-free
traffic environment. This issue potentially calls for synergies with
virtual reality researchers, to allow the study of human behaviour
in lane-free traffic scenarios. It is also conceivable that, in lane-
free environments with mixed traffic, human drivers are asked
to observe certain rules—e.g., driving only along the outer road
boundary, to reduce risks and render the human driving task easier.

6 CONCLUSIONS
In this paper we put forward a novel application of the max-plus
algorithm for collaborative autonomous driving, with vehicles oper-
ating in a newly established lane-free traffic environment in which
they are no longer tied to specified lane positions. This gives rise to
a much more flexible environment, allowing for higher utilization
of the available road capacity, but also introduces additional com-
plexity. We tackle the coordination problem arising for the vehicles
in such scenarios with the max-plus algorithm, and use artificial
potential fields to construct local utility functions and utilize these
for collision avoidance and vehicle speed optimization. Our experi-
mental evaluation demonstrates the coordination capabilities for
our setting and lays the foundations for interesting extensions in
this important emerging real-world MAS problem domain.
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