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ABSTRACT 
This paper is concerned with designing purpose in autonomous 
robots for open-ended learning settings. Unconstrained human 
robot interaction situations and robotic systems that must operate 
in dynamic multi-robot scenarios are paradigmatic examples of 
open-endedness. An approach to the appropriate design and 
engineering of motivational structures to endow robots with a 
particular purpose is proposed and tested. This approach focuses 
on the drive structure and how it can be made to autonomously 
adapt to changing circumstances. Specifically, a simple 
evolutionary strategy for the autonomous regulation of multiple 
drives in order to optimize long-term operation is defined. The 
experimental results have been obtained on a Baxter robot facing 
changing situations in real setups. 
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1 INTRODUCTION 
The main issue in open-ended learning robotics is about designing 
autonomous robots able to operate in open-ended learning 
situations carrying out tasks that are useful for its own 
development and, more importantly, that serve a purpose to the 
human designer [1]. In other words, how can purpose be 
introduced in the robot cognitive structure without knowing 
beforehand the domains it will find itself in and, thus, the domain 
related goals it must achieve.  

Addressing this question puts us squarely in the realm of 
motivation [2]-[4]. Most of the work in this field has concentrated 
on studying the effects of different motivational strategies [5][6], 

especially those related to intrinsic motivation [7]-[9] or how to 
construct mathematical representations that could be used to 
support them [10]-[12]. Very little work has been devoted to the 
design and engineering of motivational structures to endow 
autonomous robots with a particular purpose in open-ended 
settings. 

In [13], we contemplated this problem by designing and 
testing, in a real setup, a motivational system based on drives and 
goals that are autonomously related in a dynamic graph. In that 
work, as a first approach, the balancing between drives was fixed 
by the designer. To improve the open-ended operation of the 
system, here we propose and test an autonomous strategy for such 
balancing. 

2 DRIVES AND BALANCING STRATEGY  
The motivational system proposed here is based on two different 
types of drives: Operational drives (opDj) and Cognitive drives (cgDj). 
Operational drives have to do with the purpose the designer wants 
to instill the robot with, and they can be classified into survival 
and purpose-dependent drives [13]. Cognitive drives, on the other 
hand, allow for more efficient cognitive operation and learning. 
Thus, they lead the robot towards efficiently collecting the 
information that is necessary to learn models of the domains it 
finds itself in. We can classify them into exploration cognitive 
drives cgDer and exploitation cognitive drives cgDel [13]. 

The set of drives that makes up the motivational system must 
be properly managed to allow the robot to fulfill its purpose in an 
open-ended setup. To do it, the strategy proposed here starts with 
a drive vector D that must be defined by the designer: 

D = {c1opD1, c2opD2, c3opD3, c4opD4, …, c5cgDer, c6cgDel} 

It is often unfeasible for the designer to establish the optimal 
coefficients of the drive vector, that is, which balance of drives 
leads to the optimal behavior in terms of global drive satisfaction. 
In addition, it is not always the best approach to maintain these 
coefficients fixed throughout the open-ended process, which is 
intrinsically dynamic. Consequently, a procedure to optimize the 
coefficients in real-time must be implemented. In order to explore 
these issues, we propose here, as a first approach, to apply a 
simple evolutionary strategy to address such optimization. 
Algorithm 1 shows the pseudocode of this approach.  
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The values for the coefficients (ci) proposed by the designer are 
used just as an initial balance of the relevance of the drives, but the 
evolutionary strategy will be responsible for adjusting them trying 
to minimize the global drive value (GD). 

__________________________________ 
Algorithm 1 Autonomous drive balancing strategy______________ 
e: current experiment 
E: set of experiments to execute 
pe: probability of exploration versus exploitation 
c: drive coefficients vector 
c’: candidate drive coefficients vector 
d: current drive coefficient 
Gc: global drive value associated to c 
Gc’: global drive value associated to c’ 
  1: pe is initially set by the designer 
  1: c is initially set by the designer 
  2: Gc ←EvaluatePerformance(c) 
  3:  for e ϵ E do 
  4:  exploration ←ChooseBetweenExplorationExploitation(pe) 
  5:  if exploration is True then 
  6:   c’ is initially set to c 
  7:   for d ϵ c’ do 
  8:    c’[d] ← ChooseNewCoefficientValue() 
  9:   Gc’ ←EvaluatePerformance(c’) 
  10:  if Gc’ > Gc then 
  11:   Gc is set to Gc’ 
  12:   c is set to c’ 

________________________________________ 

3 ROBOT INTERACTION WITH HUMAN  
To clarify how this autonomous drive balancing strategy can be 
applied in a real setup, we consider a Baxter robot that must 
operate in a human-robot interaction scenario (Figure 1). The main 
purpose the robot is endowed with, is to assemble the maximum 
number of valid parts in environments where there are human 
supervisors that can modify or interfere with its behavior [13]. 

 

Figure 1. Experimental setup with the Baxter robot. 

To achieve this purpose, we define 3 operational drives. First, 
an assembling task operational drive (opDt), associated to a sensor 
that detects whether the blocks are assembled and in the storage 
area (Figure 1 left). Secondly, an operational drive related to 
human satisfaction (opDh). The satisfaction of the drive will not be 
achieved until the supervisor makes an approval gesture (Figure 1 
right). Finally, an energy drive (opDe) associated with the correct 
operation of the robot in the environment. The sensor associated 
with the drive is the ambient light sensor, since the robot 
perception system depends heavily on the use of cameras. 

The experiment was carried out for 20000 time steps. The 
strategy we have proposed acts every 500 time steps, leading to 40 
trials associated with them. To see how the autonomous drive 
balancing strategy responds to task changes, during the first 20 

intervals the task consists only of assembling pieces. While in the 
next 20 intervals it consists in assembling parts and showing them 
to the human supervisor. The starting values that have been given 
to the coefficients are ctask = chuman = cenergy = 0.5. 

 

Figure 2. Evolution of the coefficient values and the number 
of valid pieces obtained after 40 trials of the experiment. 

Figure 2 shows the evolution of the drive coefficient values and 
the number of valid pieces obtained (black line) for each coefficient 
combination in each execution. In addition, a solid red line shows 
the average number of valid pieces obtained if the coefficients 
remain static at their initial value (0.5), so that we can compare the 
autonomous balancing strategy with a non-adapting system. 

Based on these results, it can be deduced that it is not the 
absolute value of the coefficients, but their relative order that will 
determine what the robot's correct operation will be in the 
environment. On the other hand, it has been possible to verify 
how the robot is able to autonomously adapt the relative strengths 
of its drives to task changes. 

4 CONCLUSIONS 
We have addressed one of the problems of engineering 

motivational structures for robots that must operate in open-ended 
learning settings. That is, how does one select and balance drives. 
We have focused on an on-line evolutionary mechanism for 
automatically balancing sets of drives so that the robots optimize 
their satisfaction over time and are able to adapt to changes in task 
definitions. The results of a series of experiments applying this 
mechanism on a robot, using drives that are either satisfied or not 
satisfied, have been very satisfactory. 
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