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ABSTRACT
The ability of agents to learn to communicate through interaction has been studied through emergent communication tasks. Previous works in this domain have studied the linguistic properties of the emergent languages like compositionality, generalization, and as well as the environmental pressures that shape them. However, most of these experiments require a considerable amount of shared training time between agents to communicate successfully. Our work highlights the problem of sample inefficiency of agents in population-based referential games and proposes an Action Advising framework to counter it.
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1 INTRODUCTION
One of the long-standing challenges of AI is developing agents capable of coordinating with one another through natural language communication. The current prevalent paradigm in language learning has been through capturing statistical patterns in language structure from large amounts of data. This approach has shown tremendous success in natural language tasks such as machine translation, sentiment analysis, image captioning [19, 26, 27] etc. An alternative approach to language learning is through its functional nature, that is, language must emerge out of the need to communicate. This learning paradigm has had a long history [2], but only recently it has been studied through neural agents.

Referential games, which are a form of Lewis’ Signalling games [10], are widely used for facilitating such emergence of natural language in multi-agent setting. This includes referential game settings with real-world visual input [9], sequence of message tokens for communication [8], multi-step communication with different modalities [5], emergence of writing system through brush strokes [22], emergence of non-verbal communication [16] etc. Another line of work studies emergence of language in a population of agents. This learning setting, while being more realistic, has been shown to regularize emergent language [6], counter language drift [13] and promote languages that are easier to teach [11] and compositional [17]. Studying language emergence in a population of agents also allows us to study complex language dynamics and collective behaviour of agents in language games [7, 12, 14, 21, 25]. However, one limitation that is often under-addressed in neural emergent communication literature is that of sample efficiency. As the agents in a language game are usually optimized through Reinforcement Learning, a large amount of shared training time is required. Sample efficiency is primarily hampered because of sparse rewards in a language game and extreme non-stationarity. The problem is further aggravated when we consider larger population sizes. An area in multiagent-learning that has been useful for faster and sample efficient learning is that of learning from demonstration [1, 20]. Further, Action Advising has been proposed, both in the presence of an expert and among simultaneously learning agents [3]. While Action Advising has previously been used in conventional games [23], it has largely remained unexplored in a referential game setting. Thus, in our work, we propose an Action Advising framework that mitigates the effects of non-stationarity and sparse rewards in referential games.

2 GAMES AND TERMINOLOGY
Paired Referential Game
We adapt the referential game formulation from [9]. The game consists of two players, a Speaker and a Listener. From a given set of entities E, we sample a target entity t ∈ E and K − 1 distracting entities D = {d1, d2, ..., dk−1} s.t. ∀j, t ≠ dj, dj ∈ E. The candidate set C = t ∪ D contains both the target and distracting entities. The speaker is shown ordered set C and must come up with a message token m chosen from a fixed vocabulary V of size |V|. The listener is then shown message token m and U, which is a random permutation of C and it must point to an entity t’. Communication success is defined when t = t’, i.e., listener can correctly identify the target, in which case a payoff of 1 is given to both the players. In all other cases, payoff is 0.

Population based Referential Game (PopRG)
Consider two sets representing populations, both of size N, one consisting of speaker agents, As = {Astr 1≤str≤N} and another for listener agents {Ast}1≤str≤N. We define an undirected population interaction graph G = (VG, EG) where VG = As ∪ Ast and EG = {(s, t) ∀ s ∈ As, t ∈ Ast}. This graph thus represents the connection from speaker population to listener population. At every turn of gameplay, we...
randomly sample a speaker agent \( A_s^i \in A_s \). Then, a listener \( A_l^j \in A_l \) is sampled such that \( (A_s^i, A_l^j) \in E_G \). This ensures that only the connected pair of agents are selected. At this point, a paired referential game described in the previous section is played between \( A_s^i \) and \( A_l^j \).

**Action Advising Framework**

While the population interaction graph captures the interaction strictly between a speaker and listener, we introduce an undirected Advising Graph that allows interaction within the speaker population and listener population separately. We define Advising Graph \( D = (V_D, E_D) \) where \( V_D = A_s \cup A_l \) and \( E_D = \{(s_1, s_2) \forall s_1 \in A_s, s_2 \in A_s, s_1 \neq s_2\} \cup \{(l_1, l_2) \forall l_1 \in A_l, l_2 \in A_l, l_1 \neq l_2\} \). During gameplay, we use teacher-induced advising whenever a successful episode is encountered. Any agent can assume the role of teacher and send advice to all the agents connected to it in the Advising Graph. Thus, this advice can be seen as the broadcasting of episode and action information to fellow agents of the same kind. Formally, for any agent \( A_i \), advice is given to agents in \( A_i \)'s set of advisees given by \( Q(A^i) = \{ A^i \in V_D \ s.t. \ (A_s^i, A_l^j) \in E_D \} \).

**3 IMPLEMENTATION DETAILS**

**Agents and Learning**

All the agents in the population, both speakers and listeners, are modelled as reinforcement learning policies. These policies are parameterized through neural networks with different parameters for each agent. We refer the reader to [9] for details on architecture.

In all our experiments we take \( K \) as 3 and \( V \) as 5. The learning goal in Population based Referential Game is the maximization of the sum of rewards for all the agents. At any given game turn, it can be seen as optimizing expected reward for the pair of agents \( A_s^i \) and \( A_l^j \) in the paired referential game. Thus, \( J(\theta_s^i, \theta_l^j) = E_{\Pi_s^i, \Pi_l^j}[R(t', t)] \) where \( \theta_s^i, \theta_l^j \) are the parameters for agents \( A_s^i \) and \( A_l^j \) respectively and \( \Pi_s^i, \Pi_l^j \) are their policies. Since message from speaker is sampled, the game is no longer end-to-end differentiable. As is a common practice in emergent language literature, we use REINFORCE update rule [24], to compute gradient of the objective and directly optimize the policies using the communication success as reward signal. Additionally, we use entropy regularization term [15], to encourage exploration. The gradient of cost functions can then be written as

\[
\nabla_{\theta_s^i} J = E_{\Pi_s^i, \Pi_l^j}[R(t', t), \nabla_{\theta_s^i} \log \Pi_s^i(m|C)] + \lambda_s \nabla_{\theta_s^i} H(\Pi_s^i(m|t))
\]

\[
\nabla_{\theta_l^j} J = E_{\Pi_s^i, \Pi_l^j}[R(t', t), \nabla_{\theta_l^j} \log \Pi_l^j(t'|m, U)] + \lambda_l \nabla_{\theta_l^j} H(\Pi_l^j(t'|m, U))
\]

where \( H \) is the entropy function and \( \lambda_s \) and \( \lambda_l \) are hyperparameters controlling entropy regularization (both taken as 0.001).

**Learning through Advice**

Whenever a paired referential game between speaker \( S \) and listener \( L \) results in communication success, we allow all the speakers in advisee set \( Q(S) \). Similarly, \( L \) is allowed to advise all fellow listeners in \( Q(L) \) regarding the communication success. Specifically, this advice is implemented as a broadcast of experience trajectory containing state, action (that resulted in communication success) and reward (always 1) to fellow (similar) agents in the population. To learn from the advice, we first let the advisee generate probabilities over actions in a forward pass, from the state contained in the advice. However, instead of sampling from this action probability distribution, we use the action that is advised. After this, the optimization procedure described in previous section is followed. Advising in our setup can thus be seen as an exploration mechanism wherein, an agent explores actions that resulted in success for fellow agents.

**Data**

In all our experiments, we use different classes of images in the ImageNet dataset [4] as entities. 200 images are randomly sampled from each of the classes to form the training set, and 100 images are sampled for the test set. Each image is represented as output from second last layer of a pretrained VGG16 network [18], resulting in a vector of length 2048. Further, since population based referential games are computationally expensive to run, we restrict the entities to top 26 classes in the synset of ImageNet.

**4 EXPERIMENTS AND RESULTS**

We report the number of games required to reach a high level of communication success and repeat this experiment for population sizes 2 to 10. Additionally, we observe the sample efficiency achieved through Action Advising. Figure 1a shows the effect of Action Advising on sample efficiency (number of games required to reach a high communication success (>80 %)) for different population sizes. All results are averaged over 5 runs with different seed values. It can be seen that for all the population sizes, using Action Advising results in faster convergence towards high communication success. Another trend that can be noted is that, as population size increases, more samples are required to reach convergence. This is because every counted gameplay is between a pair of agents. Hence, in Figure 1b, we show games required per agent for different population sizes to reach convergence. This analysis also supports our argument on the benefit of Action Advising.

**5 CONCLUSION**

In this work, we highlight the issue of sample inefficiency in simulating language emergence through reinforcement learning in large populations. We show empirical results suggesting that Action Advising can help mitigate this issue. While our work uses a simple advising mechanism, taking into account advice budget and action uncertainty would be promising directions for future work.