
Multi-modal Agents for Business Intelligence
Blue Sky Ideas Track

Jeffrey O. Kephart
IBM Thomas J. Research Center
Yorktown Heights, NY 10567 USA

kephart@us.ibm.com

ABSTRACT
Given their installation on nearly a billion consumer devices around
the world, consumers clearly enjoy using voice-driven assistants
such as Alexa, Siri and Google Home, and find it compelling to
interact with AI agents as quasi-human entities. Inevitably, people
who are accustomed to using voice-driven assistants at home and in
the car will expect to use such technologies in the workplace. What
formwill this take? Simple extrapolations from consumer space (e.g.
running meetings or presentations) promise only modest value. I
propose that AAMAS and the AI research community should pursue
a bolder vision in which software agents act as quasi-human col-
laborators on core business intelligence tasks that entail analyzing
data, diagnosing problems, and making decisions. Moreover, these
business intelligence agents should communicatemulti-modally, i.e.
they must understand and employ speech complemented by non-
verbal behaviors such as pointing, eye gaze, and facial expression. I
outline requisite agent, MAS and AI technologies and pose several
fundamental research challenges raised by this vision1.
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1 INTRODUCTION AND VISION
Voice-driven assistants such as Alexa, Siri and Google Home are
now installed on hundreds of millions of consumer devices world-
wide. As of early 2020, there were nearly 90 million smart speakers
installed in US homes [26] (up 32% from 2019) and 130 million in-car
voice assistants [27] (up 15% over a 15-month period). The rapid
proliferation and wide dissemination of voice assistants strongly in-
dicates that a large proportion of the population finds it convenient
and fun to ask an assistant to turn on the TV or radio, find recipes,
make online purchases, or help optimize routes through traffic. In

1The author is grateful to his many colleagues at IBM and RPI, whose names may be
found among co-authored references cited herein, for stimulating discussions and joint
research that have profoundly influenced his understanding of this subject. He also
gratefully acknowledges insightful comments from anonymous AAMAS reviewers.
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essence, an experiment has been conducted in the consumer space,
and the results are unequivocal: humans clearly find it natural and
compelling to treat AI as quasi-human entities with which they can
interact via natural language.

Inevitably, people who use voice assistants in their homes and in
their cars will expect to use them in the workplace. What form will
such business assistants take? One view, embodied in products that
have already reached the market such as Alexa for Business [18],
sees business voice assistants as a relatively straightforward analog
of their counterparts in the consumer space. They can be used for
business tasks such as creating and retrieving schedules, starting
meetings or presentations, or reporting issues to the IT department.

I suggest a more valuable role for AI assistants in the business
world. What is the core purpose of most business meetings? Often,
the topic revolves around visualizing data, analyzing it, and mak-
ing decisions based upon it. The market for Business Intelligence
(BI) tools that provide such capabilities is growing at a Compound
Annual Growth Rate of 7.6%, and is projected to reach $33.3B USD
by 2025 [39]. Such BI tools, offered by companies such as Microsoft,
IBM, Tableau, SAP, Oracle, Salesforce, etc. increasingly incorporate
AI technologies [47], and this increased uptake is expected to ac-
celerate over the next few years [34, 41]. In parallel with this trend,
BI vendors are placing an increasing emphasis on making BI tools
more accessible to a broader, less sophisticated class of users.

If we merge and extrapolate these two trends — voice-driven
assistant proliferation and growing adoption and sophistication of
BI tools — we can envision today’s BI tools evolving into software
agent collaborators that assist people with visualizing data, analyz-
ing it, and making decisions based upon it. Some BI vendors have
taken a first step in this direction by incorporating voice-based
assistants into their products [47]. But an important ingredient is
missing. What qualities do we most desire in human collaborators?
We prefer partners who are not just highly competent in skills that
complement our own; they must also be effective communicators.

What do software agents require to be effective communicators?
Consider how people communicate with one another. Speech is a
key modality, but non-verbal modalities such as pointing and other
hand or body gestures, gaze, and facial expressions are more im-
portant than we often realize. Non-verbal communication is partic-
ularly relevant in data-rich business intelligence scenarios because
people are visual creatures2 who find it natural to interact with
visual representations of data, analytics and decision options [5, 54].
We don’t just talk about data; we look at it, point at it, and manip-
ulate it, thereby generating naturally a rich stream of non-verbal
actions that accompany and complement what we are thinking and
talking about. Verbal and non-verbal channels of communication
250% of the brain’s neural tissue and 2/3 of its electrical activity pertain to vision [49].
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are not merely coincident; they are deeply intertwined and deeply
dependent on context that has been established by previous com-
munications and actions. People have little difficulty understanding
and interpreting multi-modal communication from other people,
particularly in extended interactions in which significant context
has been established. A central challenge that underpins our vi-
sion is to develop software agent technologies that understand
contextual multi-modal communication from humans, and respond
multi-modally in ways that resonate with humans.

Consider a scenario in which a business person interested in
finding suitable business partners says, “I want to see others like
this.” In the absence of any sort of context, the meaning of this
utterance is unclear. However, suppose that this person is simulta-
neously pointing at a table of companies containing information
such as the company’s name, the number of employees, the last
few years of financial data, and a paragraph of high-level general
information about the company. Then one might infer that “this”
refers to a specific company to which the speaker is pointing, and
consequently “others” most likely refers to companies as well. The
word “like” indicates that the speaker seeks companies that are
similar to the company to which they were pointing as defined
by some similarity metric. The desired metric might be inferred
from recent conversational context, or the nature of the columns to
which the speaker has pointed recently. For example, if the speaker
is pointing at a company’s description field, a text match to the
description fields of other companies would be most appropriate. If
numerical attributes are more recent, then a Mahalanobis or other
numerical similarity metric might be applied to them.

The natural architecture for multi-modal business agents is a co-
operative multi-agent system (MAS) composed of individual agents
that encapsulate various business-relevant skills and communicate
with one another and with humans. Framing multi-modal business
intelligence assistants as MASs suggests a complementary perspec-
tive. Rather than thinking of multi-modality as a way to bring
agents into the world of humans, take the inverse point of view: it
allows us to build MASs in which some agents are people. People
are useful additions to multi-agent systems. They have unique skills
that software agents don’t possess, such as greater general knowl-
edge of the world, stronger general reasoning skills, and better
intuition. However, a major barrier is that most humans are not flu-
ent in KQML, FIPA ACL, or any of the more popular agent-to-agent
communication languages [17, 44]. In order to build effective MAS
teams that include humans, agents must accommodate this unfortu-
nate human deficiency by learning to communicate multi-modally.
While this perspective may seem tongue-in-cheek, it connects with
an extensive multi-agent literature on human-agent teams [28]
and suggests a research thread dedicated to re-examining agent
languages, protocols, and other coordination mechanisms from this
perspective. Might English or Mandarin become the next ACL?

The next section outlines some essential prior work that serves
as a foundation for multi-modal business intelligence agents and
multi-agent systems. Then, scenarios are introduced to illustrate
how individual agents and multi-agent systems might be employed
for business intelligence or related government and science applica-
tions. The final section outlines a cross-disciplinary set of essential
challenges that the research community must address in order to
realize our vision.

2 FOUNDATIONS
An early and prescient vision of humans and machines working
in partnership on cognitive tasks such as decision making was
described by Licklider [31] in his well-known 1960 paper “Man-
Computer Symbiosis.” He foresaw the importance of voice-based
communication for real-time decision-making: “If computing ma-
chines are ever to be used directly by top-level decision makers, it
may be worthwhile to provide communication via the most natural
means, even at considerable cost.”

Two decades later, Bolt [3] implemented a system that inter-
preted and responded to human speech. Moreover, he demonstrated
that human-machine communication could be enhanced synergis-
tically by adding gesture as another modality. Users manipulated
graphic objects depicted on a display by pointing at them and issu-
ing commands such as “Put that there.” Insightfully, he recognized
the power of pronouns such as “this” and “that” in such a scenario:
“... the pronoun as verbal tag achieves in the graphical world the
same high usefulness it has in ordinary discourse by being pro-
nounced in the presence of a pointed to, visible graphic ...”

In the 1990’s, less-encumbered gesture recognition technologies
for manipulating objects in a virtual world were developed, includ-
ing the ALIVE system of Maes et al. [37]. Subsequent researchers
explored additional modalities and form factors. Pentland [42] and
Ekenel et al. [15] augmented gesture recognition with facial ex-
pression recognition to enable smart boards or smart rooms to
understand the mental state of users. Brooks [4], Coen [11] and
Chen et al. [8] created “intelligent rooms” that freed users from
the instrumented chair to which they had been tethered in Bolt’s
system. More recently, Farrell et al. [16], Kephart et al. [24], and
researchers at RPI [1, 13, 52] have explored multi-modality in smart
room environments, taking advantage of recent advances in speech
recognition, head orientation and gesture recognition based on 3D
cameras such as Kinects3.

Early discussions of software agents as a new paradigm for user
interaction that elevates “tools” to “collaborators” include Maes et
al. [35] and the COLLAGEN system of Rich, Sidner and Lesh [46].

Also particularly noteworthy is the CALO (“Cognitive Assistant
that Learns and Organizes) [50] effort that was supported by the
PAL (“Perceptive Assistant that Learns") [51] program of DARPA.
During its 5-year tenure from 2003 to 2008, CALO funded 300 re-
searchers and 500 AI papers centered around cognitive assistants
and the machine learning and other technologies upon which they
are based. While CALO’s original intent may have been to develop
cognitive battlefield or workplace assistants, its main practical out-
growth turned out to be Siri, now one of the most ubiquitous of
today’s voice-driven assistants in the consumer space.

In summary, the dream of natural human-machine interaction
arose from a desire to integrate machines more intimately into the
process of business, government and military problem-solving and
decision-making. Yet, while this vision has inspired a nice body
of academic work, to date its most visible impact has been in the
consumer space. Without doubt, Alexa, Siri and Google Assistant
are entertaining and useful, and they will continue to flourish — but
it is time to revivify the original vision, and get back to business.

3https://www.i-programmer.info/programming/hardware/2623-getting-started-
with-microsoft-kinect-sdk.html.
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3 SCENARIOS
What do I mean by “get back to business”? I construe “business”
broadly, encompassing business, science and government scenarios
that involve data visualization, analysis, and decision-making. I
believe that multi-modal assistants that collaborate with humans
on such tasks will become as ubiquitous as today’s consumer assis-
tants, and will have substantially greater value. A business scenario
patterned after an actual mergers and acquisitions (M&A) prototype
implemented with my colleagues [16] was outlined in the intro-
duction. We have also implemented a science assistant4 that helps
astrophysicists visualize and analyze data pertaining to exoplan-
ets [24]. Here I introduce a government scenario, using it as a basis
for illustrating additional issues that help motivate the research
challenges outlined in the next section.

Imagine that a local government’s emergency response team is
coordinating human resources to mitigate a current or impending
natural disaster. Team members sit in a control center with a large
display and converse with a cognitive assistant, issuing a sequence
of contextually-linked commands like:

(1) “Show me counties with the worst storm damage.”
(2) “Show me hospitals in these areas (pointing to map).”
(3) “Generate disaster relief plans that protect them.”
(4) “Help me decide which of these plans is best.”
During this sequence, the agent displays maps with overlays

depicting current or predicted damage and the locations of critical
facilities, plots of rainfall or damage vs. time, graphic inputs and
controls for dynamically steerable simulations, and tabular repre-
sentations of plans and schedules. As users look at, point at, and
manipulate these graphic elements, they generate a rich stream
of head poses, pointing, and other natural gestures. The assistant
combines these non-verbal cues with co-occurring verbal utter-
ances and the conversational context to infer human intent and
respond with appropriate graphics accompanied by synthetic voice.
For example, the meaning of “these areas” in the second command
is inferred from the regions to which the user is pointing. Identi-
fying “them” as “hospitals” in the third command is inferred from
context through coreference resolution [53], and the meaning of
“these plans” in the fourth is inferred from pointing or context.

Humans have evolved a very efficient form of communication
that relies heavily on deictic pronouns like “this”, “that” and “there”
plus context that builds up dynamically over the course of extended
interactions. We are so expert in this natural form of speech com-
pression that it has descended into our subconscious. It would take
a concerted mental effort not to employ it. Problem-solving and
decision-making scenarios necessarily entail extended conversa-
tions and non-verbal interaction with graphic elements, thereby
requiring business assistants to be adept at understanding natural
human multi-modal and contextual communication. In strong con-
trast, today’s consumer-space assistants have little need to cope
with such subtle complexities of human interaction. For them, uni-
modal voice communication suffices because typical commands like
“Play station WHYY,” or “Set a timer for 5 minutes,” are one-shot.

Another element that might appear on the display in this and
other scenarios are humanoid or non-humanoid avatars. While

4A video is available at https://www.youtube.com/watch?v=Fg_seQM9T0k.

there is considerable research interest in developing avatars to
improve comfort, trust, and persuasion [2, 20], BI avatars can serve
other important functions. If distinct agents are responsible for
displaying data, running simulations, and planning or scheduling,
representing these capabilities as distinct “expert” avatars could
reinforce the user’s mental model of the system’s capabilities and
how they can be invoked. Moreover, especially when customized
to a user’s individual taste or expressive style, avatars could serve
as a focal point that non-verbally expresses a state or desire, such
as confusion or a desire to speak.

While the cited business and science scenarios and this govern-
ment scenario posit a shared large display, even a simple laptop
possesses all of the basic components required: a microphone, a
built-in camera, speakers, and a display with a pointing device.
Indeed, if such agents are to become ubiquitous, it is likely that
they will become so by being deployed mainly on laptops or even
mobile phones, with intelligent rooms being a high-end option.

4 RESEARCH CHALLENGES
Here is a cross-disciplinary set of research challenges that I believe
are most important to address in order to realize the vision of
multi-modal business agents. The first two general challenge areas
recognize that communication is a two-way street: assistants must
both understand multi-modal communication and respond in kind.
The third deals with measuring an assistant’s effectiveness, while
the fourth concerns systemic issues that are important for anyMAS.

1. Infer human intent and state-of-mind frommulti-modal com-
munication and context
a. Capture verbal human behaviors accurately and inexpen-

sively under natural conditions.
b. Capture non-verbal human behaviors accurately and in-

expensively under natural conditions.
c. Accurately infer short-term human intent via multi-modal

fusion of verbal and non-verbal behavior time series.
d. Accurately infer long-term human intent and state-of-

mind via multi-modal fusion of verbal and non-verbal
behavior time series.

e. Develop adaptive online learning techniques to improve
human intent inference accuracy.

2. Convey agent intent and state-of-mind via multi-modal com-
munication and context.

3. Measure extent to which multi-modal AI assistants are help-
ful. Build and instrument end-to-end prototype and measure,
under various multi-modal combinations:
a. Human cognitive burden required to communicate intent
b. Accuracy with which human intent is inferred
c. Human-perceived enjoyment and effectiveness

4. Address issues of security, ethics, and trust.
Challenge area 1, capturing human intent, contains several sub-

challenges. Challenge 1a is largely an audio and software engineer-
ing problem that entails applying filtering and error-correction
techniques to the input and output of commercial speech recogni-
tion engines [24]. Ironically, low-volume speech from passers-by or
TVs poses a greater problem than moderate environmental noise
because it tricks speech engines into spending inordinate resource
straining to interpret irrelevant signals.
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Interpreting non-verbal modalities such as eye-gaze, gesture and
emotion is a vigorously-researched subject [29, 32, 33, 36, 38]. Chal-
lenge 1b highlights a key aspect of such work that is sometimes
overlooked, yet essential to realizing our vision: recognizing such
behaviors accurately and inexpensively under natural conditions.
For example, dim or variable lighting can make it difficult to recog-
nize gestures or expressions, especially in real time at reasonable
frequency on minimal and inexpensive hardware. Behaviors of
special interest include head orientation (to help infer whether a
human is addressing a specific avatar or another person, or look-
ing at a particular data representation), gesture, body position, lip
movement (which can be correlated with audio signals to infer who
is speaking), and facial expression. Chen [9] has made a promising
start in this direction by developing a real-time, low-cost DNN-
based approach to head orientation that copes well with uneven
lighting and large angular excursions of the head.

Challenge 1c is about taking inputs from 1a and 1b and accu-
rately inferring short-term human intent via multi-modal fusion.
Previously, researchers have approached this as an engineering
problem [16, 24] that entails feeding deterministic outputs from
speech engines and gesture recognition systems into text classifiers
and other NLU (Natural Language Understanding) techniques and
applying hand-tuned parameter extraction rules to generate struc-
tured system commands. This approach scales poorly and hence
is an impediment to achieving ubiquity. The solution may lie in
learning-based approaches that combine symbolic and probabilistic
neural techniques, of which the Deep Regression Bayesian Net-
work [40] is one example. Symbolic representations like knowledge
graphs and symbolic reasoning over them is likely to be necessary,
as the final output of multi-modal fusion is a structured command
that must satisfy certain logical constraints. While many suitable
data sets exist for the various constituent technologies, there is a
great need for newmulti-modal data sets such as the CMU Panoptic
Dataset [22]. Since context established by recent interactions and
the state of graphic elements on the display is also an important
ingredient in interpreting human intent, extending recent work
on coreference resolution [10, 19] beyond purely textual NLP to
include graphical context and non-verbal modalities may be fruitful.

Challenge 1d is like 1c, except that it addresses intent at the
longer time scales that span across individual commands: What is
the user actually trying to accomplish? Understanding long-term
human objectives would allow agents to behave more proactively
by using planning techniques that employ models of human intent
and behavior. Early work by Chakraborti [6] suggests that inverse
planning techniques might be able to infer human objectives from
observed behavior. Challenge 1e has both learning and UI aspects.

Challenge area 2 concerns techniques that allow agents to em-
ploy multi-modality. One potential benefit is that it will make the
agents seem more natural and appealing. Augmenting the genera-
tive models that underlie text generators like GPT-2 [45] to include
emotion and prosody could prove quite interesting and valuable.
If humanoid avatars5 are employed, such techniques might be ex-
tended further to encompass the avatar’s visual appearance and
behavior. Second, such techniques could endow agents with enough

5See for example the life-like ones developed by Soul Machines https://www.
soulmachines.com/

social intelligence to gauge from human speech and gesture when
they may interject, or to politely signal their desire to speak or act,
thereby influencing humans to pause and let them into the con-
versation. There is broad scope for exploring non-verbal signalling
techniques through which avatars can naturally communicate in-
ternal state or desires; for example, Divekar et al. [12] described a
non-humanoid avatar that influenced users to direct their gaze so
as to help the system ascertain whether it was being addressed.

In the consumer world, voice-driven assistants typically present
themselves as individual agents with a single persona. An emerging
class of business assistants [7, 16] and conversational business
process applications [48] do so as well. However, their architecture
is a cooperative multi-agent system that masquerades as a single
entity by selecting the agent that is most capable of handling a
given command. It might be advantageous to associate agents with
individual avatars that can be addressed by name, eye gaze or head
orientation. This mimics the way human experts interact with one
another, and potentially enables the most appropriate agent to be
identified with greater confidence. The use of multiple avatars to
represent different competing agents was demonstrated recently
in the context of the HUMAINE 2020 human-agent multi-lateral
negotiation competition held at IJCAI 2020 [14]. If multi-modal BI
agents become truly ubiquitous and large scale, the lines between
cooperative and competitive multi-agent systems may blur. One can
envision information economies [23] in which agents offered by
different vendors will vie with one another in an ever-evolving
information supply network to serve business clients.

Challenge area 3 concerns user studies that measure the extent
to which multi-modal business assistants serve their intended pur-
pose. Evaluating the resultant improvements in problem-solving
and decision-making is more tricky than typical MAS experiments
because human behavior is less reproducible than programmed
agent behavior. The social intelligence assessment techniques pi-
oneered by Malone et al. [25] and found in the social psychology
literature [21] will likely provide important guidance.

Issues of security, ethics and trust must be addressed in any
AI system. Challenge 4 concerns aspects of these issues that are
particularly salient in our context, of which I highlight just three.
First, given the need to collect fine-grained audio, video, and mouse
event data, solutions will likely have both technological and archi-
tectural implications, such as storing and processing most of the
data locally. Among the many ethics issues that arise is the need to
ensure that decision agents help reduce rather than amplify [30] the
biases inherent in human decision making [55]. Finally, to estab-
lish the foundation of trust on which effective collaboration rests,
agents must be able to explain their behavior or rationale [43]. A
simple example was implemented in our exoplanets prototype [24],
which rendered a dynamically-generated AI plan into an English
explanation when the user asked how a calculation was performed.

Addressing the myriad challenges required to realize the vision
of multi-modal business agents greatly exceeds the capacity of any
single organization. I hope this paper will help inspire a broad-based
effort within the agents and AI research community to tackle these
challenges. Achieving this vision would elevate AI from a tool to a
collaborator, and thereby revolutionize the use of AI by business
people, scientists, and policy makers.
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